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Abstract—Tomlinson-Harashima precoding (THP) is a nonlin-
ear processing technique employed at the transmit side andsi
a dual to the successive interference cancelation (SIC) dsdtion
at the receive side. Like SIC detection, the performance of AP
strongly depends on the ordering of the precoded symbols. Th
optimal ordering algorithm, however, is impractical for mu ltiuser
MIMO (MU-MIMO) systems with multiple receive antennas due
to the fact that the users are geographically distributed. h
this paper, we propose a multi-branch THP (MB-THP) scheme
and algorithms that employ multiple transmit processing ard
ordering strategies along with a selection scheme to mitiga
interference in MU-MIMO systems. Two types of multi-branch
THP (MB-THP) structures are proposed. The first one employs
a decentralized strategy with diagonal weighted filters at te

receivers of the users and the second uses a diagonal weighte

filter at the transmitter. The MB-MMSE-THP algorithms are

also derived based on an extended system model with the aid

of an LQ decomposition, which is much simpler compared
to the conventional MMSE-THP algorithms. Simulation resuks
show that a better bit error rate (BER) performance can be
achieved by the proposed MB-MMSE-THP precoder with a small
computational complexity increase.

Index Terms—Multiuser MIMO (MU-MIMO), Tomlinson-
Harashima precoding (THP), multi-branch (MB).

|. INTRODUCTION

A. Background and Problem Formulation

Multi-user MIMO (MU-MIMO) systems are promising for
downlink wireless transmissions since they can improve tlg(a
average user spectral efficienéy [1]. When channel state
formation (CSI) is available at the transmit side, precgdi
techniques can be employed at the base station (BS)

mitigate the Multiuser Interference (MUI). Then, the reedi

computational effort for each user’s receiver can be reduc

and eventually the receiver structure can be simplifiedHat.

these reasons, the design of cost-effective precodergtis-pa

ularly important for the downlink of MU-MIMO systems.

Channel inversion based linear precoding techniques sic
zero forcing (ZF) and minimum mean squared error (MMS

precoding([3] - [5] are attractive due to their simplicityoWl-

ever, channel inversion based precoding techniques requir

when the noise is the dominant factor. A regularized block
diagonalization (RBD) precoding algorithm which introésc

a regularization factor to take the noise term into account
has been proposed ifl[8]. The performance is improved by
RBD precoding, but the BD-type precoding algorithms still
cannot achieve the maximum transmit diversity. A nonlinear
vector perturbation (VP) approach, which is based on sphere
encoding (SE) to perturb the data, was proposed]in [9]. With
the perturbation, a near optimal performance is achievedy
precoding. However, finding the optimal perturbation vecto
can be a nondeterministic polynomial time (NP)-hard proble

B. Prior Art

Another nonlinear and data-modifying technique is theydirt
paper coding (DPC) proposed i _[10]. It was shown that
the capacity of systems using DPC with independent and
identically distributed (i.i.d.) Gaussian interference @qual
to that of interference-free systems. However, DPC is not
suitable for practical use due to the requirement of infipite
long codewords [11]. Tomlinson-Harashima precoding (THP)
[12], [13] is a pre-equalization technique originally posed
for channels with intersymbol interference (ISI). Thene th
THP technique was extended from temporal equalization to
spatial equalization for MIMO precoding i [14]. The desail
of THP algorithms are illustrated in Section Il. Although PH
ffers a performance loss compared to DPC as shown in

4@, it can work as a cost-effective replacement of DPC in

practice [16]. As reported in_[14]/[17], the THP structure
cta(l)n be seen as the dual of successive interference caanelati
SIC) detection implemented at the receive side. Like SIC
etection, the performance of THP systems strongly depends
on the ordering of the precoded symbols.
A V-BLAST like ordering strategy for THP has been studied
in [18] - [20]. The V-BLAST ordering requires multiple calcu

::__[fions of the pseudo inverse of the channel matrix. Theegfo

suboptimal heuristic sorted LQ decomposition algorithm
has been extended from the sorted QR decomposition in
[27], [22] to THP and a tree search (TS) algorithm has

higher_ average_transm_it_ power than other pr_ecoding_argnsit also been proposed ih[24]. Researchers in [23], [25] ndtice
espemglly for il condl'Floned channel matrices, which kbu he importance of the ordering to the THP performance as
result in a re_du(?ed bit. error rath (BER) performanﬂa [.4 vell, and the best-first ordering approach has been proposed
As a generahza‘uor) of ZF precodmg, block dlagonahzgtlo perform the ordering. Algorithms for finding the near-
(BD) based precoding algorithms have been proposelin [ timal order are proposed ih [26], [27]. The above ordering

[7] for MU-MIMO systems. However, BD based preCOOlIngalgorithms, however, assume that each distributed receive

algorithms only take the MUI into account and thus suffer . . . .
iS equipped with a single antenna. Therefore, cooperative

a performance loss at low signal to noise ratios (SNR(S) dering processing is impractical for distributed reeesv

Parts of this work have been published at the ITG/IEEE Waskgin Smart with multiple ant.ennas- In[28], a successive optimigaﬁMP .
Antennas, Dresden, Germany, Mar. 2012 (see referénce. [29]) (SO-THP) algorithm has been proposed for users with maltipl
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antennas, but SO-THP only offers a small BER gain over THiPst performed to generate a square equivalent channeibmatr
at low SNRs. For high SNRs, the BER performance of SO-e total number of transmitted streams is denotedShy
THP is comparable to that achieved by the conventional THfnd the channel is assumed to be always a square matrix,
algorithm. In order to achieve a better BER performance thatis H = [H , Hj ,--- , H}]" € C3*5 is the combined

the whole SNR range, a novel THP structure is proposetiannel matrix andd;, € CV+*5 is the kth user's channel

in this work based on a multiple-branch (MB) strategy fomatrix. Note that power-loading schemes|[17] could be used t
MU-MIMO systems with multiple antennas at each receivedetermine the number of data streams or allocate more power
Although the MB-THP structure for single-user MIMO (SU-to a weaker user to improve the overall performance. However
MIMO) systems has been studied in]29], the original streestufor simplicity, we assume that all data streams are activke an
cannot be applied to MU-MIMO systems since the users aggual power loading between users and streams is performed
physically distributed. since the power allocation is not the focus of this paper.

C. Contributions A. Two Basic THP Structures

In the literature, there are two basic THP structures ascord Based on the knowledge of CSI at the transmit side, the
ing to the position of the diagonal weighted filters, decefterference of the parallel streams of a MIMO system with
tralized filters located at the receivers or centralizecrfiit SPatial multiplexing can be subtracted from the curreretstr.
deployed at the transmitter, which are denoted as dTHP bpiS SIC technique at the transmit side is known as THP
CTHP, respectively([30]. Most of the previous research wori@nd can be seen as the dual of SIC detection at the receive

on THP, however, have only focused on one of the structur&ide- Generally, there are three filters to implement TH®-alg

In this work, we develop MB-THP techniques for both of th&thms: the feedback filteB & C5%5, the feedforward filter
two basic THP structures. We derive the MMSE precodinfj € C°””, and the scaling matriG' € C***. According

filters using an LQ decomposition. Then, we present a desigh the position ofG, there are two basic THP structures,
strategy for the transmit patterns that implements an tffec which are illustrated in Fig.J1. The decentralized THP (dJHP

ordering of the data streams along with a selection criteri@MPI0ySG' (or sub-matrices of it) at the receivers, whereas the
for the best pattern. An analysis and a comparison betweg'tralized THP (cTHP) uses at the transmitter.

MB-dTHP and MB-cTHP are also illustrated. By utilizing
the MB strategy, the transmit diversity gain is maximized
for MU-MIMO systems with spatial multiplexing. Therefore,
the final BER performance is improved by the proposed MB-
THP algorithms. The main contributions of the work can be
summarized as SPSMO s b

1) Novel MB-THP algorithms are developed based on two %
basic THP structures. ‘

2) Cost-effective MMSE filters are derived based on the
LQ decomposition of an extended matrix along with the
design of transmit patterns and a selection procedure.

3) A comprehensive performance analysis is carried out,iﬂg
terms of the error covariance matrix, the sum-rate ang) Decentralized THP: the scaling matr& is separately placed at the
the computational complexity. receivers. _ o _

4) A study of the most relevant precoding algorithmgb) Centralized THP: the scaling matr& is placed at the transmitter.
reported in the literature and the proposed MB-THP
algorithm is conducted. The feedback filterB is used to successively cancel the

This paper is organized as follows. The system model afferference caused by the previous streams from the durren

the basics of THP techniques are described in Section II. THiéeam. Therefore, the feedback filté should be a lower
proposed MB-THP scheme and algorithms are describedtfipngular matrix with ones on the main diagonall[17]. The
detail in Section Ill. A performance analysis of the exigtinfeedforward filter F' is used to enforce the spatial causality
and proposed precoders is deve|0ped in Section V. S|rm|]iat|and has to be implementEd at the transmit side for MU-MIMO
results and conclusions are presented in Section V andoBecgystems because the physically distributed users canmbbe

xr

VI, respectively. cessed jointly. The scaling filt&® contains the corresponding
weighted coefficient for each stream and thus it should have
Il. SYSTEM MODEL AND THP ALGORITHMS a diagonal structure. The quantilyc C°*! is the combined

We consider an uncoded MU-MIMO broadcast channetf,ansm't signal vector after the feedback operationaiglthe

. . . combined transmit signal vector after precodifig= Fx for
with N, transmit antennas at the base station (BS) aihd ~ . ] .
receive antennas at theth user equipment (UE). WitHs dTHP andz = F G« for cTHP. Finally, the received signal

users in the system, the total number of receive antennasis " the feedback, feedforward, and the scaling filter.ter

N, = Zszl Ni. When N, = N, the channel matrix is a dTHP and cTHP is respectively given by
square matrix. WhenV,. > N,, a scheduling procedure is rTHP) — Q(HFx + n), 1)
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r(THP) — g(H . lrGa +n), (2) sizes, but for moderate sizes bf it is negligible and vanishes
s as M increases. Except for the power loss, a modulo loss is
where the quantitys = [n,nd, ... ,nk]T € C5*! is the also introduced by THP due to the received symbols at the

combined Gaussian noise vector with i.i.d. entries of zefundary of a constellation may be mistaken for symbolseat th
mean and variance?. The factorj is used to impose the opposite boundary [15]. The modulo loss is more significant
power constrainE||z||? = ¢ with ¢ being the average transmitfor the small constellations. We neglect the power and mmdul

power. loss in this work since moderate sizes bf are employed.
Then, we havet| x| ~ Els|. Since the statistical property
B. Review of THP Algorithms of « is not changed by the multiplication of the unitary matrix

. . . _..__F, the normalization factog is not necessary for dTHP. For
: As reported in the literature, 5'(? _detectlon can be eﬁ"b}echHP, since the power and modulo loss can be neglected, the
mp_lemented by a QR decomposmdﬁ_pl], Wher_e_)a_s THP @Ry malization factor is approximately obtained as
be implemented by an LQ decomposition. By utilizing an LQ

decomposition on the channel matd¥, we have E||FGa||

H- Lo, 3) P="ElsT ~

S

> o@/zy). (10)

=1
whereL is a lower triangular matrix an@ is a unitary matrix Mathematically, the feedback processing is equivalennto a
(by unitary we meam@”Q = QQ* = I). Therefore, the inversion operatio3 . Therefore, the transmitted symbol

filters for the THP algorithm can be obtained as can be written as
F=Q", 4 =B 'v=B !(s+d), (11)
T —1 . .
G =diag[li,1,l22,-* ,ls,s]7, () Then, the received signal for dTHP and cTHP can be respec-
BUTHP) — g BTHP) — G, (6) tively expressed as

wherel; ; is theith diagonal element of the matrik. PATHP) =y 4 G, (12)

From Fig.[1, the transmitted symbols are successively rTHP)  — % 4 Bn. (13)
generated as

IIl. PROPOSEDMB-THP PRECODINGALGORITHM

i—1
T =8; _Zbi,jxja i=1,---,5, (7) In this section, we first analyze the interference of the
j=1 two basic THP structures and show that the ordering of the
wheres; is theith transmit data with variance? andb; ; are Precoded symbols plays an important role for both of them.
the elements ofB in row i and columnj. From the above Based on this analysis, the structure of the MB-cTHP and
formulation, the transmit power will be significantly inased MB-dTHP precoding techniques are proposed and illustrated
as the amplitude of; exceeds the modulation boundary byEspeciaIIy for the MU-MIMO setting with multiple receive
the successive cancelation. In order to reduce the amelit@tennas a cost-effective transmit pattern is developed, a
of the channel symbat; to the boundary of the modulation@ selection criterion is also deduced for both of the MB-
alphabet, a modulo operatidi(-) should be employed which cTHP and MB-dTHP algorithms. Finally, since the MMSE-

is defined element-wise &as [33] THP structures are the main focus of this paper, filters for
MB-MMSE-cTHP and MB-MMSE-dTHP are derived based

M(z;) = x; — {M + lJ T—j {M + EJT’ (8) on an extended system model which is much simpler from

T 2 T 2 a computational point of view, as compared to conventional

where 7 is a constant for the periodic extension of thMMSE-THP techniques reported in the literature so far.

constellation. The specific value afdepends on the chosen

modulation alphabet. Common choices foareT = 2v/2 for A, Motivation of the Proposed MB-THP Algorithm

QPSK symbols and = 8@ in case of rectangular 16-QAM  aq shown in equations (12) and (13), the MU-MIMO

when the symbol variance is orie [33]. The modulo processiggannel is decomposed into parallel additive white Ganssia

is equivalent to adding a p(_erturbatmn.vectbto the transmit || icq (AWGN) channels by the successive THP processing.

datas, such that the modified transmit data &rel [20] With the power and modulo loss ignored, the powerois
v=s+d. (9) approximately equal to that of. Then, the error covariance

R o ~ matrices of the effective transmit signafor dTHP and cTHP
Thus, the initial signal constellation is extended pewally schemes are respectively given by

and the effectivéith transmit data symbols;, are taken from

the expanded set. ®arup = diag(o)/lT .-+ 00 /1% s), (14)
Although the modulo operation is employed to restrict the s S

amplitude ofz within the same scale as that @fa power loss ®.rup = diag(o? Z(l/lzi)a e om Z(l/lzi))(ls)

is introduced by the nonlinear processing of THP, which aan b i=1 i=1

measured byy = % for the M-QAM constellations[[15], From (14) and (15), we can verify that the error covariance

[17]. The power loss is not negligible for small modulatioratrices are different among layers for dTHP while they
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are equal for cTHP. Therefore, for each layer, the SNR MB-THP schemes are illustrated in Fig. 2. The matrices
inversely proportional td /i, for dTHP, while it is inversely Th ¢ CNr-xN: (I =1,---,Lp) are the transmit patterns
proportional to 2211(1/131-) for cTHP. Due to the lower used to generate multiple parallel candidate branchesrewhe
triangular structure of the feedback matiik the interference Lz is the total number of branches. A proper selection metric
from the transmitted data, so, - - - , sg is canceled out from is employed to choose the optimal branch to transmit the data
5110 s5 in dTHP. That is, the layer precoded first will interferestreams. Then, the matrice8'”), F©) and G*) represent
with the layer precoded afterward. Then, the performance 6 feedback, feedforward and scaling filters for the setect
dTHP will be dominated by the layer with the minimumpranch.

SNR. For cTHP, the su@le(l/lﬁi) can be influenced by

reordering the rows ofd during the LQ decomposition. It C. Design of the Transmit Patterns

is worth noting that the row pivoting known in mathematics One of the objectives of this work is to design transmit

is used for the LQ decomposition when a matfkis rank hyerng that are effective and simple. Observing the fermu
deficient, that is lation in (14) and (15), the SNR performance of dTHP and

PB = LQ, (16) CTHP can be influenced b®4rup and ®crup. An ordering

of the rows of H will lead to a corresponding change &f

where the row permutation matri® is chosen so that the and®. Therefore, different ordering patterns can be employed
diagonal elements ofZ| are decreasing with - | being the to generate multiple branches for exploiting extra tramsmi
element-wise absolute value operation. The specific reqUiﬂiversity gains. Motivated by this, we pre-store the desijn
ment of the row permutation matrif> does not take the transmit patterns both at the transmitter and the receivers
physical location of the receive antennas into accountcivhiwhich means that they are known permutations. Drawing upon
prohibits the application of the row pivoting scheme in MUprevious design methods in [34] and [35], and considerieg th
MIMO systems with multiple receive antennas since the daiature of distributed users in MU-MIMO scenarios, the desig
streams that belong to one user may be allocated to othes. usgf transmit patterns is developed in three steps.
For the special case when all distributed users are equippe@\s the total number of users i&, we first obtain the

with a single antenna, the row permutation matfxneeds to ifferent ordering pattern®(") between multiple users by
be calculated for each transmission when the channel ceange

to ensure a decreasing order. T = I, (17)
In particular, the ordering of the precoded symbols plays 0 _ | Ip Opx—p 2<i<K (18)
an important role in the performance of THP systems. Thus, u Ox_pp IIg_p

considerable research efforts have been spent on the ¢eve\|/(\?herep — (i—2) andIIx_, denotes the exchange matrix of

ment of various ordering methods [18][-]27]. Hovyever, thegize(K—p) x (K —p) with ones on the reverse diagonal and
all chused on SU-MIMO or MU-MIMO sy§tems W'th Smgl.ethe superscript in T is termed as the ordering state. For
receive antenna. For MU-MIMO systems with multiple receiveg - i _ 3 case. we ﬁave

antennas, these cooperative ordering algorithms are atiga - '

due to the geographically distributed users. In additionsim ) 100 , 001 , 100
of the ordering algorithms only consider one THP structureT,’ = [010 [, T@ = (010 |, T = [001 |. (19)
either cTHP or dTHP. 001 100 010

pattern design, which is predefined and especially suited {g,ssiple, we shuffle the streams for each user in a similar

the users equipped with multiple antennas, is proposedjba%y_ The ordering patterns for thgh user equipped wittV;,
on the two basic THP structures. The design of transmiceive antennas is given by

patterns is performed in two steps. In the first step we get

the ordering pattern®(" for i = 1,--- , K between multiple T() = Iy, (20)
users. In the second step, we obtain the ordering pa@iﬁs TU) _ I, O4n,—q 9< i< 21)
between multiple streams for thith user withj denoting the Sk |0N,—qq Hn,—q| =~ — J=5

different ordering states. whereq = (j —2) andJ is the maximum number of ordering

states. Assuming that the first, second, and third user are

B. Structure of the Proposed MB-THP equipped with2, 2, and3 receive antennas, respectively, then,
The idea of multi-branch (MB) processing has been firgte have

proposed in[[34] as the parallel arbitrated branches todngr 1) _ ) _ |10 @) 2 |01

the performance of decision feedback (DF) receivers. MB- Ty =Ty = [0 1 }’TSI =T = [1 0 }’

SIC detectors have been proposed [in] [35].] [37] to exploit 100 001 100

diversity gains in MIMO systems. In [36], the authors applie (1) _ |5 10| 7 = (o010 | 7® = 001 | (22)

the MB strategy to generate interleaving patterns for DS- ** 001 T 100 T 010

CDMA systems. Inspired by these research works, the MB- _
THP algorithms for the MU-MIMO downlink are developedUnlike the ordering states 'ﬂi’fj), the total number of ordering
and proposed in this work. The structures of the propossthtes irﬂ’g-jc) for each user is not uniform. We first select the
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Criterion

71
S . _L Selection
il

Fig. 2: The proposed MB-THP structures (a) MB-dTHP (b) MB-cTHP

user with the maximum number of receive antenna, which i4B-dTHP can approach the performance withy branches

equal to the maximum ordering states, i Maxy (Ng) but by using only2 or 4 branches as will be illustrated in Section

we note that different strategies for choosingire possible. V. A total of Lp branches is stored at both the transmitter
Finally, we need to package the two ordering pattéfijs and the receivers, which requires extra memory for storage.

and Tgfc) together to generate the resulting transmit pattesearch procedure is also required to select the best padtern

T". The packaging scheme is that for ordering patBffi, each transmission.

the ordering statg is incremented by one whilg < J. Inside

each(T"), T/))th packaging process, in order to gt/ in . Selection Criterion for the MB-THP

the right position, we locate the row indices of the nonzero

entries in the sparse matrik,”. Then, we put the ordering multiplication of different transmit patterr&") by the row

atternT?) to its corresponding nonzero element in the sparse . . .
P g P 9 b veéctors of the channel matriff results in different error

matringj_ and prg)s er\&e)the original sparse pattgrn. Taking_t%variance matrices for MB-cTHP and MB-dTHP. For each
combination of T,”, T';;” ) for example, the resulting transmltIayer of MB-dTHP, its SNR is inversely proportional 1gi2,.

From the analysis following equations (14) and (15), the

pattern is For MB-cTHP, it is inversely proportional t(ziszl(l/lfi).
0 0 Tg) Thus, a minimum error selection criterion (MESC) is ‘devel-
T = 0 Tg) 0 . (23) oped for both MB-cTHP and MB-dTHP to select the best
T(j) 0 0 branch according to
For the users equipped with the same number of receive 1) = arg min Z (1/1511?)2, (25)
antennas, the total number of ordering states for each user Isisle 52 7

is the same an@'?) = ) = TV). Then, we usel'’) to
denote the ordering patterns for the users and the packag‘ﬁﬂ:ge
strategy is simplified by directly implementing the Kroneck "

rel( is the selected branch. Then, the received signal
is obtained by

product betweed") and T\ r@T — GE(H O FE 0 4 ), (26)
T =TW TV 1<1< L. (24) P g @) % FOGOIZO) £ q). (@27)

With the transmit patterns, a list of transmission brandses .

constructed. Then, a proper selection criterion is dewalde- Since the transmit patterns are pre-stored and known both at

low to find the branch with the minimum sum of errors amon%le transmit and receive terminals, the transmitter caorinf

all the branches. The corresponding equivalent channebmatne receiver about the index of the selected pattern or the

for a chosen transmit pattern is denoted $”) = T H. receiver can search for the best pattern. Then, the ordered

Since we employ the MB strategy to generate extra branctfé@nalr(©) is transformed back te by T at each receive

for selection, the BER performance of the proposed MB-THt@rminal. Next, the transformed signais passed through the

algorithms will stay the same or have a better performanftodulo processing to remove the offset by the perturbation

than the conventional THP algorithms. vectord®, and a quantization function is followed to slice
The maximum number of branchdsz can be equal to the symbols to the nearest points of the constellation as

K!J!, however, we restrict the total number of branches to no 5= QOM(r)) 28)

more thank - J by settingJ = Max (NN ). Thus, a reasonable ’

system complexity is maintained. It is also not necessasgto where Q(-) is the slicing function andVi(-) is the modulo

L equal to the maximum number of branches. MB-cTHP araperation implemented element-wise as in (8).
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E. Derivation of Filters for the MB-MMSE-THP TABLE I: Proposed MB-MMSE-THP Algorithms

It is well-known that MMSE based precoding algorithms Steps ~ Operations _
always have a better performance than that of ZF based. The CO(T)DUte the(l)e“e”dec’ channel matrix for theith branch
filters of the cTHP based MMSE design are deduced from®  HY=[ TWH, ouls ]

S : : X ) Implement the LQ d iti
an optimization problem i _[19][T20], which results in a hig @ gz)ezez(z)s(z)(? ecompostion

computational complexity since multiple calculations aitnix Obtain the filters for MB-cTHP and MB-dTHP

inverses are requm_ed. The orthogonality principle |szﬂlii. in @3 FO =W g = diag[;ﬁ)l,;gg, . ,;%LNJ%,

[23] to obtain the filters of MMSE-dTHP. I [24], the filters BOET _ pivgm, g0 _ g0

of MMSE-cTHP are derived from an extended system model, The MESC selection criterion

which is simpler and more effective compared to the above®  fori=1:Lp* { Ly is the total number of branches
ition is utili d5) MESC(j) = 35, (1/13))

two methods because the LQ decomposition is utilized. Th 6) end i=13"/ i

receive model for MMSE-cTHP based on the extended matrlxm 1) _ Min(MESC) 11 1) is the selected optimal branch

however, is not given in[[24]. In this work, we derive the The successive cancelation process
filters of the proposed MB-MMSE-cTHP and MB-MMSE- (8) fori=1:S
dTHP based on the extended matrix and their correspondintf) 20O (i) = i = 374 i, ()
receive models are also described. 8% enf;o)(i) =M(z(?) (1))

Define theN, x (N, + N;) extended channel matri&l for The received signal
the MB-MMSE precoding schemes as 12) 8= E\\Emfumn

@3) @ — g . %F(O)G(O)m(()) +n)
14) @Y — g (HE PO g0) 4 p)
where HY = TWH. Then, the linear precoding MMSE (15) 3P :Q(M(T“)Z?‘(")(;TTZ:

filter can be rewritten a®, o, = AHOT(gOgOTy— 16 sATHP) — QMm(T ()" (@) )
where A = [In,, On, n,]. By implementing the LQ decom-
position of the extended channel mati#k") we have

HY =[ HY, 0,1y, ], (29)

IV. PERFORMANCEANALYSIS
HY = L(l)Q(l) =r® [ g”, gz) } ) (30) In this section, we consider a performance analysis in terms
of error covariance, sum-rate, and computational comglexi
where L(” is a N, x N, lower triangular matrix and the
N, x (N, + N;) matrix Q(“ with orthogonal columns can A. Performance Analysis of the Error Covariance Matrix

be partitioned into théV,. x N, matrix QY) and theN, x N, The autocorrelation matrices of the interference-pluisao

matrix le). From (29) and (30), the following relations holdpower in ZF-dTHP and ZF-cTHP have been given [in] [30],
however, the comparison has not been done. In this sect®n, w

HO =10Q{", (31) illustrate the BER performances in terms of error covamganc
O 1w (32) For the comparison between ZF-dTHP and ZF-cTHP, we
= T, 020 assumei is an arbitrary layer, then from equations (14) and
H
AQ(l)H _ le) . (33) (15) we have(‘ )
DL - 02 0?2
Therefore, the filters for the MB-MMSE-cTHP and the MB- N yViv) (40)
MMSE-dTHP schemes can be obtained as @ZFdeHPM J#i '
FO = Q0" (34) Thatis,Vi: ®y qpup, < ®hx .rup, .. Since the BER
ah — diag[l(l) HONO! ]! (35) performance is largely related to the error covariance imatr
i) “L1 22,20 02NN we expect a better BER performance achieved by ZF-dTHP
BWY =GOLY, (36) over ZF-cTHP. This is also verified by the simulation result
BOET LOGO. (37) in [30], from which a slightly better BER performance of ZF-

dTHP over ZF-cTHP is reported.

The comparison between MMSE-dTHP and MMSE-cTHP,
however, has not been analyzed nor simulated in the litexatu
so far. Substituting (31), (33), (34) and (36) into (38), vemc

Whereiﬁ) are the diagonal elements df'”. The received
signal for thelth branch is

pOUETHD GOHDAFV2D 1 p), (38) get the error covariance matrix for MMSE-dTHP as
. 1 . ! 1
PO B(H(l) . %AF(Z)G(l)m(l) +n). (39) (I’l(v[)MSE—dTHP = dlag(an/lﬁ,)l, s vUn/ig,)s)Q- (41)

For the MMSE-cTHP we start from the calculation @for a
Itis worth noting that the multiplication byA will not resultin - more accurate expression by

transmit power amplification sinc& A" = I'y, (A is pseudo-
i i i ' E[[AFOGD 212
unitary). The implementation steps of the MB-MMSE-THP B2 = ’

(42)
algorithms are summarized in Table |I. o3
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where 02 = E||.s|\2 Since 2 = BO 'y BO — For MMSE-cTHP, the overall SNR performance is influ-
LOYGY  and L(l) — Q(l) the multiplication enced by the sum of each layer, then from (45) we have
AFDOGWz0 s obtained as Ko®®
1 l tr(®mMMSE—cTHP) = Q3 (50)
AFOGOZ0 — L Ap0 Q0L (43) s
On KO'(O)
tr(®Puvp_ e
Then, by applying the equivalence(ABC) = tr(C AB), (®ap-mmse-erinp) = o?
the normalization factof can be expressed as Because of the MESC selection process, we have obtained that
0?2 Vi: a(") < aff . Thus, it is straightforward to conclude that
Oy
B = 252 (44) tr(®MB-MMSE-cTHP) < tr(®MMSE-cTHP)- (51)

Therefore, we expect that a better BER performance can be
where the quantityrv is the variance ob"). Therefore, the achieved by the proposed MB-dTHP and MB-cTHP, respec-
error covariance matrix for MMSE-cTHP is obtained as  tively, as compared to their original counterparts.

" MOk MOE B. Sum-Rate Performance Analysis
PriMSE-—cTHP = dlag< ) (45) From the analysis illustrated in Section I, the MU-MIMO
channel is decomposed into parallel AWGN channels in the
By changing the transmit signal order, different pertudrat THP systems. Therefore, thigh SNR for thelth branch

vectorsd” are obtained in MB-MMSE-cTHP. The multi- ransmit signal of MB-ZF-THP is given by [2].T30]
branch processing is actually used to select the one with the 2

— 5
05 05

2 (1)(MB—ZF—dTHP) o
minimum ag> among all theL g branches in MB-MMSE- Vi = ﬁ’ (52)
cTHP algorithms. a2 (1/1))
For the comparison between MB-MMSE-dTHP and 7_(l)(MB—ZF—cTHP) _ 0? (53)

MMSE-dTHP, we have the proposition below.

o2y, /1))
Proposition 1: The trace of the error covariance matrix for !
the proposed MB-MMSE-dTHP technique is upper boundadien. the achievable sum rates for tie branch of MB-ZF-

by that of the conventional MMSE-dTHP scheme, i.e., dTHP and MB-ZF-cTHP are respectively given by
o210
tr(PMB-MMSE—dTHP) < t1(PMMSE—dTHP)- (46) C((&szFdeHP) = Zlog(l + 121

). (54)

Proof: From the MESC selection criterion in (25), the o2
selected branch(®) corresponds to the sum of the elements C((R)IB ZF—cTHP) — O log<1 + —S(l>55)
associated with the smallest value, i.e., o2 ZZ 1(1/l )

& B J0y2 47 From equations (41) and (42), the achievable sum rates of
tr(@y-nvss-arie) = > (/L)% (47) g MMSE-dTHP and MB-MMSE-CTHP can be expressed,
1siss respectively, as follows
With the MESC selection criterion, we have (1)2
c® = log(1+ — . (56
Z (1 /éoz)) Z (1 /lng) A=1,2,---,Lg. (48) (MB—MMSE—dTHP) Z Og( ) (56)
1<i<S 1<i<S 4
0 = S1 % 57)
By writing the above quantities without the sum, we get CMB-MVSE—cTHP) = 08 UENE (

1\2 1\2 1\2 1 \2 From (54) and (56), the difference of the overall average
( © )) + e+ (W) < (W) e (W) » SNR for thelth branch is small. Thus, we expect that MB-
Iy lss Lia lss

211 MMSE-dTHP with different branches shares a §|mllar sum-
1\? 1\? 1\? 1\* rate performance. For MB-MMSE-cTHP, thel”” of the
[<l(_o)) - <l(_l)> } Tt KZ(T)> - <l() ) } <0 selected/th branch has the minimum value among all
"Ll 11 5,5 =55 (a9) the branches because of the multi-branch processing and the
selection, that is

If we choosel\’) to be identical tol") then we prove the o0 <o®? 1 =1,... Lp, (58)

equality tr(‘I)MB MMSE—dTHP) —tr(‘I)MMSE arnp). If we
choose at least one eleméfﬁ) > l() l(") 1Y) = ¢ while

=7,

(0)
keeping the others |dent|ca§3 °) = |V i J ;é i then we prove Commse—etip) < Cvip_mmsE—cTHP): (59)
the inequality tr(®yp_MMsE— dTHp) < tr(®yMsE—daTap),  Which means the sum-rate performance of MMSE-cTHP can
wheree is a small real positive value 0. be improved by the proposed MB-MMSE-cTHP algorithm.

Thus, we have



IEEE TRANSACTIONS ON COMMUNICATIONS 8

TABLE II: Comparison of the complexity The required number of FLOPs of the proposed and existing
Algorithm FLOPs Case algorithms is simula_lted f(_)r di_fferent system dimensiond an
ZF 16n3 4 3n% —2n 3552 the results are depicted in Fig. 3. It is clear that VP shows
MMSE L6n® 4 3n% , 3564  the highest complexity. The computational cost of BD, RBD,
o [—(2(17\?2% ?J,rzg\% szlgfj%kn 35304 and MMSE-THP in [[19] is relatively high compared to the
RBD K(72kN,fj + 7215,371 T 32"j\[kn2 — 2N? proposgd_ MB—I\_/IMSE—THI_D algorithms due to multiple SVD

+8n3 + 18n + n; + 32nNZ + 64N7) 40824  or matrix inversion operations are implemented. Moreaver,
ZF-THP %nj + 107 + 22n 3372 proposed MB-MMSE-THP algorithm witlh 3 = 2 and L =
MMSE-THP [19]  24n" +48n° + n 41508 1 hranches has a complexity that is slightly higher than the
MMSE-THP 8403 +10n2 + 22n 5100 : .
MB-ZE-THP L5 (4203 + 1002 + 22n) ¢7aa  ZF-THP, MM$E, an_d MMSE—THP algorithms especially when
MB-MMSE-THP Ly (%2n3 + 1002 + 22n) 10200 the system dimension is below.
k
ZF-VPIMMSE-VP 830 /5y d”
+16n2 — 2n + 4 4.8 107 o ‘ ‘ ‘ ‘ ‘ ‘
,/ —— MMSE-THP
10°L ’ —g— MB-MMSE-THP (L;=2)
. . ¥ MB-MMSE-THP (L,=4)
C. Complexity Analysis K O MMSE-THP 1]
In this section we use the total number of floating poir

operations (FLOPS) to measure the computational compglex
of the proposed and existing algorithms. The number of FLOI
for the LQ decomposition is obtained by assuming that tt
LQ decomposition is computed by using the Household
transformation given in[38]. We summarize the total numb:
of FLOPs needed for the matrix operations below:

FLOPs

o Multiplication of m x n andn x p complex matrices:

8mnp — 2mp;
o LQ decomposition of am xn (m < n) complex matrix: 1P ‘ T
4 5 6 7 8 9 10 11 12 13 14
8m?(n — tm); N =N =KxN,
« Pseudo-inversion of am x n complex matrix:(%m3 +
Tm?n —m? — 2mn). Fig. 3: Complexity Analysis (The proposed MB-cTHP and MB-dTHP ghar

the same complexity).

The number of FLOPs needed for BD and RBD can be
found in [39], [40]. The computational complexity of MMSE-
THP based on multiple matrix inversions in_[19] has been
given in [41]. The complexity reported i [41], however, is V. SIMULATION RESULTS

only computed in terms of the number of multiplications and |n this section, we assess the performance of the proposed
additions. For the complex multiplications and additioits, MB-THP algorithms. A system wittV, = 8 transmit antennas
respectively needsand2 FLOPs. Thus, the number of FLOPsand K = 4 users each equipped wifkj, = 2 receive antennas

needed by MMSE-THP in[19] is at lea8tN," + 48N’ + s considered:; this scenario is denoted as (the, 2,2) x 8
N;N,.. For MMSE-THP based on the Cholesky factorization igase. The quantitys,/Ny is defined ask,/Ny = <L
[41], the number of FLOPs needed is at Ie35N +8N?N;. with N being the number of information bits transmitted per
The ZF-VP in [9] and MMSE-VP in[[42] are implemented bychannel symbol. Uncoded QPSK and 16-QAM modulation
using the sphere decoder (SD) algorithm which is employedhemes are employed in the simulations. The channel matrix
for sphere encoding. The complexity of SD is associated Wity is assumed to be a complex i.i.d. Gaussian matrix with zero
the constellation sizé/ and the radius/ which is chosen to mean and unit variance. The number of branches employed for
be a scaled version of the noise variarice [43]. The requirglB-MMSE-THP is Lp = 2,4,6,8, respectively. The number
multiplications and additions of SD are given [n [44]. of simulation trials isl0® and the packet length i€)? symbols.

For simplicity, we assume that the number of transmit
antennasN; and the number of receive antennads are . .
equal ton. From the above derivation, MB-MMSE-dTHP andA' Perfect Channel State Information Scenario
MB-MMSE-cTHP share the same computational complexity. As illustrated in Fig.[4a, the BER performance of the
The number of FLOPs for the above precoding algorithn®D and RBD precoding algorithms is worse than that of
are listed in Table Il, whereV, = n — N.. In case of the THP algorithms. For the THP algorithms, a better BER
system dimensiom = 6, number of usersk = 3, each performance is offered by ZF-dTHP over ZF-cTHP since
user equipped withV,, = 2 receive antennas and number of/ i : @lz(;)_dTHpi . < ‘I’lz(;)—cTHPi . as we illustrated in (40).
branches. z = 2, the required number of FLOPs of MB-ZF-However, a much better BER performance is achieved by
THP and MB-MMSE-THP is much lower than the BD, RBDMMSE-cTHP than MMSE-dTHP, which verifies the analysis
conventional MMSE-THP in[[19] and VP algorithms. developed in Section IV. The comparison among nonlinear
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o
—+—BD 10
- 4 - RBD

&= ~p— ZF-cTHP

[ ZF-dTHP
—E— MMSE-dTHP|

g —©— MMSE-cTHP
- @ - MMSE-VP

| DS
10 —p— ZF—cTHP “ \\\*\ S
. —O— MMSE-cTHP \ ’\\s . S
10 = 4 = MB-MMSE~cTHP (L,=2) “ \\\\\ s +
: 0ol | ™ Y = MB-MMSE-CTHP (L,=4) \‘ ‘\\\ N i
\‘ = & = MB-MMSE-CTHP (L,=6) v AR
10° L - # = MB-MMSE-CTHP (L,=8) A AN
0 5 10 15 20 25 \ RS
E /N (dB) = € - MMSE-VP \ AR ¢
b0 10° I . . A AN
0 5 10 15 20 25
(a) BER performance of THP, QPSK Ey/N, (@B)
10° (a) BER performance of cTHR2, 2,2,2) x 8 MIMO, 16-QAM.
—p— ZF-cTHP
—t— SO-THP
ZF-dTHP 10°
. —E— MMSE-dTHP| j j j —©— MMSE—cTHP
10 —©— MMSE-cTHP = 4 = MB-MMSE-cTHP (L,=2)
- z: ,Z;\g:,vp 7; =~ = % = MB-MMSE-CTHP (L,=4)
10 F - & - MMSE-VP

g 10 LY
o
D % 10
107 “‘\
‘\‘\
““ 107
107° LYY
\‘\
\“\* ol
0 sO é 1‘0 E./N (dB) 1‘5 2‘0 25
b 0
0 sO 1 1
(b) BER performance of THP, 16-QAM E/N, (dB)
Fig. 4: BER performance of THP (b) BER performance of cTHR2,2,2,2) x 8 MIMO, QPSK.

Fig. 5: BER performance of cTHP

precoding algorithms with 16-QAM is displayed in Flg. 4b.
The same phenomenon is also observed for the two types of ]
THP with 16-QAM. A slightly better BER performance is Fi9-[8 displays the BER performance of the proposed MB-
offered by ZF-dTHP over ZF-cTHP, whereas, the situatidd MSE-dTHP algorithms. For the proposed MB-MMSE-dTHP
is reversed for MMSE-THP. The THP with successive BM/ith L = 2,4,8 branches, there is a gain of more than 3.6 dB,
implementation (SO-THP) algorithm ifi [28] shows a slightl)ﬁ dB, and 7 dB as comparegl to the conventional MMSE-dTHP
better performance than ZF-cTHP at ldy/N,s, however, its at the BER ofL0~?, respectively.
performance is almost the same as ZF-dTHP and ZF-cTHPAs illustrated by Fig. 5 and Fig. 6, the transmit diversity
at high E,/Nys. The maximum transmit diversity order isof the proposed MB-MMSE-cTHP and MB-MMSE-dTHP
achieved by ZF-VP and MMSE-VP algorithms. algorithms is between the VP and the conventional MMSE-
The BER performance of the proposed MB-MMSE-cTHRFHP algorithms because a list of branches is constructed and
with 16-QAM and QPSK are shown in Fif.]5a and Fig] 58he best candidate is selected by the proposed algorithms.
respectively. From Fig%a, the proposed MB-MMSE-cTHH is worth noting that for both MB-MMSE-cTHP and MB-
with Lp = 2,4,8 branches has a gain of more than 2 dBUIMSE-dTHP with only2 branches, there is a considerable
3 dB, and 3.4 dB as compared to the conventional MMSRerformance improvement and their BER performances with
cTHP and the performance gap between MB-MMSE-cTHpranches can approach the one vithranches. Especially for
with Lp = 4 and MMSE-VP is only 2 dB at the BER ah—3. MB-MMSE-cTHP, its BER performance with onlybranches
For the QPSK modulation in Fi§bb, the BER performance & not far from MMSE-VP with much less computational
MB-MMSE-cTHP with Lz = 4 is better than MMSE-VP at complexity.
low E},/Ngs and is very close to that of MMSE-VP at the BER Fig. [7a and Fig[Cdb display the sum-rate performance of
of 10~3 but requires a much lower computational complexitghe proposed MB-MMSE-cTHP and MB-MMSE-dTHP algo-
rithms, respectively. From Fi§. 7a , we can find that the sum
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10° T T T T 50

—©— MMSE-cTHP g
451 | = 4 = MB-MMSE~CTHP (L;=2) L’
% MB-MMSE~cTHP (L =4) .

401 O MB-MMSE-CTHP (L,=6) .

X MB-MMSE-CTHP (L;=8) .

3s5f |- +=RBD . s
—#—BD - .
—— ZF-cTHP < A
30F | —4— so-THP - s

TOHE-

\

Sum-rate

107'F | —— zF-dTHP \\ %
—&— MMSE-dTHP \ ~1
-v- MB-MMSE-dTHP (LE:Z) \
- % = MB-MMSE-dTHP (LE:A) “
107 - # - MB-MMSE-dTHP (L,=6) \
- 4+ - MB-MMSE-dTHP (L=8)| \
- € - MMSE-VP '\
0 Go é 1‘0 E N (dB) 1‘5 2‘0 25 o0 5 1‘0 1‘5 2‘0 2
b 0 Eb/N0 (dB)
Fig. 6: BER performance of dTHR2, 2, 2,2) x 8 MIMO, 16-QAM. (a) Sum-rate performance of cTH®, 2, 2,2) x 8 MIMO, 16-QAM.
50
—&— MMSE-dTHP
) . . . 451 +  MB-MMSE-dTHP (L=2)
rates of MB-MMSE-cTHP is improved with the increase of X MB-MMSE-ATHP (L=4)
Lp as we revealed in (59). Whehp is increased tot, it T O vesmeeame s 1
can achieve almost the same sum-rate performance as w sf | e t
8 branches. The SO-THP in_[28] has shown a better sun wf | T2

rate performance than MB-MMSE-cTHP algorithms for high
values of £, /Ny. For MB-MMSE-dTHP, however, they share
almost the same sum-rate performance with different brasich
This phenomenon confirms the analysis developed in Sectic 150
IV. Another interesting phenomenon can be observed b e
comparing these two figures is that the sum-rate performan
of MB-MMSE-cTHP is better than MB-MMSE-dTHP at low
values ofE;, /Ny, while MB-MMSE-dTHP offers a very good % s i I 20 2
performance at high values @, /Ny. BNy (4B

Sum-rate

(b) Sum-rate performance of dTHE, 2, 2,2) x 8 MIMO, 16-QAM.
B. Correlated Channel State Information Scenario Fig. 7: Sum-rate performance of THP.

Here, we study the impact of correlated channels on the
performance of the proposed and existing algorithms. A cor-
related channel matrix can be obtained using the Kroneckgrannels is higher than that between distant channels.eln th
model [45] following Fig.[8, we examine the performance of the proposed
- R,%HR% (60) MB-MMSE-THP algorithms with|r| = 0.5. The simulation

¢ ¢ results show that with the spatial correlation, the prodose
For the case of an urban wireless environment, the UE ¥B-MMSE-THP algorithms still offer a better performance
always surrounded by rich scattering objects and the cti@necompared to their conventional counterparts and the MMSE-
most likely to be modeled by an independent Rayleigh fadirg HP is more sensitive to the spatial correlation.
channel at the receive side [46]. Hence, we assBne- Iy,
and we have ) )

L C. The impact of imperfect channels
— 2

H.=HER;. (61) For the precoding techniques to work, CSI is required at
To study the effect of antenna correlations, random realizae transmit side. This is natural for time-division duplex
tions of correlated channels are generated according to (i®D) systems because the uplink and downlink share the
exponential correlation model [47] such that the elemefits same frequency band. For frequency-division duplex (FDD)

R, are given by systems, however, the CSI needs to be estimated at theeeceiv
pi i< gnd feq back to the transmitter. Assuming perftect QSI is

Tij = { - ’ is J Ll <1, (62) impractical due to the often inaccurate channel estlm_airmh
7 the CSI feedback errors, we need to evaluate the impact of

wherer is the correlation coefficient between any two neighmperfect CSI on the performance of precoders. The channel
boring antennas. This correlation model is suitable for oerrors can be modeled as a complex random Gaussian noise
study since, in practice, the correlation between neighigor matrix E with i.i.d. entries of zero mean and variangg The
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Although less feedback information is required for dTHP
in practice, the corresponding scaling matrix needs to be
transmitted to each distributed receiver, which requiresxra

control overhead or additional feedforward informatiomcg
the feedback issue is not the main focus of this work, we leave
it for further research.
For MB-MMSE-cTHP and MB-MMSE-dTHP, we have
found that
Wt [S—somwe \ SO\ « a better BER performance is obtained by MB-MMSE-
T MEMHSETH (5= N cTHP compared to MB-MMSE-dTHP.
- x-S e e MB-MMSE-dTHP can lead to higher system sum rates
-+ - NB-MMSE-<THP (2 | N and more flexible sub-channel management. The sum-rate
o | o ‘\b ¥ performance of MB-MMSE-cTHP is not as good as MB-
o s W = 20 % MMSE-dTHP but it can be improved with an increase of
BNy (98) the number of branches.
(a) BER with spatial correlation(2, 2,2, 2) x 8 MIMO, 16-QAM. o MB-MMSE-cTHP is more sensitive to imperfect CSI than
MB-MMSE-dTHP but a simplified receiver structure for
4 w w w w MB-MMSE-cTHP has been achieved due to the fact that

o the decoding matribGy, is not required at each receiver
in MB-MMSE-cTHP.

a0+

351

w
]
T

Sum-rate

—O— MMSE-cTHP
- 4 = MB-MMSE-CTHP (Ly=2)
=vk= MB-MMSE-CTHP (L,=4)| |
~—— SO-THP

—- mmse-dTHP

MB-MMSE-dTHP (L,=2) ]
x  MB-MMSE-dTHP (L =4)

MMSE

—p— ZF-CcTHP

‘ —— ZF-dTHP

. —E— MMSE-dTHP
-7 - MB-MMSE-dTHP (L=2)

- % - MB-MMSE-dTHP (L,=4)
—6— MMSE-cTHP

= + = MB-MMSE-CTHP (L,=2)
= % = MB-MMSE-CTHP (L,=4)

‘ ‘
15 20 25 - z
E/N, (dB) 109

L L
0 5 10

(b) Sum-rate with spatial correlationi2, 2, 2,2) x 8 MIMO, 16-QAM.

Fig. 8: Performance with correlated channel.

imperfect channel matridH . is defined as[]3] 2':(;9(1-]393(25?2&;)3 fgn&ﬁi&%oaéhgxaﬂance of CSl eref for E,/No =
’ ) Ly &y X i - .

H,=H+E. (63)

Fig.[ illustrates the BER performance of the above precod-
ing algorithms with imperfect CSI ak, /Ny = 20 dB. The VI. CONCLUSIONS
BER performance gets worse for all the precoding algorithmsin this paper, MB-MMSE-cTHP and MB-MMSE-dTHP
with the increase of2. The performance advantage of thelgorithms have been proposed for MU-MIMO systems with
proposed MB-MMSE-THP algorithms are not changed at lomultiple receive antennas. The proposed MB-MMSE-THP
values ofo2, while it degrades faster for higher valuesaf algorithms exploit the degrees of freedom for transmission
due to the nonlinearity of the algorithms. by constructing a list of branches, which results in extra
It is worth noting that MMSE-cTHP loses its BER perfortransmit diversity gains. Moreover, the required compaie
mance advantage to MMSE-dTHP for channel errors witha@mplexity is still reasonable since the filters of MB-MMSE-
variance larger tham? = 0.14 as shown in Fig[]9, which THP are derived based on an LQ decomposition. A com-
illustrates that the cTHP structure is more sensitive thamehensive performance analysis has been carried out and a
the dTHP structure to imperfect channels. Therefore, monéde range of comparisons have been conducted with existing
feedback bits are needed by cTHP than dTHP in realisficecoding algorithms, including the BD, RBD, THP, SO-
systems. A robust optimization of THP based on the meafHP, VP algorithms. Simulation results have illustratedtth
squared-error (MSE) has been developed_in [33] to allevisdeconsiderable improvement is achieved with oglyor 4
the impact of CSI errors. We leave a robust optimization underanches, which reveals the value of the proposed MB-MMSE-
the MB-cTHP and MB-dTHP framework as a future extensioT.HP algorithms for practical applications. Since a set of
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parallel channels is obtained with the application of the-MB24]
THP algorithms, power loading schemes can be employed to
optimize the power used over the channels.
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