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~ Abstract—Linear precoding and cooperative jamming for mul-  researchers [11]/ [12][ [18][_[19]. In most of existing werk
tiuser broadcast channel is studied to enhance the physicidyer on CJ, a most typical scenario is that the source transmits
security. We consider the system where multiple independén only a single data stream to a single legitimate user in the

data streams are transmitted from the base station to multife ; ltiol d H as T1TEI3
legitimate users with the help of a friendly jammer. It is assimed Présence of one or multiple eavesdroppers, such as [1[S]3],

that a normalized linear precoding matrix is given at the bag In practice, however, multiple independent data streamg ma
station, whereas the power allocated to each user is to bebe transmitted from the source to multiple legitimate users
determined. The problem is to jointly design the power alloation  such as in multiuser broadcast channels, which has been a
across different users for linear precoding and the cooperave  yapy active research topic over the last decade. In the uselti
jamming at the friendly jammer. The goal is to maximize a broadcast channel, the eavesdropper may be interested in
lower bound of the secrecy rate, provided that a minimum X ’ - -
communication rate to the users is guaranteed. The optimal @ny particular stream transmitted by the Base Station (BS).
solution is obtained when the number of antennas at the friedly ~Therefore, it is important to ensure that all the streamsfro
jammer is no less than the total number of antennas at the user the BS should be kept confidential from the eavesdropper.
and eavesdropper. Moreover, a suboptimal algorithm is propsed,  The zero-forcing approach solely carried out by the BS has
which can be applied for all the scenarios. Numerical resuft T . .
demonstrate that the proposed schemes are effective for sge  MaJOr limitations compared to the scheme of using CJ, since
communications. it requires the number of antennas at the BS should be no
less than the total number of antennas at the eavesdropger an
the legitimate users. Also, the power required for zeraifay
approach should be no less than a power budget. Using CJ,
the BS can benefit from the friendly jammer since the total
. INTRODUCTION instantaneous power could be increases significantly., Atieo
NSURING security of communications at the physicalJ can be very effective since the friendly jammer can be
layer has attracted considerable attention in recent ye&gdected as the terminals who are close to the eavesdropper
[11-[7]. Different from the traditional cryptographic alg but far from the intended receivers.
rithms at higher layers, physical layer security explolie t In the literature, the research on practical algorithms for
physical characteristics of the wireless transmissioniomed physical layer security in multi-user multi-stream broasic
For example, secrecy capacity was studied[in [8]-[10] froghannels is limited. When the eavesdroppers’ channels are
the information-theoretic perspective. Since secrecpcipis known, which is a common assumption in the area of physical
unknown in many cases, the achievable secrecy rate or sighayer security [[3], [[6], [20]-+[24], it was shown in [3]L_[1]1]
to-interference-plus-noise ratio (SINR) was also adopted [12] that jointly designing the linear precoding at the BSlan
some work as a metric of securityl [1]3-[4], |11, [12]. the optimal CJ is very difficult [3],[[11],[T12]. Very recemtl
Physical layer security for multiple antenna systems and/fe [11], [12], some optimal CJ algorithms were studied under
relay networks has been studied |in [3], [7].][18]2[17]. Angonthe assumption that some existing linear precoding/decodi
the existing work, the strategy of artificial noise or Cogtime schemes are applied at the BS and the legitimate users.
Jamming (CJ) is one of the effective approaches, which weewever, the algorithms in_[11]/ [12] are somewhat limited
studied by Goel and Negi in[7]. [13] and later by many othén the sense that the linear precoding matrix at the base
station is totally independent of the CJ, meaning that no
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(T J(t) = ijzl q;7;(t), whereq; denotes the weight vector for
g User 1

the j-th noise_ and_zj(t) is the j-th independently generated
Gaussian noise with zero mean anfzHt)?] = 1. Let W

. N : denote the precoding matrix used at the BS, which is designed
for transmitting multiple data streams to multiple usershwi
R single receive antennas. In the case of conventional coramun
\V/ T cations withno security conditions ono eavesdropper, there
% \VAV; are many different ways to desigV. For example W can
be obtained in closed-form based on zero-forcing or minimum
Eve mean squared error (MMSE) criterioris [30]. G& might

be optimized while guaranteeing the QoS requirements of the
users. Unfortunately, in most scenarios where the user§ Qo
constraints are given, deriving truly optim# is generally

except an individual power allocation to each user. Then ﬁ(gg{y dglgﬂ(éu“ and optimal solutions are generally unknown
power allocation is jointly optimized with the CJ. Also, w 1-33] L . .
assume the eavesdropper who has multiple antennas c:oul'éOr secure comm_ur_ncatlons,_there might be fev_v d'ﬁerem ap-
maximize the SINR for each data stream using optimal recei roaphes in d_etermlan. A simplest approach is to o_le5|_gn
beamforming[[3],[25]-[29]. We assume that each user has o}ie simply as in the conventional non-secure communications.
antenna. and hth’e‘eave-sdropper is the legitimate terminal w clear benefit is that one can utilize the existing results in
is currently unscheduled in the downlink. Thus, the c:har)ﬁelt € Iltera_turet.hln this adpproach,. h?V\t/eNer, th? st?]curg}jessl
eavesdropper is assumed known to the friendly jammer sin reja?T'ng 'the eaves dr_opFer Is'tho aly lij%; The th only
the eavesdropper is actually an active node in the wirel & (£)), with no coordina lon with preco - 'nhus, the
erall performance can be limited. This approach was used

network whose channel can be monitored. In the area Of . .
in [11], [12]. The other extreme approach is that one tries to

gzgjlrz?“ (I;y[e;]s[;:u[rétg]gz 's a widely adopted Commoper_fe(_:tly carry out joint optimization oW andJ(t). If such
Notation: (",)H denotes the operator of conjugate transpoﬁé’“mlzaﬂon were doable, a cIear.bgneﬂt would be as folipws
and B is the expectation operator. For positive Hermitia e system could be perf_e(_:tly opt_|m|zed anq th(_a Securiyeiss
matrix, (-)% denotes the Hermitian squared ro0ty ., de- Would be addressed l_)y joint Opt'mal coorFimatl(_)nW and
notes anN x M matrix with all zero elements] ; denotes J(t). Unfortunately, thls approach is analytlcally |r_1tr_actab1
eneral. In fact, as discussed above, even optimizing Wily

an N x N diagonal matrix with diagonal elements equal t r the conventional (non-secure) communications is gaher
one; andC denotes the set of complex numbers. Moreover

we use A = B to denote thatd by definition equals very difficult when the users’ QoS constraints are given.

to B, and useA —: B to denote thatB by definition In this paper, we attempt a balanced approach between

equals toA. The notation|| - || denotes the Frobenius norm,the two extremes. Specifically, we carry opartial joint

and | - |, denotes theL, norm. Furthermore, the curleq Ptimization of J(t) and W. To this end, we first rewrite
inequali - W asW = [ /piu1, - ,/Pruk], where{||ug|| =1:k =

quality symbols< and>= (and their strict forms< and:-) K. Itis easy to see that, can be interpreted as the
are used to denote generalized inequalities: between nssectc1>’ oS Y Al P

they represent componentwise inequalities: between Hi i power allocated to thé-th user, ands;, can be interpreted as
. i o . the normalized precoding vector designed for khth usefd
matrices, they represent matrix inequalities. Finally, tiwo

. Pl In this paper, we will carry out joint optimization of the pew
NXN M x M
matricesA € CA %n]SB;we C , diag A, B} denotes allocation {p,} and CJJ(t). For {u;}, one can use any
X

0 B existing results derived for the non-secure communication
MxN . . .. .. .
Compared to the naive approach (with no joint optimizatisen a
in [11], [12]), in our approach, the security issue is adsees
by joint optimal coordination of{p;} and J(t). Thus, our

A. System Model approach outperforms the naive approach, which will be

We consider a multiuser broadcast channel as shown in Figimerically demonstrated in Section IV. Compared to the ful
[, in which the BS transmitg independeflt data streams joint optimization of J(t) and W, which seems analytically
to K users, each of whom has a single antenna. We assufiEactable, our approach is analytically tractable.
the BS, the friendly jammer (FJ), and the eavesdropper (EvejNote that if L < Z, the degrees of freedom (DoF) at Eve
have N, L, and Z antennas, respectively. The channels frof§ larger than the DoF at FJ. Then it is always possible for
the BS to the users, the BS to Eve, the FJ to the users, a

Fig. 1. System model.

the matrix

II. SYSTEM MODEL AND PROBLEM FORMULATION

ngfypically, only some iterative optimization methods weregmsed, which

_ NxK
the FJ to Eve are denoted By = [f;, -, fx] € CV*%, e not necessarily provide the truly optimal performai®a.[
H = [hy, - ,hyz] € CN*Z B = [by, - ,bg| € CLXK, 3The expressioW = [/piui1,- -, /PKur] has been used in many
and G = [917 . ’gz] c (CLXZ' respectively. The CJ is existing works in the non-secure communication to de$#gnsuch as in[32],

composed of several independent noises and it is denoted{fgﬁ1 ;ﬁga{ {';c: fza:ﬂlej ,'_r [?I’?%j tghﬁeﬂozvf,: ?S,f 'in;n ent %Wﬁslgg?sggied

[36], alternating optimizinduy : k=1,--- ,K}and{px : k=1,--- ,K}
1This is widely adopted assumption for multi-user broadchsinnels. were studied.
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Eve to cancel any jamming signal transmitted by FJ. In orddenotes the maximum available power for both FJ and
to ensure that CJ be an effective approach, we will alwaS. This problem [(3) is generally very difficult to solve
assumel > Z throughout this paper and this assumption wibecause it is non-convex. For analytical tractability, vistain

not be explicitly stated in what follows. a lower-bound of the secrecy rate and use it as the cost
function. To this end, we first consider an upper bound of
B. Problem Formulation SINR. . (p, X) as
The SINR of thek-th stream at thé-th user can be written SINReUk (pr, X) =
as -1
H 9 pkufHH (pkHHukufH—i-UgI—i- GHEG) Hu,,
SINRy(p, J (1)) = Pr| S k| — ,
Z@gk Pi|kaui|2 + b,};{Zbk +02 (1) 1 —pkukHHH (pkHHukukHH + o021 + GHEG) Huy,
:= SINRy(p, ), 4)

whereX = Zleqjqf € CL*L is the covariance matrix where it is easy to prove that SINR(p,XE) <
of CH, and o2 is the noise variance at the users. Note th&INng(pk,Z) and the equality holds when
the SINR depends orJ(t) only through X. This means ZfilpiHHuiuZHH = prH"uw,ul H. Using the upper
that the design ofJ(t) can be reduced to the design obound SINFg’,,C(p, 3%), it is possible to obtain a lower bound
3. Thus, we will use notation SINRp,X) rather than of the achievable secrecy rai€s, , > CsLélk: where
SINRy(p, J(t)). In order to guarantee reliable transmission '

to each user, we design the power allocation vegior= (Lt — [log(1 + SINRy(p, X)) —1og(1+SINR§,C(pk,Z)))}Jr
[p1,p2,--- ,px]T and the CJJ(t), such that the commu- ’ (5)
nication rate to usek is larger than a given rate threshold|f C:élk is used as the cost function, the optimization problem
ie., Cp = log(1+SINRy(p,%)) > C =: log(1 + 7), is given by

where(C is the rate threshold andis the corresponding QoS X

threshold for each user. On Eve’s side, using her multiple AL

antennas, it is possible for Eve to maximize the output%,%x{mlincsevk} st ;pk+tr(z) S Poy Ce2 €
SINR of thek-th stream using optimal receilve beamforming, >0, k=1 K

o, = (H'WW"H +o*I+G"SG)  H"u. The T C ©6)

output SINR can be written as Unfortunately, this problem is still difficult to solve in geral.

SINR. x(p, X) := Thus, we Iower-boun(d?'s'éf,C again. Specifically, fronC), =
/PRt H uy[? log(1 4+ SINRy(p, X)) > C, we haveC!S'é?k > C-2,, where

wy! (Zf;k piH" wul H + 021 + GHZG) Wy,

= Ch2 = [C —log(1+ SINRY, (py, ). WhenCh?, is used
as the cost function, the optimization problem is given by

-1
K
peuf H” (ZizlpiHHuiufl H + oI + GHEG) Huy, max{min C-2 Y} st |plh+t(2) < Pot, Cr >C,

e,k
—1 ’
1= prufl H (S, pH wwl H + 021+ GYSG) Huy >0 k=1 K
) ()
Note that in the above expression of SINR, the oftiér— 1)  Finally, from max, s{min; CL,%, } =
streams except the particularth stream are considered asC — min, 5 maxy, log(1 + SINRUk(pk,E))]+, the problem
interferences when Eve tries to decode khth stream. @ is equi</alent to the fonowiné’:
A possible optimization problem is to maximize the min-
imum secrecy rate under a total power constfaott linear min {max SlNRUk(pk,E)}
precoding and CJ, and constraints on the minimum rates to p=0% ( & © ®)
the users: st |plh +tr(X) < P,
K SINRy(p, X)) >7, k=1,--- ,K.
max{min Cs. 1} S.t. Zpk +1tr(X) < Pot, Cr>C, )
pE  k In the rest of the paper, we focus on solving the problem

k=1
>0, k=1, K (@ or its equivalent form[(8). We will later show that when

3) L > K + Z, the solution to[{l7) is also the solution tg] (6).
Unfortunately, the optimization problenis (7) ahd (8) ai# st
whereC. ;. = [log(1 + SINRx(p, X)) — log(1 + SINR. x(p, £))]" non-convex since both SINR (px, =) and SINR.(p, X) are
is the secrecy rate for thé-th user's data stream anBlet non-convex functions. Thus, it is generally not possible to

_ _ _ _directly solve [[T) or[(B). In the next section, the solutidos
4The number ofg; is Z because the expression of SI&B is a function .
J : (@) or (8) are studied.

of X only throughGH” =@, which is aZ x Z matrix. . . -
5Note that individual power constraint of the BS and the jammmight Remark: In the sense of detection error probability, the

also be of interest, which will be considered in further work optimal strategy for Eve is the maximum likelihood (ML)
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detection. However, due to the nonlinearity of ML detectiorB. Optimal Solution for L. > K + Z

directly analyzing ML detection is very difficult. In this |5 this subsection, we solve the problef (7) when>
paper, instead of the ML detection, we assume Eve USRS, 7 \we first derive a very important condition for the
beamforming, which is optimal in the sense of maximizingptimality of CJ's covariance matri. Specifically, it turns
the SINR. Then a lower bound of the secrecy rate based g that designing CJ to be orthogonal to the users’ chasnel i
the SINR upper bound is maximized, which is equivalent t9ytimal whenZ > K + Z. The result is given in the following
minimizing the SINR upper bound. An interesting questiopmma.

is, “Which gives better performance for Eve?” LB SNR ) s 5 When L > K + Z and the condition of[{9) is

denote the symbol error rate (SER) when the optimal receiygisfied, the solutiop to problem [¥) must be orthogonal
beamforming to maximize the upper bound of the SINR ig the users’ channels, which meaBé{Eopt: Ok xr.
used, andP"- denote the SER for ML detection. We can  proof: See Appendift. -

show thatPt > P"SINR. That is, using the upper bound of\ote that in the existing literature for CJ design, desigr@
the SINR is even more conservative than ML dedetection. TBgch that it has nulls at the users, i.e., zero-forcing doondi
proof is given in AppendiXA. is generally suboptimal (rather than optimal) [1]) [6]. The
result of LemmdR shows the if the jammer has enough DoF,
IIl. OPTIMAL POWERALLOCATION AND COOPERATIVE  the best scheme for the CJ to do is to jam the eavesdropper

JAMMING without interfering the users since the jammer cannot Hedp t
In this section, we investigate the solution to probléin (7)egitimate users. _
Specifically, we first give the necessary and sufficient diondi ~ In the following theorem, we show that using the result of

for the existence of the solution to problef (7). Then weemmal2, it is possible to transform the non-convex problem
derive the optimal solution td(7) wheh > K + Z. Finally, (Z) to a convex problem, which can be readily solved.

we propose an alternating algorithm based on an asymptotidheorem 1: When L. > K + Z and the condition of({9) is
approximation to get a suboptimal solution fd (7), which sloesatisfied, the optimal power allocation vectpg,,, is given by
not require the conditiod > K + Z. 1
Popt = —0° (AH) 1xx1 = 0, (11)

A. Condition for Existence of Solution and the optimal CJ is obtained ®op = I‘gfnr‘opt, where
The solution to [(7) may not exist since the constraints

[SINRu(p, %) 2 7 k= 1, K’} may not be satisfied with pr _ ¢ | GHiG GFB7'[ AV? iz
any p and . Thus, studying the condition that the solution %t — BfG B"B Ok xz ’
exists is particularly important. In the following lemmadnet (12)
necessary and sufficient condition for the existence of tiewhich

solution is given. AY? — diag{\/11 T — 02, 171 — %} € CZ*7.

Lemma 1: The solution to[{7) exists if and only if

(13)
—1 —1 : H R U
_g? (AH) lixi =0 and [—o (AH) Licxa|lr < PtOPenotlng new varlablenT = maxk{Sl-NRe_’k(pk,E)}, the
©) vector = [:_cl,-_-- ,xz]' is the solution to the following
where thek-th column of A € CE*K is defined as convex optimization problem:
|y 2 H T =arg mirll
|:|kau1|27"' 7|kauk*1|27— Rl 7|kauk+1|27"' 7|ka’u’K|2:| ' OZX]—«njUTlZle
(10) S 2%
Proof: See AppendixB. [] s.t. Z ¢jrj < Potto Z ¢5 = 1Poptll1 (14)
The condition given by[{9) can be intuitively explained as Flz =1
follows: For givenp, since SINR(p, X) is maximized when 2 E—1 K
> = 0, the solution of[[V) exists if and only if there exigts P Z lak ey <n, k=1,---, K.
satisfying||p||1 < Pot and SINR,(p) > 7 for all k&, which are =1
actually the constraints ifil(7) when no CJ is transmittece Thvhere a;, = [ax1, a2, arz]? = HPu;, e €1

existence condition given by1(9) is equivalent to the existee and ¢, is defined as thej-th diagonal element of

for p that satisfies bot < Pt and SIN > 7 for -1 -t
Al b WPl < Po Rip) 2 7 G"G-G"B(B"B) BHG} .
From Lemmall, one can know that the optimal solution Proof: See AppendiXD. ]

exists if and only if[9) is satisfied. However, with the caimi  In Theorem(1L, the optimal power allocatiop,,y, for linear

(@), the problem [{[7) is still non-convex and solving th@recoding can be computed in closed form byl (11), and the
non-convex problem is still very difficult. In the following optimal CJX., can be computed in partially closed form by
subsection, we first derive a necessary condition ¥brto  (I2) and [(IB), where:; are readily obtained by solving the
be optimal whenL > K + Z and this condition turns out convex optimization problem of (14) numerically, e.g.,ngsi

to be very useful to obtain the actual optimal solution whethe interior-point method. The proposed optimal algorittan
L>K+ Z. also be implemented distributively, i.g,,, can be computed
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by the BS using only the information of' and then be obtained by the following non-convex optimization problem
transmitted to the CJ. The CJ does not need to kitbvfter .
receivingp,,, the optimal CJ can be designed. r {cgﬂ?w_} 7]77

Finally, in the following lemma, we prove that the two . ,}’H IAL/2 Ty H HyH _ H B
problems in [¥) and[{6) are equivalent whén> K + Z, st G =[AVS00VE, bT" =c, k=1-,K,
i.e., DoF at the FJ is equal to or larger than the total DoF At'/? = diag{z1, 20, - x5}, z; >0, j=1,---,2,

the legitimate users and Eve. t{TAT} — (AT ler|| + 02, -, llex]| + 2] < Pot,
Lemma 3: If L > K + Z, the problems of({|7) andl(6) are 7 )
equivalent. 5kH[H01H +o? ek + 02]TZ |2a’“-7| s<n, k=1, K,
Proof: See AppendiXE. [ ] ST
(15)
C. Suboptimal Solution whered, is thek-th row of —(A)~1. Note that problen{(15)

. . . ._is equivalent to the probleni](8); thus, it does not requing an

Note that the optimal algorithm given by Theorén 1 requires._ ... ; ;
. . . > .

the condition thatl > K + Z. If L < K + Z, the inversion condition such ad, > K + Z. Unfortunately, directly tackling

in (I2) does not exists since the matfig, B| € CL*(Z+K) (@B) is still very difficult. This is becausA!/? defined by

does not have full row rank. Thus, the main limitation of thgﬂ) is non-convex inx;. Also, the third constraint o£(15) is

: . : . : ._fRon-convex inz; and . Even if we assume other variables
optimal algorithm in Theorernl 1 is that it cannot be appllegre fixed except;, the problem{T5) becomes non-convex in
whenL < K + Z. Also, note that the conditioB” X = 0 in P b

: " .~ .z, which is very difficult to solve.

Lemma2 is no longer a necessary condition for optimality oPIn the following, based or[{15), we propose an alternatin

¥ inthe case of. < K+Z, which can be intuitively explained : vIng. e prop . 9

as follows. To make the conditioaB” X = 0 satisfied, KX DoF algor_|thm which is as_ymptotu_:ally optimal. _SpeC|f|caIIy,ew

have been used for the FJ. Then the residual DoF at the \Ps'derthe asymptotic situatidfy — oo, which means that.

to design CJ are justl — K), which are less tha when the total power of FJ and BS can be large. Before proposing
’ an asymptotically optimal algorithm, in the following leram

L < K+ Z. In this case, Eve can easily null any CJ sinc e first derive an important broperty of ootimét.+ when
Eve has more DoF. Thus, the CJ is not effective anymore '_> - v Imp property ptimét;} w
tot .

B3 = 0 whenL < K + Z. This result is consistent with - . -
+ Lemma 4: When the condition of [{9) is satisfied, the

what is known in the literature, i.e., zero-forcing is notioyal . : .
in general. Consequently, in the caselok K + Z, the CJ ‘?P“ma' solution {z;} to theZ problem [(I5) must satisfy

should be designed such that some power of jamming signalif§ fa—oe ¥ = 00,J =1,

leaked to the users in order to effectively interfere Evéhen Proof: See AppendikF. u

than zero-forcing. Unfortunately, the optimal solution@ When FPot ,— oo, it follows from Lemma [# that

when L < K + Z is very difficult to obtain, because it islimp, oo Uf—;mz = 1. Using this asymptotic result i (IL5), it

non-convex. is possible to derive an asymptotic version of the altengati
In this subsection, we propose a suboptimal algorithm thalgorithm. Denotingz := [||c1||%, - - - , |ex||?]T, we can write

does not require the conditioh > K + Z, which means p = [p1,p2,--- ,px]?, wherep, = 6,’3(64— o%1). Also, we

the suboptimal algorithm can be always used whethds write 3(I') = T'T, whereT' can be determined by given

greater thank + Z or not. The proposed suboptimal solutiore and{z; : j = 1,---, Z}. Then we propose an alternating

is based on alternating algorithms. Note that the well-kmovalgorithm to obtainé and{z, : j =1,--- ,Z}.

expectation-maximization (EM) algorithm and iterativetera Alternating Algorithm:;

filling algorithm [37] are examples of the alternating opti- | |nitialize & = 0.

m|zat|on_ algorithms. In particular, the alternating op#ation « In each iteration:

method is a common approach to handle non-convex problems N ,

[35], [38]-[40]. - Step 1: lee_nc, {z; :j = L. ,Z} are upd{:\ted
The first step is to reformulate the problei (7) as an by the following convex optimization problem:

equivalent optimization problem. We therefore consider it {2;} = argy, ; min

equivalent problem[{8). Since the rank &f is Z, we can 520},
always writdl = = T¥T whereT € CZ*Z. Moreover, if we st. GHTH = [diag{xy, - ,x2},0]7,
definecy, := 'y, then| ci|> = bf Tb, is the amount of CJ K
power received by thé-th user. Using this notation, the opti- {7 T} < Pt — Zakﬂ(é +0%1),
mal p andX of problem [8) can be denoted as functiondof 1
andc;, asp({er}) = —(AT) M ller|+02, - ek | +0]" 2 Jaw
andX = I'”T. The optimal{c;, : k = 1,--- , K} andT are > aké < H~77 . k=1,--- K,
= 45 (€4 021)
6Let the eigenvalue decompositon ofX be X = HH H+H T -
Vdiag{&O(L,Z)X(L,Zl)}VH, where A is a Z x Z diagonal matrix. [bl 7oy, bl I‘bK} e (16)

Then we can gel’ = [A?, 0, (;_ )|V € CZxL,
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- Step 2: Given{z; : j =1,---,Z}, € is updated by be obtained by the following convex optimization problem:
the following convex optimization problem: min — GHTH — [AI/Q,O]TVH,

Fa{wj}a”]
é:argamlinﬁ tr{FHF} _UQH(AH)—llHl < Ptot,
c,1m
Z 2
HyH 1/2 T .
st G'r :[A/,O] ) T pkzla;;| <n k=1,--- K.
[b{IFHFbl,--- BADPHTb | < e -1 i

(18)

K
H H = 2 Proof: Substituting B = 0 into (I8) and using the
w{Tr F}+I;5k (e+071) < Poy asymptotic results® + 27 — 23, it is easy to see that
g n {ecx, =0:k=1,--- K} is optimal. Then we obtair (18),
0<dp(e+0°1) < 7=k =1, Kwhich is a convex optimization problem &, {z;}, andr. m
j=1 aF When B = 0, the result of LemmA]6 can be directly used.

(17)  On the other hand, for the case & — 0 (but B # 0)
which we are interested in, the result of Lemima 6 cannot be

Note that above alternating algorithm must converge to directly used since the interference to the legitimatesiserst
critical point, since in each step the value of objectivection be taken into account. The usefulness of Lenfna 6 is that it
is monotonically decreasing and the optimal value is bodndeéean be used to prove an asymptotic optimality of the proposed
More importantly, the proposed alternating algorithm does alternating algorithm for the casB — 0.
require any condition on the number of antennas at FJ, andn the following lemma, we prove that the solution obtained
thus, it can be applied to both > K + Z andL < K + Z. by the proposed alternating algorithm converges to the psym

Although the alternating algorithm gives a suboptimal sdetically opt[imal solution in Lemmal6 wheB — 0.
lution to (8), we can prove that if. > K + Z, the proposed _ -€mma 7: When B — 0, the proposed alternating algo-
alternating algorithm is asymptotically optimal & — co, "thm in (18) and[(1V) is asymptotically optimal in the sense
which is given in the following Lemma: that its solution converges to the optimal solution of Lemma

- . BlasP, .
Lemma 5: When L > K + Z and the condition[{9) is B as ot —~ o

. ; ) . ) Proof: See AppendixH. [ |
satisfied, the proposed alternating algorithm is asym@byi ., yhe results of Lemmas 5 and 7, the proposed alternating
optimal in the sense that d3,; — oo, its solution converges '

. ) algorithm can be considered as a very effective suboptimal

to the optimal solution. method. Specifically, ifL > K + Z the performance of

Proof: See Appendix G. B the proposed alternating algorithm converges to the optima
From Lemmalb, one knows that, wheh > K + Z, the performance given by Theorefd 1 d3; — oo. Also, if
proposed alternating algorithm is asymptotically optintal L < K + Z and the channeB between FJ and legitimate
the sense ofP,t — oo. Then a natural question arising isusers is weak, the performance of the proposed suboptimal
whether the proposed alternating algorithm is still asympdgorithm converges to optimal performance given by Lemma
totically optimal in any sense wheh < K + Z. In the [@whenP, — co. These results will be numerically confirmed
following, we answer this question. Specifically, the ansise in Section 1V.
that, whenL < K + Z, the proposed alternating algorithm is
asymptotically optimal in the sense & — 0 and Piot —+ o0.  D. Comparison with Existing CJ
Note .thatB — 0s an important asymptotic case for the Most of the existing work on CJ, such as [1]-[3]) [5], did
foIIOW|ng_rea§on. As d!scussed bgfore, Wher< K + Z, the not consider multiple users or multiple data streams. Only
zero-forcing is not optimal, meaning that, whén< K + 7, recently, the design of CJ for multiple users with multiple

the_jarr|1rrc1:i‘r]19_rsri]gnal ?USt be received by_ thele]sebrs with tIg'f“reams has been studied inl[11],1[12]. However, the problem
optima - hus, W e, < K + 7, using €COMES ¢ (@) and the obtained results are substantially different
more effective only when the channBl from FJ to the users from those of the existing CJ methods such as| [11] and

becomes weaker, i.el3 — 0. On the other hand, when 12]. In [11], the problem of minimizing the CJ power was

L < K+Z,if B — oo, using CJ is not an effective approaciy,nsidered when multiple eavesdroppers existed. Since the

b_ecalljs\eNt:eansersKwill ge srignifficang aﬁecf[ed by_ thej"]"“gm'cost function considered in_[11] is different from that ofsth
signal. Vwhenl, < /s + € erefore,t> = 01s an |mp(_)rt_ant_ aper, the CJ solution in_[11] is not comparable with the
asymptotic case where adopting the approach of CJ is jubtif sults in this paper. Also, the limitation of [11] is thateth

and recommended. obtained CJ power could be very high, which may not be
In order to show the asymptotic optimality of the proposegractical. On the other hand, the problem finl[12] is similar

alternating algorithm in the sense Bf — 0 and Piot — 00, We  to problem [[8) of this paper: the problem is to minimize the

first study the extreme case that the chanBels completely maximum achievable SINR at Eve subject to the CJ power is

blocked, i.e..B = 0 and Pt — oo. constrained. The differences betwelen [12] and this pajpeasr
Lemma 6: If B = 0 and the condition of[{9) is satisfied,follows: First, the optimization problems are different.[[L2],

the asymptotically optimal solution tb](8) whe®y,; — co can we considered to minimize the total power under the SINR
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constraints on legitimate users and eavesdropper, Honiever 0 i ;

(8) , joint design of the power allocation and CJ is considere sl a4
to minimize a upper bound of the SINR at eavesdropper. 5 10 . /2,,/*’
Furthermore, we also give an equivalent formulation of our §_15 a e e
design problem in terms of the lower bound of the achievable 2 ” e
secrecy rate. Second, the precoding maW# was assumed ? i . LT -1
to be known in[[12], which means that no joint optimization ERl e 7AMpgsegc;;:p:lm’m)/
was considered at all between the BS and the FJ. Since fully i %] < emmoum s |
.. . . . . . g sl _o" T =7 7| g Proposed CX¢10 dB, P =35 dem) ||
joint design of W and CJ is analytically intractable in general, STl — & — Evsing C3 (=108, 35 dem)
we consider a balanced problem in this paper to design the o T s s |
CJ and partiaW. Furthermore, in[[12] the CJ was simply 45 10 5 2

Z, number of antennas at Eve

made orthogonal to the users’ channel without proving its
optimal sense. On the other hand, in this paper, it is prOV(l,-_:d
that such zero-forcing is optimal only wheh > K + Z.
We also consider the cade < K + Z which is much more
difficult than L > K + Z and an asymptotic optimal algorithm

Upper bound of the SINR at Eve versus the number ofhaat at
Eve. Proposed optimal solution and the existing method. [12]

is derived. Moreover, i [12] the SINR in the form @f (2) was S ‘ N ————
used in the objective function, rather than the upper bound I U 5 romacstioam 20 |
of the SINR of [4), meaning that the results bf[12] might be gt SN U U s el
rather optimistic from the perspective of the users. If thper R R
bound of the SINR is used in_[12], it can be shown that the é—zoA \;j\\\ v
result of [12] is a special case of the result in this paper. 3 s -l eIl Ty

Lemma 8: When the upper bound of the SINRI (4) is used §_30, A‘\\\« . R
in the problem[[12, Eq. (1)], by replacing, by I in [12], gl IR i
the solution given byl[[12, Eq. (2) and Eq. (3)] is still valid, ol ﬁ*\\ﬂ
which can be written as the same forms [ofl(12) dnd (13), in » ‘ ‘ ‘
which x is determined by: 15 2 P, o) ® 3

T = arg min n
0zX1<m<leX1.n Fig. 3. Upper bound of the SINR at Eve versus the total powdrband
BS. Proposed optimal solution and the existing method [12].
s.t. Zd’]xﬂ_l < GQZld)J +F)tr(;]taxv (19)
J

Monte Carlo experiments consisting td® independent trials
Z|\/p_kakj|2$j <nk=1,-,K, are performed to obtain the average results. Note that the

complexity of optimal solution mainly depends on (i) the
computation of e, which is O(L?), and (i) solving
by convex optimization problem witlZ variables, which is
about O(Z3). For the proposed suboptimal algorithm, the
computational complexity of the iterative algorithm mainl
depends on (i) the number of iterations, which is arotird 5

ur examples, and (ii) the complexity of solving two coxve
Comparing[(1B) to[(14), one can see tfaf (14) is more gene(g ftjimization problems, each with?/2 + Z variables in an

than [19) in the sense that the individual powgis optimized .single alternating iteration. So the computational comipfe

in (14) along with [11), whereas the individual power igg about O(LY), which is about10? times of the optimal
assumed to be simply given in_(19). If the power allocat'oglgorithm in oui numerical examples

vectorp in (@4) is assumed to be given without optimization, The optimal algorithm wher, > K + Z is investigated
then [14) reduces 1@ (19). Therefore, the result.of [12] can b In the first three examples and the minimized upper bound

seen as a special case of the result of this paper. of the SINR at Eve by[{8) is demonstrated. We 3&t= 20,
K =10, andL = 35 as default values, and change the values
of Pet, 7, and Z in different examples. For comparison, we
In this section, we investigate the performance of th@lso included the existing CJ i [12] using the upper bound
proposed algorithms numerically. We set the noise powef the SINR of [#) as secure metric, which is also given in
o? = —10 dBm. The channel matricell, G, B, and F are (Id). For [19), we assume half power &% is allocated to
generated according to Rayleigh fading such that the powae BS and the other half aPyy is allocated to the FJ, i.e.,
gain of each element of the matricesDiglB. For the BS, we pmax — %Pmt. In the first example, the numbet of antennas
assume the normalized linear precoding vectors are olotairg Eve, is varied frons to 20 and the upper bound of the SINR
by the very well-known channel inversion algorithm [30¢ I. defined by[(#) is plotted in Fifl 2. From the figure, one can see
up = HZ’ZH where @, is the k-th column of F(F”F)~!. that the upper bound of the SINR increases by nebilyiB

where Pgi?* is the CJ power constraint.

Proof: From the definition ofa,; in [12], one can see
that ax; = \/prax;. Thus, whenp is given, the probleni(14)
becomes equivalent to [12, Eq. (3)] by denotid: — ||p||1 )
asPI® and (z;' — 1) as);.

IV. SIMULATIONS
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T T T
— A — Proposed CJ (2=5, P=15 dBm) 35 /ﬁ-,_ﬁgf,,,g,jjig
_1ol] < Proposed CJ (2=5, =35 dBm) _-X v - - AT T
— & — Proposed CJ (2=15, =35 dBm) - - 3t , w T
& _ & — Existing CJ (25, p=15 dB PE . < [
% _15}| — & —Estngc3 - E’l m) e - ] , /B
v — % — Existing CJ (25, P,=35 dBm) s % 25F ’y
it 4. Existing CJ (=15, p=35dBm) | ~ 2 ’,
7 —201 i + o 8 /,
"4 - - - 2 /
Zz - AT + _-a- § 2 ///
a -5 _ - - 8 .
5 A + - & S
g 30 + e~ _-F E 15 %3 + - Proposed Optimal (P, =20 dBm)
a8 7] P -~ g II — A — Proposed Optimal (P, =40 dBm)
g -7 -7 @ 1r . 4
:g"i 35t P - < 5 // — g — Proposed Suboptimal (Pm‘=20 dBm)
_* < H ’ —  — Proposed Suboptimal (P, =40 dBm)
-7 ~o5F s ot 1
a0} o < / No Jamming
* < /
—4 O .
5 10 15 20 15 16 17 18 19 20 21
1(dB) L

Fig. 4. Upper bound of the SINR at Eve versus the QoS thredooldsers. Fig. 6. Lower bound of secrecy rate versus the number of aateat FJ.
Proposed optimal solution and the existing mettiod [12]. K+ 7 =18.

35f . -
. /E"’ﬁ»_ + + + + o T T

3F - -a--

s 35&——&—7A‘rf7477A77$77A77$’11é>174;
+ B
a7 4

a--8

250 B AT 250 B

15t s 151 ! 4 B=0(P,_=20dBm)

tot
#

_ A _B=0(P,_=30dBm)

/

S8 + Proposed Optimal (L=20, L>K+Z) ol |
P — A — Proposed Optimal (L=18, L=K+Z) / — B — Suboptimal (P, =20 dBm)
— B — Proposed Suboptimal (L=18, L=K+Z) — & — Suboptimal (P,_=30 dBm)
—o- - 0.5f / tot 1
05 6/ & — Proposed Suboptimal (L=17, L<K+2Z) |4

P . / No Jamming
. / No Jamming /

tot

Lower Bound of Secrecy Rate (bps/Hz)
+
~
Lower Bound of Secrecy Rate (bps/Hz)

" I I I I
I I I I I
0 5 10 15 20 25 30 35 20 10 -10 -20 -30 -40 ~-50 -60 -70 -80
P (dBm) Channel power gain of each element of B (dB)
tot

®
L4
Q
o H
L

Fig. 5. Lower bound of secrecy rate versus the total powerJofukd BS. IFig. 7. Lower bound of secrecy rate versus the chaieédetween FJ and
egitimate users.

when Z increases from to 20. Also, the upper bound of thefor comparison, and the suboptimal alternating algoritlsm i
SINR at Eve is lower whetP; is larger orr is lower. In the P ! P 9 aig

second example, we var,; from 15 dBm to 35 dBm, which plotted forL = K + Z =18 andL =17 < K + Z. We also
) N . . included the lower bound of the secrecy rate when there is no
is shown in Fig[B for different cases of andr. According

; . . . . CJ. According to Figlls, the lower bound of the secrecy rate
to the figure, increasing’y is an effective way to reduce the.S increasina wherP. is increasing. Erom the cage— 18
upper bound of the SINR at Eve, enhancing the security of the g ot 9. ]

network. We can also see from Fig. 3 that upper bound of {hae can see that the proposed suboptimal alternating digori

SINR increases if more antennas are employed at Eve. In ﬁ]oenverges to the optimal algorithm whefy is large, e.g.,

third example, the QoS threshold, for users is changed from arger thans dBm in our example, the performance of two

5 dB to 20 dB. The corresponding upper bound of the SIN Igorithms is very close to each other. Next, we chaiige

at Eve is shown in Fid.]4. It is shown that by increasing théOm 15 to 21 and fix For equals 1020 dBm or 40 dBm. The

QoS for users, the upper bound of the SINR at Eve increasrggumng lower bound of the secrecy rate is shown in Fig.
as well. This is because the power of data streams received by

Eve increases and also the capability of CJ is limited sihee t

15 T T T T T T T

power for CJ is reduced. Note that in all the three examples,
the proposed optimal CJ is always better than the existing CJ I T e |
of (I9), because the optimal power allocation between the BS N _ & — Proposed Optinal 10 dBmA=-10 62
and FJ is jointly designed with CJ in the proposed algorithm. £ oo IR
In the next three examples, we investigate the proposed : o \3\\ T et Burzodem e e 1
suboptimal alternating algorithm and the maximum of the 3 tor *\‘E‘\E\\
lower bound of the secrecy rate Wy (7) is demonstrated. Each Easp N, eIy
element of channeB is generated such that the power gain S A\ig\:\\ . ]
of each element oB is —30 dB. We setN = 10, K = 3, I 53‘:\:3313;%-::2::%?
Z = 15, andt = 10 dB as default values, and chande a0 L D ¥
and P in each example. First, we chand for different vooroRomo R m o e

values ofL, which is shown in Fid.5. In the figure, the optimal
algorithm is plotted fol, =20 > K+Z andL = K+ 7 = 18 Fig. 8. Imperfect CSI and asymptotic performancelof+ oco.
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6. In the figure, the optimal algorithm is shown only whethat sinceJ(t) is Gaussian, the term(t) + G*J(t) can

L > K + Z, whose performance is essentially the same as the seen as a colored Gaussian noise with covariance matrix
performance of the proposed alternating algorithm. One cafI + G XG. Denotinga;, = H" u;, the ML detection at
also see that the effect of transmitting CJ is severely éichit Eve can be written as

by the numberL. For example, wher, = 15 even if we 1

set Pt = 40 dBm, the lower bound of the secrecy rate is , ., 222%

almost the same as the case when no CJ is transmitted, Whicr{w LR D det(r (UQI + GHZG))

is close to0 bps/Hz. Thus, the CJ is not very useful when  —tr[(r(t)=3272, Vrars ()57 (r() =30, voraws: ()]

is much lower thank’ + Z. Finally, letting K = 3, Z = 15, (A.1)
andL =17 < K + Z, we generatd3 according to Rayleigh ) )
fading with different power gain, froni0 dB to —80 dB. The If_ we consider the upper bound of the SINE, the received
performance of the suboptimal algorithm is plotted comgaréignal at Eve can be written as.(t) = /prH " upsi(t) +
with the asymptotic cas® — 0 in Fig.[1. One can see that™(t) + G" J(t). Then the ML detection at the eavesdropper
as B — 0, the proposed suboptimal algorithm asymptoticall{pr the k-th stream can be written as

converge to the optimal performance whBn= 0. This means s 1

even ifL < K+ Z, the proposed suboptimal algorithm can be .t det(r (021 + GHZJG))

very effective when the channel between the FJ and legéimat

users is very weak. e (re(®) = vPrarsi ()27 ()~ vPrarse ()]

In the last example, we considered the Eve’s channels _ .. — . .
G and B are perturbed by a Gaussian noise with varian%geut_,vﬁs< P(’\jA(Lanotes the SER of(A.2). Then it is obvious that

2_- _10dB,ie.G =G+ Ag, B =B+ Ag, where s ,
6G ~ CN(0,1), B ~ C/\/(O+I) Ac ~ chro 0.T), and  Next we prove thatPtS"R — PUM-. Note that [A22) is

Ap ~ CN(0,0.1I). From the results in Fig.]8, one can segauivalent to
that the performance of the proposed optimal CJ scheme dete- | 9 - —-1/2
riorates with imperfect CSI. However, the performanceiié st 2};{;” (U I+G EG) r(t)

(A.2)

much better than the case of no jamming. We also include the ) " ~1/2 ) (A-3)
performance limit forl,. — co. WhenL — oo, the channels of - (U I+G EG) VPrarsk(t)[”.
{br} and{g,} tend to be uncorrelated. Thus, we heI‘vg,t ~ 12

—3 —T1 -, . 2 H ~ R

Vim0 ando, can be replaced by Let 7i(0) = (0PI +G ZG) ro(t) and ap =
l91] 1 l9z] z J -1/2
1 -1 /P (02I+ GHEG) a;; then the ML estimate is

—L since the matrix GG — G B (BHB) BHG} X ol R
l9;] 5ut) = Eipfe(t). We can show thatd(t) ~
reduces to diagﬁ,m ,ﬁ} when L — oco. However,

N (sk(t), ﬁ) and the SINR which is actually SNR, is

asymptoticallyﬁ — 0 asL — oo. Thus,n — 0. From -
Fig.[8, one can see that, dsincreases, the performance ofjiven by ||a.|> = praf (021 + GHEG2 ag.
the proposed optimal algorithm gets close to the performanc On the other hand, by maximizing the upper bound of the
limit of L — oc. SINR, we get

-1
V. CONCLUSION prull HY (pkHHuku,fHJrozIJr GHEG) Hu,,

We have proposed optimal and suboptimal algorithms for
joint design of the power allocation between different gser
at BS and the CJ at the FJ_to_ maximize a lower bo_und of |+ pral? (02I+ GHZJG) lak
secrecy rate. Compared to existing works, our problem issmor k
general in the sense that joint optimizations are carriedWwe (A.4)
demonstrated the proposed CJ could effectively interfere E " -1
to help the BS communicate confidentially with the legitimatThen SINR.,.(pi, 2) = pray/ (021 +G EG) ay. Thus,
users. In particular, in order to make the CJ strategy affect ML decoding is equivalent to optimal receive beamforming
it is important to employ enough number of antennas at the hen the upper bound of the SINR is used, which means
Moreover, increasing the total power and choosing rell%;ttivePsU'SINR = poM < pit,
small = could also enhance the security level. Finally, if the

pral’ (021 n GHEG) o

channel B is weak, the CJ could also be effective even if APPENDIXB
L<K+7Z. PROOF OFLEMMA [I]
The existence condition of(7) is equivalent to the existenc
APPENDIXA condition forp = 0 and X that satisfies botljp||; +tr(Z) <

Let si(t) denote thek-th stream with|s,(¢)|? = 1; then P, and SINR,(p, ) > 7. Note that||p|j; < Pt — tr(X) <
the received signal of thé-th stream at Eve can be writtenP,,; and 7 < SINRy(p, ¥) < SINRk(p,0). Thus, the exis-
asr(t) = Zszl Vo H M uisi(t) + n(t) + GPJ(t). Note tence condition fop is equivalent to the condition that satisfies
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lplli < Pot and ™ < SINRg(p, 0), which is the traditional problem can be written as
non-secure problem for linear precoding design! [35]. [36]. min n

The constraints- < SINR(p,0) for k = 1,--- | K can be {c.}.p.T'n

written asA”p + 021 < 0. Thus, we can prove thalp||, HH 172\ 7 .

is minimized when the equality ilAp + o21 < 0 holds. st. G7I = (VA ) , A20 j=1,,2

—1
Finally, the existence condition {5— o2 (AH) 1/ < P |\1“||2 4 lpli < Poy BATH —cH, k=1,... K,
-1
and| — Q(AH) 1|; = 0. ks ? —1....
| —o = pz oy k=1,--- K,
H
APPENDIXC AHP+ (llexl?, -+ llex )" + 0120, p=o.
PROOF OFLEMMA [2 (C.3)

We prove Lemmdl2 by two steps. First, assumBg= Note that for any orthogonal matri%’, we always have

HpH HpH
T'T, we reformulate the equivalent probler] (8) so thdtl” VII* = T[> and [|ex||* = ||b'T"||? :}Ubk r VLUQ'
bHI‘H are denoted as new variables. Next, we provEUS, we can simply removE by replacingl" V' by I'

ku |2 = o, for all k = 1,---,K, are satisfied for . ,
the optimal solution, which impliei;f’zb;C = 0, for all B. Sep 2: Proving [ci|* =0for k=1,--- | K
k=1,---,K. Thus, the propertB“ S = 0 holds. We first assumep is given. DenotingC' = [cy,- -, ¢ck],
we have
: HpH _ A1/2 H _
A. Sep 1: Reformulation of (8) (e, ! st GITT =AYS, w{lr} < Po— ply,
we can introduce another variabley as n = BHFH ct, x>0, j=1,-,Z,
maxy{SIN U,C} and add the following new constraints:
Z O
Pru; HpH (pkHHukuk H+02I+GHEG) Hu;, < ot o2+ X T oo
ﬁ. Note that the CJ is only determined b@”>G (C.9
which is a Z_X Z matrix; thus, th_e rank ofX eg“a's Note that the last constraint is only related Xp, which are
to Z, which is smaller thanlL. Using a, = H" uy,

only used to determind. Thus, we can first fix\;; soT" can

_ H _
X = I'Tl and Q = TG, from the result in be obtained as a function of; as follows:
Appendix [A, the SINR constraint at Eve is equivalent

H or) GH [ AY? ]
to pkak (G 3G +o I) a;, < n, which can be written mrin tr{I‘HI‘} s.t. [ ]I‘H = or |- (C.5)

-1
H 2
as o5 {ak a, — af! Q" (QQ To I) Qak} S 7 The solution to the above problem exists and has the follgwin
We denote the eigenvalue decomposition QY as closed form:

H_vyvAVH then H Hp 7751 A1/2 7
QQ e B]{]C;Hg gHg] %H . (C.6)
p—’;aH (- AV (021+A)’1A1/2} ar y ’
C.1) Then we have {T7T} = Y7 ¢\ + ||@ ®1°C|1?,
_ Z ( Aj ) Pk|aka Z Pk|aka ) where ¢; is the j-th diagonal element of &,
o2+ )\ o2 + )\ = PN -1
&, = {G [I _B (B B) B G} . and

where )\, is the j-th eigenvalue ofQQ* . Next, we consider

H Ho\ b Al - ;
the QoS constraints at the users: B” |\ I-G (G G) G d] B . The variable

I" can be replaced so that the residual variables(are, p,

H
Pl Fi wkl? >, and )\
H H =
2 izn Pil i wil? + by By + 02 min .
£ p=0.1,>0,C
@ et 2 3o pllul + T o ¢ 2
i#k sty b <y k=1, K,
Fl EA X))
k .
|fl}cqu1|27"' a|f}i{ukfl|2,—k7,|f;}€quk+1|2,'-~ ,|kauK|2] P VA o
D 65 + 1255 CI + [Pl < P,
+ b T2 + 0 <. =
H
€2 At (JerlP. - lexP) + 0?1 < 0.

Using the definition ofA € CKX*X | we can write all users’ Based on the above problem, we can prove that||? =
SINR constraints together. Denoting = I'b,, the design 0 as follows: First of all, relax the constrainA”p +
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(ledll?, -, lex|?) + 021 < 0 to A¥p 4521 < 0, then Note that the above problem is a non-convex optimization
it is easy to see that the optimal variables C, andp must problem because the last constraint is non-convex. However
satigfy@éfc = 0 in the following relaxed problem: we can prove that the equality of the last constraint must
) hold, which makes it possible to reformulate the non-convex
proz0.c ! optimization problem to a convex optimization problem.
7 ) First, we prove that if{zy,- - ,zz,y1,- - ,yx} iS a
st pkz |ak;] <9 k=1, K feasible point of [[D.R) and the last constraint is inactive
L B =, s s A, . H 2
Pl ¥ (C.8) for a particular k¥ that y, < ";’“ | T
H 2 ' . . Tol4T i=1,iZk ki il .
AYp+071=0 then another feasible point can be obtained byyreplacmg
Z ; / I |5 e
. Wwith where = k . > Y.
> 6iAi + [@°CIP + pl < P e BT e, TERE 7Y
j=1 This is because all the constraints (b%f__(li).i) are satisfied:

Z zZ
>im lawsPey —nyy < 3250 lakg Py — nye <0, and for

Let C' = (¢}, -+ ,c%) and p’ be the optimal solution to ' 2
(C7); then one can see th@t can be any matrix that satisfiesany j # k, y; < T e <
@ééQC’ = 0 since the optimal value does not change once 702+T(Zf(:1,i¢j,i¢k T +J1T>
®,,°C’ = 0 is satisfied. Furthermore, if the optimal for 'ff“‘jf‘;u»‘z —— Next,
(C1) also satisfies " p + (|| ;|2 - - - 7Hc’KH2)H+021 <0, (St )

the optimal solution to the relaxed problem {[C.8) falls intwe ~ note  that  the  new  feasible  point
the feasible set of the problef(C.7). Obviously), = 0 : {Z1, " Tz, Y1, Uk—1, Yps Ykt 1 YK} _achieves
k=1,---,K}, which satisfies@ééQC’ = 0, is the optimal the lower value of _ objecgve flunct|0n than
solution to the relaxed proble (C.7); and thus, they must B&1. .2z, Y1, YKk}, since YT ‘ba‘(w—j - %) +
the optimal solution to[{CI8). Therefore, we hafiecy.|> = Zszl yik is strictly decreasing withy,. Therefore, the

0:k=1,---, K}, which implies thatB¥ X = 0. optimal {yx : k = 1,---, K} must be achieved when the
last constraints for allk = 1,---,K are active, which
means there areK variables and K equations for the
APPENDIXD . | 7 | q
PROOF OFTHEOREMI[II optimal y, = — - e ko= 1K,
X . TOT 2 i itk Tl
From [Z:;HS)_ Wlt_hC = 0, we can get the following non-,vioh is equivalent t0A7p + o21x,; = 0. Thus,
convex optimization problem we can solve the optimap directly in closed form as
Z a2 p = —02(A") "1k, = 0. Substituting the optimap to
min 7 S.t pkz 5 J " <nk=1,--- K, (0.1) and usingz; as variables instead of;, the obtained
pz0.{A} =7 TA problem is convex and then can be solved.
Z
S 65+ Iplls < Pou AMp + 071 < 0. APPENDIXE
j=1 PROOF OFLEMMA 3

(D.1) First, it can be readily shown thdil (7) arid (6) are equivalent

allocation p can be obtaned and the optimaholds for the proposed scheme whén> K + Z. Note that

in Lemmal2 of the paper, we have shown ti&f’Eopt =0,

CJ ¥ can be computed as¥ =TT, where : : )
" ¢l cip 17! AL/2 ~ whereXp is the optimal® in (7). Therefore, SINR(p, Xopt)
r = [ G B ] [ B¢ BEB ] { 0 } N is only a function ofp. Furthermore, from Theorem 1 we
which AY? = diag{v/A1,---,vAz} and \; is the j-th know that thle optimap in (@) can be computed by, =
eigenvalue ofQQ". Using new variables:; = ﬁ and —o? (AH? 1k x1. Substitutingpy,; to SINR; (p, Zopt), One
Yk = pik, the above problem turns to can readily verify that SINR(pgp, Xopt) = 7, which means
. Cr=20C.
min n
{y’“>ZO}’{O<Ij§1} APPENDIX F
s.t. Z |ak;|z; —nyk <0, PROOF ?FLEMMA@ .
= When Pt — oo, the third constraint of[{15) is relaxed.
7 ) K Therefore, we can rewrit€ (IL5) as:
ZQSJ'(;—O])—FZ—SROt, Z |ak’|2
j=1 J =1 Yk min max pkz s
|fHu 2 T {ci},{z;>0}, k paril) + 5
i < k Uk k=1, K. Hen ) . (F.1)
K 1F3 wil? st. G'T'Y = [dlag{l'l,l'g,-'- ,,Tz},()] s

702+72i:1,i¢k Ui e o
(D.2) bkl]'-‘ :Ck, kzl,"'7K,
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where p;, = [Hclll + 02+ |lex| + o?]T. Note that from which one can easily prove that = 0 is optimal. One
maxy {é% ZJ ) (\7231 is a decreasing function ofz;}. the other hand, whe# — 0, the problem[(I6) withe = 0
Thus, by increasing’;, the objective function of[{Fl1) can tUrns to

always be decreased, which meanszif — oo for all min. 7

. . . . {z;},T\m

j=1,---,Z is feasible, thenr; — oo forall j =1,---,Z o ) T

must be optimal. In order to prove that; — oo for st GI' = [diag{z1, - ,22},0]

all j = 1,---,Z is feasible, without loss of generality, zj>20,5=1,---,2,

we can instead prove that for any given feasible pdint K (H.2)
and {z,22,--- , 2z}, one can always find another feasible tr{TT} < Pt — »_ 8 (0°1),

pointT and{x, 22, - ,x;j 1,2}, xj11,--- , 2z} which can k=1

achieve a lower or equal objective value compared to than lan; |2 n

{x1,--- ,zz}. Note that since the objective function &f (F.1) Z — < —g , k=1, K,

. o ; - Y g, (0°1)

is non-decreasing in;, we only need to prove that the solution =1 J

of I’ exists for{zy,z, - ,:cj_l,:c;,:cjﬂ, .-+ ,xz}, where which is the same problem ds_(H.1). Thus, whgg — oo,
x> ;. This is equivalent to proving that there existshe problem [(I5) converges to the problem [6f] (16), which
I which satisfiesG"(I' — T')¥ = [diag{0, - ,0,2) — Meansiasy — 7init- SiNCejasy < 7sub < 7Minit, WE can conclude
z;,0,---,0},0/7. SinceI" € C%*L, G € CE*Z, and thatnsy — nasy @as B — 0. Thus, the proposed suboptimal

L > Z, the solution ofG" (I" — T} = [diag(0, - - - ,0, - algorithm is asymptotically optimal wheB — 0.
z;,0,---,0},0]7 must exist.
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