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Communication Systems

Yinghao Guo, Jie Xu, Lingjie Duan, and Rui Zhang

Abstract—Powered by renewable energy sources, cellular com- fluctuations. To help mitigate such uncertain renewablegne
munication systems usually have different wireless traffidoads  fluctuations and shortagenergy cooperatioty sharing one
and available resources over time. To match their traffics, ti is system’s excessive energy to the other has been proposed for

beneficial for two neighboring systems to cooperate in resgoe
sharing when one is excessive in one resource (e.g., speatjy cellular networks (see3], [4]). However, one key problem

while the other is sufficient in another (e.g., energy). In tis paper, that remains unaddressed yet to implement this cooperation
we propose a joint energy and spectrum cooperation scheme how to motivate one system to share its energy to the other
between different cellular systems to reduce their operatinal system with some benefits in return (e.g., collecting sorherot
costs. When the two systems are fully cooperative in nature resource from the other system)

(e.g., belonging to the same entity), we formulate the coopaion . ; .
problem as a convex optimization problem to minimize their Besides energy, spectrum is another important resource for

weighted sum cost and obtain the optimal solution in closed the operation of a cellular system and the two resources
form. We also study another partially cooperative scenario can complement each other. For example, to match peak-
where the two systems have their own interests. We show hour wireless traffics with limited spectrum, one system can

that the two systems seek for partial cooperation as 10ng as jncregse energy consumption for transmission at a high op-
they find inter-system complementarity between the energy rad . o . : ?
spectrum resources. Under the partial cooperation conditns, erational cost]]. As it is unlikely that the two .nelghb.orlng
we propose a distributed algorithm for the two systems to Systems face spectrum shortage at the same time, it is helpfu
gradually and simultaneously reduce their costs from the no- for them to share spectrum. Note that the similar idea of
cooperative benchmark to the Pareto optimum. This distributed  spectrum cooperation can be found in the context of cog-
algorithm also has proportional fair cost reduction by reducing pnitive radio networks 5]. However, like energy cooperation,

each system’s cost proportionally over iterations. Final, we ¢ tion h Iso f th bl fh ¢
provide numerical results to validate the convergence of ta Spectrum cooperation here also faces the probiem of how to

distributed algorithm to the Pareto optimality and compare the ~Motivate one system to share spectrum with the dther.

centralized and distributed cost reduction approaches forfully To the best of our knowledge, this paper is the first
and partially cooperative scenarios. attempt to study the joint energy and spectrum cooperation
Index Terms—Energy harvesting, energy and spectrum coop- between different cellular systems powered by both renvab
eration, convex optimization, distributed algorithm. and conventional energy sources. The main contributioas ar
summarized as follows:
|. INTRODUCTION « Joint energy and spectrum cooperation scheineSec-

tions|l andlll, we propose a joint energy and spectrum
cooperation scheme between different cellular systems.
We provide a practical formulation of the renewable
energy availability, inefficient energy and spectrum coop-
eration and the conventional and renewable energy costs
in two systems’ operational costs.
Centralized algorithm for full cooperationn SectionlV,
we first consider the case @ill cooperation where two
systems belong to the same entity. We formulate the full
energy and spectrum cooperation problem as a convex
optimization problem, which minimizes the weighted sum
cost of the two systems. We give the optimal solution to
this problem in closed form. Our results show that it is
possible in this scenario, that one system shares both the
spectrum and energy to the other system.
Distributed algorithm for partial cooperationin Section

Part of this paper has been presented in the IEEE Intermt@onference V, we further study the case gfartial cooperation
on Communications (ICC), Sydney, Australia, 10-14 Jund420 where the two systems belong to different entities and
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exchange the two resources. Under these conditions, R reduces its energy consumption by offloading part of their
then propose a distributed algorithm for the two systentisaffic to the secondary user (SU), while in return the PUahar
to gradually and simultaneously reduce their costs froits licensed spectrum bands to the SUlJ[and [L2] considered
the non-cooperative benchmark to the Pareto optimumsingle cellular system, in which some BSs with light traffic
The algorithm also takes fairness into consideratiolpad can offload its traffic to the neighboring BSs and then
by reducing each system’s cost proportionally in eadirn off for saving energy. Although these schemes can be
iteration. viewed as another approach to realize the spectrum andyenerg
o Performance Evaluationtn SectionVI, we provide nu- cooperation, they are different from our solution with dire
merical results to validate the convergence of the digint energy and spectrum sharing. In these works, thereis n
tributed algorithm to the Pareto optimum and show direct energy transfer between systems and the systems need
significant cost reduction of our proposed centralized and be significantly changed in order to realize the proposed
distributed approaches for fully and partially coopermativprotocol.
systems. Compared to the above existing works, the novelty of this
In the literature, there are some recent works studyim@per is twofold. First, we provide a comprehensive study
energy cooperation in wireless systems (e3,,[[4], [6]). [3] on the joint energy and spectrum cooperation by taking the
first considered the energy cooperation in a two-BS cellulancertainty of renewable energy and the relationship betwe
network to minimize the total energy drawn from conventlon#he two resources into account. Second, we consider the con-
grid subjected to certain requirements. Both off-line amd oflict of interests between systems and propose both cezedhli
line algorithms for the cases of unavailable and availabé#d distributed algorithms for the cases of fully and péytia
future energy information were proposed. Hj,[the authors cooperative systems.
proposed a joint communication and energy cooperation ap-
proach in coordinated multiple-point (CoMP) cellular &yas Il. SYSTEM MODEL

powered by energy harvesting. They maximized the downlinkyye consider two neighbouring cellular systems that operate
sum-rate by jointly optimizing energy sharing and zere#og ,er gifferent frequency bands. The two systems can either
precoding. Nevertheless, both workd,[[4] only considered o5nq to the same entity (e.g., their associated operaters

the cooperation within one single cellular system instefd Fherged as a single party like Sprint and T-Mobile in some

inter-system cooperation. Another work worth mentionieg igates of US13)) or relate to different entities. For the purpose
[6], which studies the wireless energy cooperation in difiere ¢ jnitia| investigation, as shown in Fig., we focus our study

setups of wireless systems such as the one-way and W@ e downlink transmission of two (partially) overlapgin
way relay channels. However, different from our paper, WhiG.qis each belonging to one cellular systérm each cell
realizes the energy cooperation via wired transmissioe, th € {1,2}, there is a single-antenna BS servig single-

energy sharing inf] is enabled by wireless power transfeqntanna mobile terminals (MTs). The sets of MTs associated
with limited energy s_harmg efficiency and cooperation cagith the two BSs are denoted by, and Ko, respectively,
only happen in one direction. o ___with |[K1] = K; and|Ks| = K». We consider that the two
The idea of ;pectrum cooperat[op in this Paper IS S'm'|§83 purchase energy from both conventional grid and their
to the copperauve spectrum sharinig the cognitive radio dedicated local renewable utility firms. For example, assho
network literature (e.g.,/1-[9]), where secondary users (SUS), ig 1 the local utility firm with solar source connects to
cooperate with primary users (PUs) to co-use PUS’ spectrugl 1 yia a direct current (DC)/DC converter, the other one
In order to create incentives for sharing, there are bdgitab with wind source connects to BS 2 through an alternating
approachesresource-exchangfy], [8] and money-exchan.ge current (AC)/DC converter, and power grid connects to both
[9]. For the resource-exchange approach, SUs relay traffics fos ¢ by using AC/DC converters. By combining energy from

PUs in exchqngg for dedicated _s_pectru_m resources for Si%e two different supplies, BS 1 and BS 2 can operate on their
own communications/], [8]. Specifically, in [7], the problem \oqhactive DC buses. Here, different power electroniauitsc

is formulated as a Stackelberg game, where the PU attempts A8,/ converter, DC/DC converter, etc.), which conneet th
maximize its quality of service (QoS), while the SUs C0mpe§83, renewable utility firms and the grids, are based on the

among themselves for transmission within the shared sqlmctrtypeS of power line connections (AC or DC buses) and the

from the_ PU. In ], the PU-SU interactions under i_ncompletebroperties of different nodes (e.g., the BS often runs on a DC
information are modelled as a labor market using contragh o )

theory, in which the optimal contracts are designed. For theWe consider a time-slotted model in this paper, where the

mr?ney-e;(change apprgalchr,] PU sells its |dled_spectrum 10 SHSergy harvesting rate remains constant in each slot and may
The authors in 9] model the spgctrum trg Ing process ,aéhange from one slot to another. In practice, the harvested
a monopoly market and accordingly design a morIOpOIISé’nergy from solar and wind remains constant over a window

dorr_1|r_1ated quz_;\I_|ty price contra_lct, where the necessary econds and we choose our time slot of the same durétion.
sufficient conditions for the optimal contract are derived.
It is worth noting that there has been another line of regearc 2Our results can be extended to the multi-cell setting fohemstem by
on improving the energy efficiency in wireless networks b§foperly pairing the BSs in different systems. _
ffloadi traffi diff tt itt dlort Without loss of generality, we can further normalize theadion of each
ofrioading trafric across difrerent transmitters and/onsys gt 1o pe a unit of time so that the terms “power” and “energgh be used

[10]-[12). [10Q] studied a cognitive radio network, where thenterchangeably.
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Fig. 1: Two neighbouring cellular systems powered by powed gnd renewable energy with joint energy and spectrum
cooperation.

We further assume that a BS’s operation in one time slot is
based on its observation of the energy availability, chbnne
conditions, traffic loads, etc., and is independent from its
operation in another time slot. This is reasonable as ctrren
energy storage devices are expensive and often capacity-
limited compared to power consumption of the BSs and many
cellular systems do not rely on storage for dynamic energy
managemertt. Therefore, we can analyze the two systems’
cooperation problem in each time slot individually. In the
following, we first introduce the operation details of two

local renewable utility firms be denoted a5 > 0. Dif-
ferent from conventional energy from the grid, the local
renewable energy firm is capacity-limited and subject to
uncertain power supply due to environmental changes.
Therefore, BS: cannot purchase more thds, which is

the electricity production of the utility firm produces in
the corresponding time slot. That is,

E; < Ejie{1,2}. 1)

Furthermore, we denote” > 0 as the price of renewable

systems’ energy and spectrum cooperation, and then propose energy at BS and BSi’s payment to obtain energy from

the downlink transmission model for both systems.

A. Energy Cooperation Model

Recall that each BS can purchase energy from both con-

renewable utility firm isa” ;.

By combing the conventional and renewable energy costs, the
total cost at BS to obtain energy~; + E; is thus denoted as

C;=afE; +afGy, i€{1,2}. (2)

ventional grid and renewable utility firms. The two diffetenThe price to obtain a unit of renewable energy is lower than

types of energy supplies are characterized as follows.

that of conventional energy (i.ea” < of,Vi € {1,2}).

o Conventional energy from the power grlcbt the energy This can be valid in reality thanks to gOVernmental Subsidy,

drawn by BSi € {1, 2} from the grid be denoted b§; >

potential environmental cost of conventional energy, drel t

0. Since the practical energy demand from an individu&igh cost of delivering conventional energy to remote areas

BS is relatively small compared to the whole deman@fC- ) )
and production of the power grid network, the available Next, we consider the energy cooperation between the two

energy from grid is assumed to be infinite for BSWe

systems. Let the transferred energy from BS 1 to BS 2 be

denotea® > 0 as the price per unit energy purchaseflénoted as:; > 0 and that from BS 2 to BS 1 as; >

from grid by BSi. Accordingly, BSi's payment to obtain
energy from grid isa&G;.

o Renewable energy from the renewable utility fitrat the
energy purchased by B&c {1,2} from the dedicated

“Note that the existing storage devices in the wireless systmday are
generally utilized for backup in case of the power supplaget instead of for
dynamic energy management with frequent power charing dscharging.
On the other hand, the energy storage devices able to chadyelischarge
on the small time scales are capacity-limited compared ¥eepeonsumption
of the BSs and are also expensive. Hence, in this paper, wenasthat the
storage is not used at the BS, provided that the power suppiy the grid
is reliable.

0. Practically, the energy cooperation between two systems
can be implemented by connecting the two BSs to a common
aggregator as shown in Fig.®> When BSi wants to share

5 Aggregator is a virtual entity in the emerging smart girdt taggregates
and controls the generation and demands at distributed sec (e.g., BSs
in cellular systems)14]. In order to manage these distributed loads more
efficiently, the aggregator allows the end users to eithawdsr inject energy
from/to it under different demand/supply conditions, byelaging the two-
way information and energy flows supported by the emerginarsmrid
[15]. By utilizing the two-way energy transfer between the ers#rs and
the aggregator, the energy sharing between the BSs can beee@n¥ith the
advancement of smart grid technologies, we envision tleatwio-way energy
transfer here would not induce additional cost.
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Fig. 2: Energy management schematic of BS l % :

energy with BSz, wherez € {1,2}\ {i}, BS first notifies

BS7 the transmitted energy amount Then, at the appointed (b) Non-adjacent frequency bands.

time, BSi injectse; amount of energy to the aggregator anid- 3: An example of spectrum cooperation between two BSs.

BS 7 drawsf@ge; amount of energy out. Thus, energy sharing

without disturbing balance in the total demand and supply ) _ )

can be accomplished via the aggregator. Here, 3 < 1is bandwidthiWe is moved accordingly betweeiv, + w, and

the energy transfer efficiency factor between the two BSk tH&2 — w2, such that the shared spectrum is fully utilized.

specifies the unit energy loss through the aggregator for thdVext, consider the case of non-adjacent frequency bands in

transferred amount of power. Fig. 3b. For this non-adjacent frequency band, a guard band
As depicted in Fig2, the energy management scheme 4s also needed to avoid the inter-system interf_erence.ﬁ:ig.

each BSi € {1,2} operates as follows. First, at the beginnin§noWs an example of the spectrum cooperation when BS 2

of each time slot, BS purchases the conventional energyares @ bandwidth, to BS 1. After spectrum cooperation,

G; and the renewable energy;. Second, it performs energythe total usable spectrum of BS 11ig; + w, — W, since a

cooperation by either transferring amount of energy to BS 9réen shaded guard baii; is inserted betweel’; +w; —

7 or collecting the exchanged energye; from BS7. Finally, W¢ andWs —w; to avoid the inter-system interference. As

BS i consumes a constant non-transmission power to & result, spectrum cooperation loss will océur.

maintain its routine operation and a transmission poReior For the ease of investigation, in this paper we only focus

flexible downlink transmission. By considering transnossi O the former case of adjacent frequency ba{hm define a

power, non-transmission power, and shared power betwedCtrum cooperation factgts € {0,1}, for which f5 = 1

BSs, we can obtain the total power consumption at B&hich denotes that spectrum cooperation is implementable batwee

is constrained by the total power supply: BSS a}ndﬂB = .O r_epresents that spectrum gooperation is
infeasible. Considering the spectrum cooperation betvileen

lpi +P.;<Ei+Gi+Bger—e;, i€{1,2}, (3) BSs, the bandwidth used by BScan be expressed as
K B; < Wi + Bpwr — wi, i € {1,2}. (4)

We

where0 < n < 1 is the power amplifier (PA) efficiency. Since
n is a constant, we normalize it as= 1 in the sequel. Note that in our investigated spectrum cooperation, the
(shared) spectrum resources can only be utilized by eitser B
1 or BS 2 to avoid the interference between the two systems. If
the same spectrum resources can be used by the two systems
We now explain the spectrum cooperation by considerireg the same time, then the spectrum utilization efficiency
two cases: adjacent and non-adjacent frequency bands. Firan be further improved while also introducing inter-sgiste
consider the case of adjacent frequency bands in B&. interference8]. In this case, more sophisticated interference
As shown in Fig.3a BS 1 and BS 2 operate in the bluecoordination should be implemented, which is beyond the
and red shaded frequency band§ and Ws, respectively. scope of this work.
BetweenW; and W, a guard bandV is inserted to avoid

interference due to out-of-band emissions. Let the shargd pownlink Transmission Under Energy and Spectrum Co-
spectrum bandwidth from BS 1 to BS 2 be denotedas> 0 operation

and that from BS 2 to BS 1 ag, > 0. In this case, the Wi introd the d link t L i h BS
shared bandwidth from B&(i.e., w;) can be fully used at BS Ve now introduce ne downlink transmission at eac
y incorporating the energy and spectrum cooperation. We

1 € {1,2}. This can be implemented by carefully movin onsider a flat fading channel model for each user’'s downlink

the guard band as shown in Figa When BS 2 shares a T d denote the ch | qain fromi BS 1. 2
bandwidthw, to BS 1, the green shaded guard band wihansmission, and denote the channel gain rom: BS{1, 2}

to its associated MTk as gx, £ € K;, which in general
6 1t is worth noting that there also exists an alternative apph to realize includes the pathloss, shadowmg and antenna gains. Within
the energy sharing by direct power-line connection betwenBSs §]. In
this approach, since dedicated power lines may need to by mmployed, 7 It is technically challenging to gather non-adjacent pieoé bandwidth
it may require higher deployment cost than the aggregasisted energy together at one BS. To overcome this issue, the carrier ggtioe solution
sharing. Note that such an approach has been implementée ismart grid  for the LTE-Advanced systenilf] can be utilized here.
deployments, e.g., to realize the energy transfer amorfgreiift micro-grids 8]t should be noticed that our result can also be extendecetadh-adjacent
[16]. bandwidth case by considering the bandwidth loss due to tlaedgband.

B. Spectrum Cooperation Model



each system, we assume orthogonal transmission to suppordABLE I: List of notations and their physical meanings
Maximum purchasable renewable energy atBS

mult!ple MTs, e.g., by applying orthpgonal freq_uency-dmn_ W, | Available bandwidth at BS
multiple access (OFDMA). Accordingly, the signal-to-reis P.; | Constant non-transmission power consumption at:BS

ratio (SNR) at each M is given by O‘ZE Price of per-unit renewable energy for BS
aZ.G Price of per-unit conventional energy for BS
SNRy, = 9k Pk ke K1 UK, (5) BE Energy cooperation_ efficiency between two BSs
bi.No BB Spectrum cooperation factor between two BSs
T QoS requirement of Mk

where Ny denotes the power spectral density (PSD) of theg;, | Renewable energy drawn at BS
additive white Gaussian noise (AWGN); > 0 andb; > 0 G; | Conventional energy drawn from the grid by BS

; Pk Allocated power to MTk
denote the allocated power and bandwidth to M& K1 UK, by Allocated bandwidth to MT

respectively. We can aggregate all the transmission pomer a ., Shared energy from BSto BS7
bandwidth used by each BS as (c3) énd @)) w; | Shared spectrum from BSto BS7
z Intra-network energy and bandwidth allocation vector at B$
P = L, Bi = br, 1€ {1,2}. consisting ofG;, E;, pr andb,,Vk € K;
! Z Pl 2 Z ’ { ’ } x®* | Inter-network energy and spectrum cooperation vectoristing

keK; kel of e1, es, w; andws

Note that the bandwidth and power allocation are performed An aggregated vector consisting all the decision variablethe
in each slot on the order of seconds, which is much longer two BSs

than the coherence time of wireless channels (on the order
of milliseconds). As a result, the SNR defined 8) (s time-
averaged over the dynamics of wireless channels, and tieus th
fast fading is averaged out from the channel gails. ) i ,

To characterize the QoS requirements of each MT, we defiffe energy_drawn fror_n th’e gr_mﬂi, power allocationp,’s,

its performance metric as a utility functiom, (b, px), and and bandwidth allocation,’s with £ € ;. We also denote

_ T inter- -
assume that it satisfies the following three properties: % = le1, 62’1.01’102] as the inter s_ystem energy and spec
. o L trum cooperation vector. For convenience, we a%gregatball
1) The utility function is non-negative, i.euy(bi, pr) > T

iai H A in in exT1T
0, Vpr > 0, by > 0, where uz(0,pr) — 0 and decision varla_bles of the t_wo B_Ssas_ [,z @ _] .
wn (br, 0) = 0 All the notations used in this paper are summarized and

2) The utility increases as a function of allocated power ar%(plamed in Tabld for the ease of reading.

bandwidth, i.e.,uj(bk,py) is monotonically increasing | can be shown that the two systems (if not belonging to

with respect tobx andpy, Vpx > 0, by, > 0; the same entity) have conflicts in cost reduction under the
3) The marginal utility decreases as the allocated powfnt energy and spectrum cooperation. For example, if BS 1

and bandwidth increase, i@ (b, py) is jointly concave ghares hoth energy and spectrum to BS 2, then the cost of BS

over by andpy, Vpx > 0, by, > 0. 2 is reduced while the cost of BS 1 increases. To characterize
For example, the achievable data rate at MTdefined as such conflicts, we define the achievable cost region under the
follows is a feasible utility function that satisfies the &bo joint energy and spectrum cooperation as the cost tuplés tha
three properties1[9] the two BSs can achieve simultaneously, which is explicitly
) characterized by

9kDPk
brNo

u (bi, pr) = by logy (1 + SNRk) = by log, (1 +
(6)
In the rest of this paper, we employ the utility function &) (
for all MTs in the two systems and averting to another functio A .

. . . . . . = ZCZ' < 1) 1,2 ) 8
will not change our main engineering insights. Due to the ¢ U {(er,e2) (@) <eie{l2}), (8
fact that most cellular network services are QoS guaranteed
(e.g., minimum date rate in video call), we ensure the QoS

requirement at each MT by setting a minimum utility
thresholdr, > 0, k € K1 U Ko. The value ofr, is chosen

according to the type of service at MA. Accordingly, the \ynereX is the feasible set of specified by 1), (3), (4) and

T>0,LeX

resultant QOS constraint is given by (7), and C;(x) is the achieved cost of B8 € {1,2} in (2)
kD under givenr. The boundary of this region is then called the
by, logs <1 + ka0> 2 Ty Vh € Ky UK. () Pareto boundarywhich consists of the Pareto optimal cost

tuples at which it is impossible to decrease one’s cost witho
increasing the other’s. Since the feasible regitincan be
I1l. PROBLEM FORMULATION shown to be convex and the cost B) {s affine, the cost region
We aim to reduce the costs; and Cs in (2) at both BSs in (8) is convex. Also, because the Pareto optimal points of any
while guaranteeing the QoS requirements of all MTs. Weonvex region can be found by solving a series of weighted
denote the intra-system decision vector for B8 {1,2} as sum minimization problems with different weight&(], we
zi, which consists of its energy drawn from renewable energgn achieve different Pareto optimal cost tuples by soltfieg



following weighted sum cost minimization problems both tight, otherwise, one can reduce the cost by reduciag th
allocated powep;, (and/or increasing the allocated bandwidth

2 br) to MT k. Then, the power allocation for each user can be
i (oFE, G expressed as
(P1): min ;%(az Ei +afG;) (9a) exp
St > pr+Pei < Ei+ G+ Bres — e, Vi € {1,2}, pp = 2ePNo <27 - 1), vk € K. (11)
kelC; gk
(9b)

_ By substituting 11) into (P2) and applying the Karush-Kuhn-
Z bp < Wi+ Bpwr —wi, Vi € {1,2}, (9¢) Tycker (KKT) condition, we have the closed-form optimal

keki solution to (P2) in the following proposition. Note that the
E; < E;, Yie{l,2}, (9d)  optimal solution is unique, since the constraints 10d) are
kP strictly convex overb,'s andpy's, Vk € K.
> o ) . .
bilog, (1 * kao) 21y VR € KUK, Proposition3.1: The optimal bandwidth allocation for (P2)

(9e) is given by

where~; > 0,7 € {1,2} is the cost weight for BS, which In2- 7,

specifies the trade-offs between the two BSs’ costs. By 1sglvi bh = —~ma , Vk € Ki, (12)
(P1) given differenty;’s, we can characterize the entire Pareto W(E(f\f—o —1))+1

boundary of the cost region. For the solution of the optimiza i )

tion problem, standard convex optimization techniqueshsuf/nere (- is LambertyV function [21] and v > 0 denotes

as the interior point method can be employed to solve (P{}e water level that satisfies’, . by = Wi. Furthermore,
[20]. However, in order to gain more engineering insights, w&€ optimal power allocation and energy management in (P2)
propose an efficient algorithm for problem (P1) by applying'® 9iven by

the Lagrange duality method in Sectibh. Before we present

* r

the solution for (P1), in this section, we first consider acigle P = M (2% — 1), Yk € K;,
case where there is neither energy nor spectrum cooperation 9k

between the two systems (.85 = ﬂB_ =0). _Th|s serves as a E = max Z pi+ P B ),
performance benchmark for comparison with fully or palyial fored

cooperative systems in Sectiohs andV. '

G: — Imax <Z pz+PC71—E1,O> .

A. Benchmark Case: Non-cooperative Systems keK;

With Sg = 8 = 0, the two systems will not cooperate and
the optimal solution of (P1) given any;’s is attained with
zero inter-system exchange, i.es; = ws = e; = e3 = 0.
In this case, the constraints i) and ©c) reduce to
Zke)ci pr+Pei < Ei+G; andzke,ci b < W;, Vie {1, 2},
respectively. It thus follows that the intra-system eneagyl

Proof: See AppendiA. [ |
In Proposition 3.1, the bandwidth allocatiord; can be
interpreted as waterfilling over different MTs witl] being
the water level, and the power allocatipf follows from (11).
Furthermore, the optimal solution & and G indicate that
bandwidth allocation vectors® and =i are decoupled in BS i first purchases energy from the renewable energy firm,

both the objective and the constraints of problem (P1). As?é‘?h(iffnott t?]n?ltjr?h) then frbolm the griql. T;"S Is i”“““g’e due
result, (P1) degenerates to two cost-minimization proklesh 0 the fact that the renewable energy is cheapgf £ af?).

follows (one for each BS € {1, 2}):

(P2): min. ofE; +a¥G; IV. CENTRALIZED ENERGY AND SPECTRUM
Lr20 COOPERATION FORFULLY COOPERATIVE SYSTEMS
s.t. Z pr+ Pei < E; + Gy, (10a)
ke, In this section, we consider problem (P1) with given weights
E; < E;, (10b) 71 andy, for the general case ¢fp € {0,1} and0 < g < 1.
This corresponds to the scenario where the two BSs belong to
k; b < Wi, (10¢) the same entity and thus can fully cooperate to solve (P1) to

minimize the weighted sum cost. Similar tb1f in (P2), we
by log, <1 + gkpk) >y, Yk € K;. (10d) can show that the QoS constraints Be)(should always be
brNo tight for the optimal solution of (P1). As a result, the power
Note that Problem (P2) is always feasible due to the fagliocation for each MT in (P1) can also be expressedlap (
that the BS can purchase energy from the grid without limior all i € {1,2}. By substituting {1) into the power constraint
Therefore, we can always find one feasible solution to satisfob) in (P1) and then applying the Lagrange duality method,
all the constraints in109-(10d). It is easy to show that at theWe obtain the closed-form solution to (P1) in the following
optimality of problem (P2), the constraints0g) and (L0d) are Proposition.




Proposition4.1: The optimal bandwidth and power allocaweighted energy prices given asa” and~;af,i € {1,2}.

tion solutions to problem (P1) are given by For instance, when systeis weighted renewable energy price
2.1 %-ozf is higher thany,aZ of the other system, then this system

by = 5 , Vk € K1 UKy, 7 will try to first request the other system’s renewable energy

w (; (HNZ - 1)) +1 rather than drawing energy from its own dedicated renewable

biNy (1 utility firm. In contrast, for the non-cooperative benchinar
pr =" (Qbk - 1) , Vk € K UKy, Proposition3.1, each BS always draws energy first from its
Ik own renewable energy, and then from the grid. Therefore, the
where A7 and u; are non-negative constants (dual variableghergy cooperation changes the energy management behavior
corresponding to the power constraiibl and the bandwidth at each BS, and thus results in an energy cooperation gain in
constraint 9c) for BS i € {1,2}, respectively. Moreover, the terms of cost reduction. It is worth noting that to minimize
optimal spectrum sharing between the two BSs are the weighted sum cost in the full cooperative system, it is
possible for one system to contribute both spectrum andygner
w} = max (— > o +Wi,0),Vi €{1,2}.  (13) resources to the other (i.ew; > 0 and e > 0 for any

kEK; i € {1,2}), or one system exchanges its energy while the
Finally, the optimal energy decisions at two BSE*}, {G} other shgres its spectrum in return (|.ez;_> 0 ander >0
and{e;} are the solutions to the following problem. for any ¢ € {1,2}). These two scenarios are referred to
asuni-directional cooperatiorandbi-directional cooperation
(P3): respectively.
2
miGn. Z Yi(aF E; + af Gy)
e o] V. DISTRIBUTED ENERGY AND SPECTRUM COOPERATION
s.t. Z pi+ Poi = E; + Gi + Bper — e, Vi € {1,2}, FORPARTIALLY COOPERATIVE SYSTEMS
ke,

In the previous section, we have proposed an optimal cen-

tralized algorithm to achieve the whole Pareto boundaryef t
Proof: See AppendiB. m costregion. However, this requires the fully cooperatiature

Note that problem (P3) is a simple linear program (LPgnd does not apply to the scenario where the two systems have
and thus can be solved by existing software such as C\ixeir own interests (e.g., belonging to different seffistites).
[22]. Also note that there always exists an optimal solution dtegarding this, we proceed to present a partially cooperati
{ex} in (P3) with e} - e5 = 0.19 It should be noted that the System that implements the joint energy and spectrum coop-
optimal solution in Propositio#.1 can only be obtained in a eration 0 < 8¢ < 1, g = 1) to achieve a Pareto optimum
centralized manner. Specifically, to perform the joint gyer with limited information exchange in coordination. Difést
and spectrum cooperation, the information at both systeffigm the fully cooperative system that can perform both uni-
(i.e., the energy pricex” and o, the available renewable directional and bi-directional cooperation, the paryiaibop-
energy E;, the circuit power consumptio®. ;, the channel erative systems seek mutual benefits to decrease both system
gain g, and their QoS requiremenj,, Vk € K;,i € {1,2}) cost simultaneously, in which only bi-directional coopema
should be gathered at a central unit, which can be one igffeasiblel.l In the following, we first analytically characterize
the two BSs or a third-party controller. Since the limitedhe conditions for partial cooperation. Then, we propose a
information is exchanged over the time scale of power asmtistributed algorithm that can achieve the Pareto optimali
bandwidth allocation, which is on the order of second, while
the communication block usually has a length of several
milliseconds, the information exchange can be efficientfx. Conditions for Partial Cooperation
implemented. ) o o

It is interesting to make a comparison between the optimal W& define a functiorC;(z®) to represent the minimum
solution of problem (P1) in Propositighland that of problem COSt &t BSi under any given energy and spectrum cooperation
(P2) in Proposition3.1 First, it follows from the solution SChemez®, which is given as:
of wy in (13) that if 55 = 1, then the bandwidth can be
allocated in the two systems more flexibly, and thus regultin
in a spectrum cooperation gain in terms of cost reduction as
compared to the non-cooperative benchmark in Proposition
8.1 Next, from the LP in (P2) with) < fp < 1, it is Note that based on Proposition 4.1, we only need to consider

evident that the BSs will purchase energy by comparing tfgc(;x With e - e5 — 0 andw, - ws — 0 without loss of optimal-

0<E;<E;, Gi>0, e >0, Viec{l,2}.

~ . E G
Ci(mex) = ar?la;go o E; + Qy G;

s.t. (9b), (9¢), (9d) and (9e). (14)

9The optimal dual variable§A*}2_, and {u*}2_; can be obtained by
5°|1‘(’J'”9 the dual problem of (P1) as explained in Apperiix ) 11 Due to the mutual benefit, we believe that both systems haeniives
If ef - e5 = 0 does not hold, we can find another feasible energjor partial cooperation. Moreover, such incentives cantsthér strengthened
cooperation solutiop’ = ef—min(ey,e}), Vi € {1,2}, withe} -e5 =0, in the future wireless systems envisioned to have more esiyEeenergy and
to achieve no larger weighted sum cost. spectrum.



ity.12 The problem in {4) has a similar structure as problem Next, based on Lemm&.1, we obtain the conditions for
(P2), which is a special case of4) with z°* = 0. Thus, which the two BSs’' costs can be decreased at the same
we can obtain its optimal solution similarly as in Propasiti time under any giverx®*, by examining whether there exists
3.1and the details are omitted here. We denote the optinsalfficiently smallAz** # 0 with z** + Az** > 0 such that
solution to problem 14) by Ei(mcx), GZ(.:BLX), {bgcwcx)}, and VC;(x™)T Az < 0 for bothi = 1,2.

{p*")} and the bandwidth water-leve{” . Furthermore, ~ Proposition5.1: For any givenz*, the necessary and

let the optimal dual solution associated wibf and ©d) be sulfficient conditions that the two BSs’ costs can be decrkase
denoted byA\™") and (""", respectively. Then, it follows at the same time are given as follows:

et T e ™
@ _ [af, Shex, ")+ Pei— Bres + e < B AUl ), T er=ea =0;
M T 68 T W 4 P = e e > B o N/ /(0 B), if e > 0,
(15) o AFT /S AT () Bp), if e > 0.
AT = @) =) (16) Proof: See AppendixD. [ ]

_ _ B . _ Remarks.1: Propoesjtiorﬁ.g(can be ierltuitivelgxexplained as

It is easy to verify thatC’;(z*),i € {1,2}, is a convex follows by taking A{* ) /u{®") > A /(uf™ ) 8g) when
function of z°*. Therefore, under any gives™, two BSs ., — ¢, — ( as an example. Other cases can be understood
can reduce their individual cost simultaneously if and onlyy similar observations. Whea, = e, = 0, this condition
if there existsz®™’ ZTiL‘ex Ti--A:I}eX %+ ™ WIth/AiL‘ex = of )\gmex)/ﬂgmex) S )\émex)/(,uémex)ﬂE) implies that we can
[AellaAe%AwlvAw?] 7suff|clently small a”dm_cx >0and gways find Az = [Aey, Aea, Awy, Aws]” sufficiently
x>’ # 0 such thatCi(z™) < Cy(x*),Vi € {L,2}. gmall with Ae; > 0,Aey = 0,Aw; = 0 and Aw, > 0
In particular, by considering the non-cooperative benakmagp thaugme“/ﬂg“”e") > Aer/Awy > /\;we")/(ﬂéme“)ﬁE)_
system withz® = 0, it is '“fefrede)f,hat partial Sgoperatlon 'Sin other words, there exists a new joint energy and spectrum
feasible if and only if there exists™" > 0 andz*" # 0 such  qoperation scheme for the costs of both systems to be réduce
that C;(z**') < C;(0). Based on these observations, we A% the same time, i.e V() (z*)T Az = u(me“)Aq _
ready to investigate the conditions for partial cooperatly @), = _ a,nd' %C’ (2T Az = )\(%”cx)Aw B
checking the existence of suatf™'. First, we derive BS's lgex) - 2 L 2o
cost change; (z*) — C;(x*) analytically when the energy uy ' BrlAer < 0. By using the marginal cost interpretation

! . L . 0 Propositiorb.1, the costs at both BSs can be further reduced

and spectrum cooperation decision changes from any gl\)b trar?sferringA]; amount of enerav from BS 1 to BS 2 and
2 to ' = ™ + Az with sufficiently smallAz*. We ?1/ A ! t of ¢ fgy BS 2 to BS 1
have the following proposition. shanngauw, amount ot spectrum from 0 :

Lemmas.1: Under any givenze*, BS i’s cost change by Finally, we can characterize the conditions for partialgoo

) R " -
adjusting the energy and spectrum cooperation decisionselréltlorl by examining:— = 01in Propositiorb. 1. We explicitly
give the conditions as follows.

expressed as

Corollary 5.1: Partial cooperation is feasible if and only if

Cy(x™ + Az™) — Ci(x™) = VCi(z™)T Az, (17) A4 S A0 /(18 8) or A/ > AP /(1 B).
Corollary5.1is implied by Propositios.1 More intuitively,

under the condition 0A§°>/M§°> > A§°>/(M§°>5E), it follows

~ [0Ci(x™) aC;(x**) OC;(x™) OC;(x™) T from Remark5.1that BS 1 is more spectrum-hungry than BS

where Azx* is sufficiently small,xz®* + Az** > 0, and

VCi(@™) der | Oesy ow, = Ows * 2, while BS 2 is more insufficient of energy than BS 1. Hence,
(18) the costs at both BS can be reduced at the same time by BS 1
9G (™) (@) 8. (=) (@) 0Ci (=) transferring spectrum to BS 2 and BS 2 transferring energy to
Here, =55 = ;" /, =52— = —Bep;” ' =50~ = BS 1. Similarly, it AY /uS” > A\ /(14% 81), the opposite is
A=) and % = —A"") can be interpreted as thetrue. This shows that partial cooperation is only feasibhemw
marginal costs at BSwith respect to the energy and spectrurtwo systems find inter-system complementarity in energy and
cooperation decisions;, e;, w; andw;, respectively. spectrum resources.
Proof: See AppendixC. ] Example5.1: We provide an example in Fidk to illustrate

partial cooperation conditions in Corollag.l We plot the
*2 For any given energy and spectrum cooperation schefffewith e1 - Pareto boundary achieved by full cooperation, non-codjpera

ea # 0 or wy - w2 # 0, we can always trivially find an alternative schem . . .
@' = [eh, ch,w) wh]T with ¢, = ¢; — min(er, e2) and w] = w; — *benchmark and the point corresponding to the minimum total

2 . . ..
min(w1, w2) to achieve the same or smaller cost at both systems as camnpa€@®st (full cooperation withy; = v, = 1). The joint energy
to %, i.e., Cj(x*) < Cy(x**),7 = 1,2. Sincee] -e5, = 0 andwj - and spectrum cooperation results in two scenarios as shown
] = G . \
wy = 0 aways hold, it suffices to only considar™ with e1 - e2 =0 and i Figs 43 and 4b, which correspond to cases where partial

wy - w2 = 0. i . . . . .
3ps will be shown Iater,u§m ) and )\Em ) can be interpreted as the cooperation is feasible and infeasible, respectively.

marginal costs with respect to the shared energy and batitbédween two « Fig.4ashows the feasible partial cooperation scenario, in
BSs, respectively. Therefore, the result i) is intuitive, since the marginal which the partial cooperation conditions are satisfied. In

cost should be the energy price @f if the renewable energy is excessive hi . h ive b h kis ob d
to support the energy consumption and energy exchangee Wiel marginal this scenario, the non-cooperative benchmark is observe

cost should bex$* if the renewable energy is insufficient. to lie within the Pareto boundary of cost region. As a
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(a) Partial Cooperation Feasible Scenario. (b) Partial Cooperation Infeasible Scenario.

Fig. 4: Two different scenarios with joint energy and spactrcooperation.

result, from the non-cooperative benchmark, the costs ofNext, we proceed to elaborate on the key issue of the update
both BSs can be reduced at the same time until reachiofgthe energy and spectrum cooperation decision vectdito
the Pareto boundary. have proportionally fair cost reductions. Our algorithngines

« Fig. 4b shows the scenario when the partial cooperatiamith the non-cooperative benchmark (i.2¢* = 0). Then, the
conditions are not satisfied, where the non-cooperatiorier-system energy and spectrum cooperation is adjusted t
benchmark is observed to lie on the Pareto boundadecrease the costs at both BSs in each iteration. Spegificall
From this result, it is evident that the two BSs’ costsinder any giverc®*, if the conditions in PropositioB.1 are
cannot be reduced at the same time. That is, the partattisfied, then the two BSs cooperate by updating their gnerg

cooperation is infeasible. and spectrum cooperation decision vector according to
o In both scenarios of Figs4a and 4b, it is observed ,
. . . . ex ex
that the minimum total cost point differs from the non- ™ =™ 4 4d, (20)

cooperation benchmark. This shows that full cooperationh 5> 0 ficientl Il st . nd € R
can decrease the total cost at two BSs from the nofli o oo = 0 1S @ Sullicienty small step size a T <
the direction of the update that satisfie€; (z**)'d < 0

cooperative benchmark even when partial cooperati . .
is infeasible, which can be realized by uni-direction cf. (17)). It can be observed that there are multiple solutions

cooperation (e.g., in Figib). satisfying this condition. Here, we chooden each iteration

s . . as follows:
The results in this example motivate us to propose diskibut 0) (0) ©) (0) _
algorithms for the partial cooperation scenario to redwge t * T Ai 12 B > Ay 7y holds, which means that costs

BSs' costs from non-cooperative benchmark to Pareto opti- ©f POth systems can be reduced by system 1 sharing
mality, as will be discussed next. energy to system 2 and system 2 sharing spectrum to
system 1 (cf. Corollanb.l), then we choose

B. Distributed Algorithm

In this subsection, we design a distributed algorithm to im- . . . T
plement the energy and spectrum cooperation for two plgrtial [p)\gw )+ )\gw ), 0,0, u(w )+ pﬂEﬂgw )] .

a =sign (\F 85— ).

1
cooperative systems (satisfying Coroll&ryl).'* Since the two (21)

systems are selfish, we need to ensure that they can improve
their performance fairly. We design our algorithm basedrent , | /\éo)ugo)ﬂE > )\gf’)ugo) holds, which means that costs
proportionally fair cost reduction, which is defined as dolk. of both systems can be reduced by system 1 sharing

o ) ) o ) spectrum to system 2 and system 2 sharing energy to
Definition 5.1: Proportional fair cost reduction is achieved  system 1 (cf. Corollan.1), then we choose

by both systems if, for the resultant cost tugté, Cs), the o L
cost reduction ratio between two BSs equals the ratio of thei  d =sign (/\ém ™) B = AT )) -
costs in the non-cooperative scenario, i.e.,

C1(0)—C1  C1(0)
C2(0) — Cp  C5(0)

ex ex ex ex T
x [Ovpkém N T ),0} :
(19) (22)

14 . . . Here,sign(z) = 1 if x > 0 andsign(z) = —1if 2 < 0,
As long as each system agrees to install the algorithm tofibéreen its doi f li h i0 of ducti both
efficiency and fairness, the system will not make any desiain its decisions @Ndp 1S @ factor controlling the ratio of cost reduction at bot

as the algorithm runs automatically. BSs in each update. With the choicedfs shown above, the
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decrease of cost for each BS in each update is

a6l ] - [Feeera ] o[

* MTs associated with BS1
P :| * MTs associated with BS2
)

2000 -
(23)

whereo < 0 is obtained by substituting2Q) into (17), given
by

1500 -

meters

1000

~O ), o
ME ) gy > A T

500

wex wex wex wex
o= =T 8e — AT sy,
2oy aope 2oy (o
AT B = AT g ‘ ‘ ‘ ‘
O Otherwise 00 500 1000 1500 2000 2500
’ meters
From @3), it follows that the cost reduction in each iteration Fig. 5: Simulation Setup.

satisfiesp = % Using this fact together with

the proportional fairness criterion in Definition 5.}, is
determined as Then, the following procedures are implemented iterafiviel
~ each iteration, according to the current energy and spactru
_ 40 24 i ex each BS he dual variabl
=G0 (24) cog?cgeratlon \;gxc)tom , eac B computes_t e dual variables
2 )\Z(. ) and ug by solving the problem in14) and sends
Remark5.2: Generally, it follows from 23) that p controls  them to the other BS. After exchanging the dual variables, th
the ratio of cost reduction at the two BSs. Besides th@o BSs examine the conditions in Propositis individu-
proportionally fair choice op in (23), we can set other valuesally. If the conditions are satisfied, then each BS updates th
of p > 1 (or p < 1) to ensure that a larger (or smaller) cos¢ooperation scheme®™ according to 20). The procedure shall
decrease is achieved for BS 1 compared to BS 2 (provided thadceed until the two BSs cannot decrease their costs at the
the step sizé is sufficiently small). By exhaustingfrom zero same time, i.e., conditions in Propositiéri are not satisfied.
to infinity, we can achieve all points on the Pareto boundanue to the fact that the algorithm can guarantee the costs to
that have lower costs at both BSs than the non-cooperati#gcrease proportionally fair at each iteration and the tBare
benchmark. optimal costs are bounded, the algorithm can always cosverg
. , , ) to a Pareto optimal point with proportional fairness predd
TABLE II: Distributed Algorithm for Partial Cooperation that the step sizé is sufficiently small. Note that Algorithm
Algorithm | I minimizes both systems’ costs simultaneously based on the
gradients of two convex cost functions i4j, which differs

a) Each BS € {1, 2} initializes from the non-cooperative benchmark bytrom the conventional gradient descent method in convex
settinge; = w; = 0 (i.e., z®* = 0). Each BS: solves the problem in L . L . L
(14) for obtainingA(*) and ;i{), and sends them to the other BS optimization which minimizes a S|r?glle convex objectiag)][

b) Each BSi ¢ ELQ} tests the conditions in Corollang.1 If Compared to the centralized joint energy and spectrum
AU s > A ul®, then choosed in (21) as the the update cooperation scheme, which requires a central unit to gather
vector in the following iterations. mé_o)ugo)BE > /\§°)u§0), then  channel and energy information at two systems, the diggdu

o ;Z"F)%Saet‘f in (22). Otherwise, the algorithm ends. Setss in €4). algorithm only needs the exchange ozx)four s<(:aelfzrs (i.e. the

1) Each BS: € {1,2} computes the dual variablesz(.mex) and marginal spectrum and er_]ergy p”_CEg . and 'uim )’W €
1®™) by solving the problem in1@), and sends them to the {_1, 2_}) between two BSs in each iteration. As a result, _such
other BS7; distributed algorithm can preserve the two systems’ pyivac

2) BSi € {1,2} updates the energy and spectrum cooperation vectgind greatly reduce the cooperation complexity (e.g., sigga

asx®?’ = x* + 4d,
3) et « g, * overhead).

d) Until the conditions in Propositiod.1 are satisfied.

VI. NUMERICAL RESULTS

In this section, we provide numerical results for evaluatin
To summarize, the distributed algorithm for partial coepethe performance of our proposed joint energy and spectrum
ation is presented in Tabke as Algorithm I and is described cogperation. For the simulation setup, we assume that BS 1
as follows. Initially, each BS € {1, 2} begins from the non- and BS 2 each covers a circular area with a radius of 500
cooperation benchmark case wiht* = 0 and determines meters (m) as shown in Figs. K3 = 10 and K» = 8§
the update vectoid that will be used in each iterations.\jTs are randomly generated in the two cells. We consider
Specifically, each BS computa$” and*’, and shares them 4 simplified path loss model for the wireless channel with the

with each other. I0® 1{” 85 > /\éo)u§° , then choosel in  channel gain set ag, = co(%)~¢, wherecy = —60dB is

(21) as the update vector; while ﬁg" ug%E > Ag"mg‘”, a constant path loss at the reference distatice= 10 m,

then choosd in (22). We set the cost reduction ratio as 8%).  dj, is the distance between M% and its associated BS in
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Energy cost of BS 1 Fig. 7: Convergence of the distributed algorithm underedliff

Fig. 6: Energy cost region for the case of joint energgnt step-sizey’s.
and spectrum cooperation versus the case without energy or

spectrum cooperation.
120

; ; ;
—&— full cooperation

110$ —#— partial cooperation

—&O— non-cooperation benchmark

meter and{ = 3 is the path loss exponent. The noise PSD 100

at each MT is set asVy, = —150 dBm/Hz. Furthermore, 90}

we set the non-transmission power consumption for the BS

as P.; = P.o = 100 Watts(W). The maximum usable

renewable energy at the two BSs al® = 190 W and

E, = 130 W, respectively. We set the energy price from

renewable utility firm and power grid as” = 0.2/W and 50

af = 1/W, respectively, where the price unit is normalized

for simplicity. The bandwidth for the two BSs ai&; = 15

MHz and W, = 20 MHz, respectively. . o =
Fig. 6 shows the BSs’ optimized costs by the proposec 205 20 20 60 8 00 120

joint energy and spectrum cooperation in full cooperatidth w B

Bg = 1 and 8 = 0.8 compared with the non-cooperatiorig. 8: Comparison of the sum energy cost under different

benchmark. Notice that Figs only shows a cooperation caseli's With £ + Ep = 120 W.

at a time slot that BS 2 has relatively more bandwidth (con-

sidering its realized traffic load) than BS 1 and the spectrum

cooperation is from BS 2 to BS 1. Yet, in other time slot$his is also expected, since partial cooperation is onlgibde

two different BSs’ traffic loads and channel realizations cawhen both systems find complementarity between energy and

change and their spectrum cooperation may follow a differespectrum resources.

direction. It is observed that the non-cooperation benckma In Fig. 7, we show the convergence of the partially coop-

lies within the Pareto boundary achieved by full coopergtioerative distributed algorithm under step-sizes= 0.05 and

while the partial cooperation lies on that Pareto boundgms ¢ = 0.02, andp = 1.5 is chosen to achieve the proportional

indicates the benefit of joint energy and spectrum cooperatifairness. It is observed that under different step-sizescosts

in minimizing the two systems’ costs. It is also observedt two BSs converge to different points on the Pareto boyndar

that the Pareto boundary in full cooperation is achieved ISpecifically, givens = 0.05, the cost reductions at BS 1 and

either uni-directional cooperation with BS 2 transferringth BS 2 are observed to be 11.7606 (from 29.8092 to 18.0423)

energy and spectrum to BS 1 (i.ee; = 0,e5 > 0 and and 7.9825 (from 20.0860 to 12.1035), respectively, with th

wy = 0,wy > 0) or bi-directional cooperation with BS 1 cost reduction ratio being 11.7606/7.9825=1.4733; whilergy

transferring energy to BS 2 and BS 2 transferring spectrumdo= 0.02, the cost reductions at BS 1 and BS 2 are observed

BS 1 (i.e.,e; > 0,e2 = 0 andw; = 0, w2 > 0). Specifically, to be 11.7968(from 29.8092 to 18.0124) and 7.9625 (from

the energy costs at both BSs are decreased simultaneo2€ly0860 to 12.1235), respectively, with the cost reduction

compared to the non-cooperation benchmark only in the cas¢io being 11.7968/7.9625=1.4815. By comparing the cost

of bidirectional cooperation. This is intuitive, since ettvise reduction ratios in two cases with= 1.5, it is inferred that the

the cost of the BS that shares both resources will increapeoportional fairness can be better guaranteed with smalle

Furthermore, for our proposed distributed algorithm, it i$his also validates thatshould be sufficiently small to ensure

observed that it converges to the proportional fair resutlh w the proportionally cost reduction in each iteration stepe(s

p = 1.5, which lies on the Pareto boundary in this regiorSection V). It is also observed that the algorithm converges

80

70

60

Sum energy cost

40

30
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after about 40 iterations far= 0.05. This indicates that under costs. Hence, in this case, it is possible that uni-direetio
proper choice o8, the convergence speed is very fast providezboperation happens where one BS sacrifices its interest to
that certain proportional fairness inaccuracies are adchit  another one in order to reduce the sum energy cost.

In Fig. 8, we compare the achieved total costs of two BSs
by different schemes (i.e(j; +C> with weightsy; = v, = 1) VIl. CONCLUSIONS
versus the renewable energy level at BS 1 (i) subject
to £, + F, = 120 W. From this figure, it is observed
that the fully cooperative scenario outperforms both the-no
cooperative benchmark and the partially cooperative sagna
especially when the available renewable energy amounts
two BSs are not even (e.gf; = 0 W and E; = 120 W,

In this paper, we propose a joint energy and spectrum co-
operation approach to reduce the energy costs at two wareles
cellular systems that are powered by both energy harvesting
agfi power grid. We minimize the costs at both systems by
considering two scenarios where the wireless systems ¢pelon
as well as, B, = 120 W and B, = 0 W). This is intuitive, to the same entity and differen_t entities, respectivelythe_
since in this case, the partially cooperative systems mag h ormer case W'th_ full coopergtu_)n, We propose an qpt|mal

centralized algorithm for achieving the minimum weighted

limited incentives for cooperation, while the fully cooptive t at two BSs. In the latt ith il
systems can implement uni-directional energy and spectr&H{n energy cost at wo Bss. In the Jatier case with partia
operation, we develop a distributed algorithm to achieve

cooperation to reduce the total cost. It is also observet tif: ) : . .
the performance gap between fully and partially coopeaaatit e Pareto optlm_al energy costs with prgportlonal falrne_ss
scenario becomes smallest when = 90 W. This is because ur results prowd_e insights on the design of cooperat_lve
the partially cooperative scenario can find the best comp gllular systems with both energy and spectrum coopeation

mentarity to bidirectionally exchange the two resourcefnas. everthelgss, due tq t_he space limitation, there are etxbtgl
full cooperation scenario. More specifically, in this cate Important issues onj_omt energy and spectrum cpoperehm_t
cost reduction ratio between two BSs for the fully coopesati are not addressed in this paper, some of \_Nh'Ch are briefly
scheme is most close to the cost ratio between two Bglsscussed as follows to motivate future work:
in the non-cooperative benchmark. Hence, full cooperations In this paper, we consider energy cooperation without
in this case results in an inter-system energy and spectrum Storage at BSs. However, when energy storage is im-
cooperation scheme that is consistent with the proporiipna  Plemented in the systems, the energy management of
fair criterion in partial cooperation (see Definiti&nd). the BS can have more flexibility such that the energy
Finally, we show the optimized costs at both BSs over SUPPly variations in time can be mitigated and energy
time by considering stochastically varying traffic load and CcoOperation between the two systems can more efficiently
harvested renewable energy. We assume that BS 1 and BS 2 €xploit the geographical energy diversity. For example, at
are powered by solar and wind energy, respectively, and thei @ny given slot, a BS with sufficient renewable energy
energy harvesting rates are based on the real-world sotar an €an either share them to other BSs with insufficient

wind data from Elia, a Belgium electricity transmissiontsys renewable energy, or store them for future use. However,
operatof® For demonstration, we use the average harvested Under the setup with storage, the joint optimization of
energy over one hour aB; at each slot, as shown in Fig. the energy and spectrum cooperation over space and the

9a and thus our studied 24 slots correspond to the energy Storage management over time requires Fhe .p.rediction of
harvesting profile over one day. Furthermore, we consider the energy price, renewable energy availability and the

shown in Fig.9b, which are randomly generated based on dynamic programming problem, whose optimal solution
a discrete uniform distribution over the interval [40, 60 f is still unknown and worth pursuing.

simplification. Under this setup, Fig0 shows the optimized N this work, we consider that the two systems operate
costs of the two BSs by different schemes. It is observed OVer orthogonal frequency bands. In general, allowing
that over the 24 slots the full and partial cooperation aghie =~ MTS associated with different BSs to share the same
55.68% and 33.75% total cost reduction for the two BSs frequency band may further improve the spectrum effi-
as compared to the no cooperation benchmark, respectively. ciency. However, this formulation will turn the problem
It is also observed that for partial cooperation, the energy Nto achallengmg one related_to the mterfe_renc_e channgl.
costs of both BSs are reduced at the same time, while for The optimal resource allocation scheme in this case is
full cooperation, at certain slots, i.e., slots 22, the ookt unknown and difficult to solve. .
one BS is reduced significantly at the expense of the costt We have discussed the joint energy and spectrum sharing
increase of the other BSs. The reason is as follows. In partia fOr €nergy saving under the setup of hybrid energy supply.
cooperation, the two systems seek for mutual benefits and In addition to this, another interesting work direction can
thus only bidirectional cooperation is feasible. For inst be the maximization of QoS performance with energy
at time slot 6, BS 1 shares bandwidth to BS 2 and BS 2 cooperation subject to the resource (i.e., spectrum and
transfers energy to BS 1. In contrast, under full coopematio ~ Power) constraints. Depending on different application
it is not required that the costs of both BSs be reduced at the Scenarios, the QoS metrics can be delz§,[throughput
same time and the common goal is to reduce the sum energy [24], and etc. The details on the optimal strategies in these
scenarios can be modeled and solved similarly as in this

155ee hitp://www.elia.be/en/grid-data/power-generation paper.
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APPENDIXA
PROOF OFPROPOSITION3.1

N, Tk N Tk
—0<2b’£ —1>— Ok 102 2% 41 — ¢ =0, Yk € Ky,

First, we obtain the optimal bandwidth allocatigiv;} 9% grbr
and optimal power allocation{p;}. Given that the non- (26)
transmission power at B§ I ;, is constant, it can be shown ,,( Z b — W;) =0, v; >0, (27)

that the objective of (P2), i.e., the cost at BSis a mono-
tonically increa;ing function of the sum transmission pOWer b — 0, ¢, >0, by >0, Yk € Ki,
Zke,ci pi at BSi4, no matter the power is purchased from the

keK;
(28)

conventional grid or the renewable utility firm. Thus, dary
the optimal{b; } and{p; } to (P2) is equivalent to minimizing
> ek, P at BSi subject to the bandwidth constraint ih0Q where v, > 0 is the dual variable associated with the

and the QoS constraints ii@d). Using this argument togetherbandwidth constraint in2g) and(;, > 0 is the dual variable for
with (11), we can obtain the optimal bandwidth allocation fobr, > 0, k£ € K;. Note that the optimal bandwidth allocation

(P2) by solving the following problem:

kao Tk
in. 2% —1
{Iélklzno} Z ( ' >

kelkC; 9k
s.t. Z b < W;.
keK;

{b;} should satisfy thab; > 0, Vk € K;, otherwise the
objective value in Z5) will go to infinity, given the fact that
ry > 0,Vk € K;. By using this together with2@), we thus
have(; = 0,Vk € K;. Accordingly, it follows from @6) that
by can be obtained as inl®), wherev; > 0 is determined
by the equatior} _, .. by = W;. Furthermore, by substituting
(25) the derived{b}} into (11), the optimal{p}} can be obtained.

Next, with {p;} at hand, we proceed to obtain the optimal
energy allocationEr and G*. By usingaf < of together

with the fact that the optimal solution of (P2) is attainedemh

Since problem Z5) is convex and satisfies the Slater'she power constraint inlQg is tight, it can be verified that the
condition 0], the KKT conditions given as follows are optimal solutions of£F andG; are obtained as in Proposition

necessary and sufficient for its optimal solution.

3.1 Hence, the proof of Propositio®i1 is complete.



APPENDIXB
PROOF OFPROPOSITION4.1

By substituting 12) into the power constrain©p) in (P1),
we can re-express (P1) as

2
(P1.1) ‘mdn, ;%(az Ei + o Gy)

st. > M@* - 1) +P.,
ver; Ik
SEi+Gi+ﬂE€z—€i, i€ {1,2}7 (29)

(9¢) and (9d).
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unbounded from below. Henc8gp; < p;, @ € {1,2}, should
always hold.

Last, suppose thatz\; > \; for anyi € {1,2}. In this
case, it is easy to verify that the dual functigf{;}, {\:})
will go to minus infinity asw; — oo, i.e., g({u:},{\i}) is
unbounded from below. Henc8g\; < \;, i € {1,2}, should
always hold.

By combining the above three arguments, LemBa is
thus proved. |

From LemmaB.l, it follows that the optimal solution
of (P1.1-D) is achieved wheryu,;} and {\;} satisfies the
inequalities in 82). As a result, we only need to solve problem
(31 with given {y;} and {\;} satisfying 82). In this case,

Denote the dual variables associated with the constraintslj can be observed that probler81j can be decomposed into
(29 and ©c) asyu; > 0 and); > 0, i € {1,2}, respectively. the following subproblems:

The partial Lagrangian of (P1.1) is then expressed as:
2

ZE (v — i) + > Gi(vial — i)
i=1

2 ;kNO _k
+Z&-Zbk+2uiz o ( —1>

=1 ke, =1 kGKZ

_Z)\W+ZM’LPCZ+Zw’L 4 BBA

L(z, {pi}{Ni})

+ Z ez /BE/'LZ (30)
Accordingly, the dual function can be obtained as
o({m). M) =min. Ll {n}.{N) @D

s.t. (9d).

Thus, the dual problem is expressed as

;b +,Uq<bl.€gN0 (22;i - 1)), ke KUK, (33)
k

min.
b, >0

min-, Ez('}/lazE _,uz)v 7;6 {172}3 (34)
0<E;<E;

. G .

. Vi, — Mg ), 1,2, 35
23§0G(70‘1 pi), i € {1,2} (35)
I£1>no el(lul - ﬂEﬂT)v i€ {13 2}7 (36)
min. wi()\i — BB)\i)a xS {1, 2} (37)

For the K+ K3 subproblems in33), the optimal bandwidth
allocation with given{x; } and{);} can be obtained based on
the first order condition and is expressed as

— reln2 _
bl(cm)\i) — ) W)+ i >0
0, pi =0

ke, ie{1,2).

(38)

Furthermore, the optimal solution to the subproblems3i)-(
(37) can be obtained as follows.

P1.1-D): max. g({mi},{ N
( ) {mi}. (%) ok D) g 2 10 e —’“, i€ {1,2}, (39)
st. N >0, >0, Vie{1,2}. ‘ Ei, o < i
. . . . (pi) _ ;
Since (P1.1) is convex and satisfies the Slater's condition, G =0, i€ {1,2}, (40)
strong duality holds between (P1.1) and (P1.1-2 [ There- el(_’“) =0, i€{1,2}, (41)
fore, (P1.1) can be solved optimally by solving its dual w?” _0, ie{1,2). (42)

problem (P1.1-D) as follows. We first solve the problem in

(31 to obtaing({u;}, {\:}) for given {u;} and {\;}, and

then maximizeg({x}, {\i}) over{u;} and {\;}. if v;aF = p;, then the solution ofZ; is non-unique and can
We first give the following lemma. be any value within its domain. For convenience, we choose
LemmaB.1: In order forg({x;}, {\;}) to be bounded from £ — ( in this case. The similar case holds for subproblems

Note that for the subproblems i84) with anyi € {1, 2},

below, It follows that in (39), (36) and @7) if Sy = i, viaf = i and fp; =
. i (u) 2 g, ) =
70 > i, Bow < i, Bphi < N, Vie {1,2). (32) i Tespectively. Inthese cases, - 0. ¢ 0 and

;Y =0,i € {1,2}, are chosen as the solution for simplicity.
Proof: First, suppose that;a§’ < u; for anyi € {1,2}. Also note that the solutions ir38) - (42) are only for obtaining
In this case, it is easy to verify that the dual functiothe dual functiory({ux;}, {\:}) under any given; and\; to
g({ui}, {N\:}) will go to minus infinity asG;, — oo, i.e., solve the dual problem (P1.1-D), while they may not be the

g({pi}, {\i}) is unbounded from below. Hence,a$ >
wi, 1 € {1,2}, should always hold.

Second, suppose théizp; > u,; for anyi € {1,2}. In this
case, it is easy to verify that the dual functigf{s;}, {\:})
will go to minus infinity ase; — oo, i.e., g({ui}, {\i}) is

optimal solution to the original(primal) problem (P1) dum t
their non-uniqueness.

With the results in 8) — (42), we have obtained the dual
function g({w:}, {\:}) with given {x;} and {\;} satisfying
(32). Next, we maximizey({p;}, {\i}) over{u;} and{\;} to
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solve (P1.1-D). Since({u:}, {\:}) is convex but in general as

not differentiable, subgradient based algorithms suchhas t aC; (x) o 0C;(x™) s
ellipsoid method 25] can be applied to solve (P1.1-D), where T et o, T e @
the subgradients of({x;}, {)\ }) for u; and \; are given - ¢ =t

b0 N s (1) MZ—B of w:_g a%
by —> pex, g 2" - 1) - P.; + E;" and deF B e EQ;
— e, b 4+ Wi, i€ {1,2), respectively. As a 90u@™) _ g, 96T _ b )
result, we can obtain the optimal dual solution{as} and (9wi+ ! ow; L
{Ar}. Accordingly, the correspondin{j);“i’AY‘)} becomes the oCi(x™) g @ 0Ci(x™) 4 @)
optimal bandwidth allocation solution for (P1.1) and thB4), owr Qv ow. Qv

given by {b}}. Substituting the obtainedb;} into (11), the

By replacing the partial derivatives irl8) as the correspond-
optimal power allocation solution for (P1) is thus obtairsed y rep d P 9 P

N ing left- or right-hand derivatives1{) also follows from the

{pi}- first order approximation of; (z°*+Ax*¥). It is worth noting
However, it is worth noting that the other optimal optimizathat, in Lemma5.1, we do not introduce the left- and right-

tion variables for (P1), given byE*}, {G}},{e;} and{w}}, hand derivatives for notational convenience.

cannot be directly obtained fror89)—(42), since the solutions  Therefore, Lemma 5.1 is proved.

in (39—(42) are in general non-unique. Nevertheless, it can

be shown that the optimal solution of (P1) is always attained APPENDIXD
when the inequality constraints i) and ©c) are tight. Thus, PROOF OFPROPOSITIONS. 1
we have

Since the shared energy from BS 1 to BS 2 and that from
BS 2 to BS 1 cannot be zero at the same time, ée.¢2 = 0,

N . . e . there exist three possible cases for the shared energy éretwe

> it Pei =E +GI + Bpe; — e, i€ {12}, (43) nc 1o BSs, which are (@) — cg = 0, (b) ¢ > 0. = 0.

heks and (C)e; = 0,e; > 0. Similarly, there are three possible
Z by =Wi + fpw; —wj, i € {1,2}. (44) cases for the shared bandwidth between the two BSs, i.e., (a)
kEK; w1 = we = 0, (b) wy > 0,we = 0, and (C)U)l = 0,w2 > 0.

As a result, by combining the above energy and spectrum
cooperation, there are nine cases for the shared energy and

i tth i th timal solutionfaf* b the shared bandwidth. Therefore, we prove this proposition
positive at the same time, the optimal solution{ef} can be by enumerating the nine possible cases. In the following, we

obtained. Last, the optimal optimization variablds; }, { G} } consider the case of, — e, = w, — ws = 0 and show
and{e}} can be obtained by solving the LP in (P3). Therefor?hat in this caseqcCX attains the Pareto optimality if and only

From (44) and using the fact that; andw?} should not be

Proposition 4.1 is proved. if /\; )/“(e < )\(:1: )/( ﬁ ) and )\é:v“‘)/‘uéw“‘) <
AT (z “)B5). We prove the “only if" and “if’ parts,
respecuvely
First, we show the necessary part by contradiction. Suppose
APPENDIXC that there exists an inter-system energy and bandwidth-coop
PROOF OELEMMA 5.1 eration vectorz®* with e; = é; = w; = wy = 0 attains the

Pareto optimality, Where(a3 )/ () )\(:1: )/( (z® )ﬂE)
or A gl > AN D 5 @ e
We prove Lemma5.1 by considering two cases. FirstA;  */(uy ~Sg), then we can construct a new inter-system
considerz®™ with 37, p; )+p“ Brei+e; # E;. Inthis  energy and bandwidth cooperation vector as

case, it is evident froml(S) and (L6) that the optimal solutions FOX — 3O 4 AgoX 45
) ) : _ i T =z + Az, (45)

1y and)\; are both unique, since the bandwidth water-

level v; is always unique. According to Theorem 1 6], the With Az = (Aey, Aey, Awy, Awz)", whereAe; = Aw, =

left-partial derivative is equal to the right-partial degiive. 0, while Ae; > 0 and Aw; > 0 are sufﬁuently small and

Hence, C;(z) is differentiable with the partial derivativessatisfy 'tha'tu(m3 )/)\(:1: D < Awa/Aey < BEMQ‘T )/ (&),
given in Lemma5.1 Therefore, 17) follows directly based In this case, it can be shown fror7) that

on the first order approximation @f; (x* + Az®¥). AC, C1(3%) — Cy (2°%)
Next, consider:*™ with 3, p(m 4P —Breite; = { AC, ] - [ Co (%) — Co(x) ]
E;. In Fh|s case, the opt!mal dgal solution pf ~ in (15 is B Mgw“?)Ael _ /\g-’vc"i)AwQ
not unique. More specifically, it can be shown th4t can = CEINRNCEIN <0, (46)
be any real number betweerf to of. As a result,C;(z°*) —Bei et A2 w2

is not differentiable in such point. However, it follows fro where the inequality is component-wise. In other words,
[26] that the left- and right-hand derivatives 6f (x**) with we have found a new inter-system energy and bandwidth
respect toey, ez, w; andws still exist, which can be given cooperation vector to achieve lower energy costs for both
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BSs. As a resultz®* with e, = e; = w; = we, = 0 [8 L. Duan, L. Gao, and J. Huang, “Cooperative spectrum isbara
does not achieve the Pareto optimality. On the other hand, contract-based approachEEE Trans. Mobile Comptvol. 13, no. 1,
i (@c:c) (@cx) (@cx) (QGX) pp. 174-187, Jan. 2014.

it A" 7/ g > AT /(w7 BE), then we Can also [g] G. Lin, X. Wang, Y. Xu, and Q. Zhang, “Spectrum trading iagnitive
construct a new inter-system energy and bandwidth cooper- radio networks: a contract-theoretic modelling apprdadBEE J. Sel.

i i _ _ i Areas Communyol. 29, no. 4, pp. 843-855, Apr. 2011.
ation vector as in 45)' where Ae, Awy 0, while [10] T. Han and N. Ansari, “Auction-based energy-spectruading in green

Aey >:Eg and@éwl > 0 are SUﬁiCientl%e§ma|!Egnd satisfy cognitive cellular networks,” ifProc. IEEE Intl Conf. Commun. (ICC)
that ST /AT < Awy/Aes < Bl AT Then, Jun. 2013, pp. 6205-6209.

; : : ] E. Yaacoub, A. Imran, Z. Dawy, and A. Abu-Dayya, “A ganthedretic
it can be shown that under this choice, the energy CO&% framework for energy efficient deployment and operation efefo-

of the two BSs can be decreased at thixsam—eextime' BY geneous LTE networks,” itEEE Intl Workshop on Computer Aided

combining the results for the two cases df® /"™ > g/'oofse”ing ggdsgeSign of Commun. Links and Networks (CAMATp.
() /0, (X) () /, (T) () )0, (@) » PP 95— 7.

Ay /(Ng . BE) and Ay~ /g > AT (g BE)’ [12] Z. Niu, Y. Wu, J. Gong, and Z. Yang, “Cell zooming for cefficient

a contradiction is induced. As a result, the presumptiomotin green cellular networks,IEEE Commun. Mag.vol. 48, no. 11, pp.

i ; 74-79, Nov. 2010.
be true. Accordingly, the necessary part is proved. 13] E. Hardy, “Sprint and T-Mobile may merge’ [Online].

Second; for the sufficient part, we can also show it by~ available:~  http://www.brighthand.com/default. asp?newsID=15636&
contradiction. Suppose that for an inter-system energy and news=Sprint+T-Mobile

; ; FEX  \nji > _ . — .- — [14] L. Gkatzikis, |. Koutsopoulos, and T. Salonidis, “Thale of aggregators
tiandWIdth S:OO_peraEI:%)eQ)VGE:%gf) WItE]:Eeexl) (%%X) w1 in smart grid demand response marketEEE J. Sel. Areas Commun.
wy = 0 satisfying ;™ “/uy” 7 < AT 7 /(uy 'BE) and vol. 31, no. 7, pp. 1247-1257, Jul. 2013.

)\g:izc")/ﬂg:i:”‘) < /\gwcx)/(u(iﬂcx)ﬂg)' but does not achieve [15] X. Fang, S. Misra, G. Xue, and D. Yang, “Smart grid — thevrend

1 i i
: : ) . . improved power grid: A survey/JEEE Commun. Surveys Tutsol. 14,
the Pareto optimality. This case implies that the two BSs can 5 4 p. 944980, Fourth Quarter 2012.

exchange energy and bandwidth to decrease energy costi6ff W. Saad, Z. Han, and H. Poor, “Coalitional game theorycimoperative

both at the same time. In other words. there must exist a new Micro-grid distribution networks,” ifProc. IEEE Int'l Conf. on Commun.
~ . . . o ICC), Jun. 2011, pp. 1-5.

vector £°° given in @5 satisfying eitherAes; = Aw; = 0, (ccy bp

[17] Qualcomm, “LTE advanced carrier aggregation.” [Oal]in
Aep > 0,Awy > 0 or Ae; = Aws =0, Aeg > 0, Awy >0 Available: http://www.qualcomm.com/solutions/wireless-netwarks
such thatC, (£ Cq (=) and Co (2 Co (%), If technologies/carrier-aggregation
Aes — A 1(7 ): 1( A) 2(h ).< 2(b )h [18] D. Gesbert, S. Hanly, H. Huang, S. Shamai, O. Simeond, \&n Yu,
€2 = AWy = %cx) €1 %cpa wQ@%,()O' t %Dx;t can be shown “Multi-cell MIMO cooperative networks: a new look at interence,”
from (46) that)\g /ug ) < /\g /(ug Br) must hold, IEEE J. Sel. Areas Communvol. 28, no. 9, pp. 1380-1408, Dec. 2010.

i _ _ [19] D. Tse and P. Viswanatirundamentals of Wireless Communication,
whereas ifAe; Awe 0, Aez > 0,Aw; > 0, then we publisher = Cambridge University Press, year = 2005,

wcx @cx jcx @Cx
have /\g )/#g ) < /\g )/(Ng )ﬂE) As a result, we [20] s.Boyd and L. Vandenbergh€onvex Optimization Cambridge, U.K.,
have a contradiction here and thus the presumption cannot be Cambidge Univ. Press, 2004.

s ; 21] R. M. Corless, G. H. Gonnet, D. E. G. Hare, D. J. Jeffrayd ®. E.
true. Therefore, the sufficient part is proved. Knuth, “On the Lambert W function,”Advances in Computational

By combing the two parts, we have verified the proposition  Mathematics vol. 5, no. 1, pp. 329-359, 1996.

in the case ok; = ey = w1 = wy = 0. [22] M. Grant and S. Boyd, “CVX: Matlab software for discipid convex
: : ; programming,” 2011. [Online]. Availabléhttp://cvxr.com/cvx/

Next, the other eight cases remain to b_e proved in ord[%] T. Zhang, W. Chen, Z. Han, and Z. Cao, *A cross-layer pecsive on
to complete the proof of this proposition. Since the proaf fo ~ energy harvesting aided green communications over fadiegrels,”
these cases can follow the same contradiction proceduheas t {?nglé SC)OAnf- ()2%1%0mpUt1e9r gzmmunications Workshops (INFOCOM

_ _ _ _ i i pr. » Pp. 19—24.
case Of@ =6 =W = w2 = 0, we omit the_ details here_ 24] C. K. Ho and R. Zhang, “Optimal energy allocation for @lass
for brevity. By combining the proof for the nine cases, thiS ~ communications with energy harvesting constrain&EE Trans. Signal
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[25] S. Boyd, “Convex Optimization Il, Stanford University[Online].
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