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Multi-Antenna Wireless Powered Communication

with Energy Beamforming
Liang Liu, Rui Zhang, and Kee-Chaing Chua

Abstract

The newly emerging wireless powered communication networks (WPCNs) have recently drawn significant

attention, where radio signals are used to power wireless terminals for information transmission. In this paper, we

study a WPCN where one multi-antenna access point (AP) coordinates energy transfer and information transfer

to/from a set of single-antenna users. A harvest-then-transmit protocol is assumed where the AP first broadcasts

wireless power to all users via energy beamforming in the downlink (DL), and then the users send their independent

information to the AP simultaneously in the uplink (UL) using their harvested energy. To optimize the users’

throughput and yet guarantee their rate fairness, we maximize the minimum throughput among all users by a

joint design of the DL-UL time allocation, the DL energy beamforming, and the UL transmit power allocation

plus receive beamforming. We solve this non-convex problemoptimally by two steps. First, we fix the DL-UL

time allocation and obtain the optimal DL energy beamforming, UL power allocation and receive beamforming to

maximize the minimum signal-to-interference-plus-noiseratio (SINR) of all users. This problem is shown to be

in general non-convex; however, we convert it equivalentlyto a spectral radius minimization problem, which can

be solved efficiently by applying the alternating optimization based on the non-negative matrix theory. Then, the

optimal time allocation is found by a one-dimension search to maximize the minimum rate of all users. Furthermore,

two suboptimal designs of lower complexity are proposed, and their throughput performance is compared against

that of the optimal solution.

Index Terms

Wireless power transfer, energy beamforming, wireless powered communication, non-negative matrix theory.

I. INTRODUCTION

Recently, energy harvesting has become an appealing solution to prolong the lifetime of energy constrained

wireless networks such as device centric or sensor based wireless networks. In particular, radio frequency (RF)

signals radiated by ambient transmitters is a viable new source for wireless energy harvesting. As a result, the

wireless powered communication network (WPCN) has drawn anupsurge of interests, where RF signals are used

to wirelessly power user terminals for communication. A typical WPCN model is shown in Fig. 1 [1], where an

access point (AP) with constant power supply coordinates the downlink (DL) wireless information and energy
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Fig. 1. A general wireless powered communication network (WPCN) with downlink (DL) information and energy transfer anduplink

(UL) information transfer.

transfer to a set of distributed user terminals that do not have embedded energy sources, as well as the wireless

powered information transmission from the users in the uplink (UL).

It is worth noting that the DL simultaneous wireless information and power transfer (SWIPT) in WPCNs has

been recently studied in the literature (see e.g. [1]-[5]),where the achievable information versus energy transmission

trade-offs were characterized under different channel setups. However, the above works have not addressed the joint

design of DL energy transfer and UL information transmission in WPCNs, which is another interesting problem to

investigate even by ignoring the DL information transmission for the purpose of exposition. In [6], a WPCN with

single-antenna AP and users has been studied for joint DL energy transfer and UL information transmission. A

“harvest-then-transmit” protocol was proposed in [6] where the users first harvest energy from the signals broadcast

by the AP in the DL, and then use their harvested energy to sendindependent information to the AP in the UL

based on time-division-multiple-access (TDMA). The orthogonal time allocations for the DL energy transfer and

UL information transmissions of all users are jointly optimized to maximize the network throughput. Furthermore,

an interesting “doubly near-far” phenomenon was revealed in [6], where a far user from the AP, which receives

less power than a near user in the DL energy transfer, also suffers from more signal power attenuation in the UL

information transmission due to pass loss.

In this paper, we extend the study of [6] to WPCNs with the multi-antenna AP, as shown in Fig. 2. When the AP

is equipped with multiple antennas, the amount of energy transferred to different users in the DL can be controlled

by designing different energy beamforming weights at the AP, while in the UL all users can transmit information

to the AP simultaneously via space-division-multiple-access (SDMA), which thus has higher spectrum efficiency

than orthogonal user transmissions in TDMA as considered in[6]. To overcome the doubly near-far problem,
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Fig. 2. A multi-antenna WPCN with DL energy transfer and UL information transfer.

similar to [6], we maximize the minimum UL throughput among all users by a joint optimization of the DL-UL

time allocation, the DL energy beamforming, and the UL transmit power allocation plus receive beamforming.

First, we assume that the optimal linear minimum-mean-square-error (MMSE) based receiver is employed at the

AP for UL information transmission, which results in a non-convex problem. We solve this problem optimally by

two steps: First, we fix the DL-UL time allocation and obtain the corresponding optimal DL energy beamforming,

UL power allocation and receive beamforming solution; then, the problem is solved by a one-dimension search

over the optimal time allocation. Particularly, for the joint DL energy beamforming and UL power allocation plus

receive beamforming optimization, it is shown that this problem is in general non-convex. However, we establish

its equivalence to a spectral radius minimization problem,which is then solved globally optimally by applying the

alternating optimization technique [7] based on the non-negative matrix theory [8], [9]. Notice that the non-negative

matrix theory has been applied in the literature to the UL multiuser information transmission with transmit power

control and receive beamforming (see e.g. [7], [10],[11] and the references therein). Therefore, our proposed

algorithm in this case can be viewed as an extension of the above works to the case with jointly optimizing the DL

energy beamforming for wireless power transfer. It is also worth pointing out that in conventional multi-antenna

wireless networks with both the UL and DL information transmissions, a useful tool that has been successfully

applied to solve many non-convex design problems is the so-called UL-DL duality [7], [11]-[15]. Different from

this conventional setup, in this paper we explore another interesting new relationship between the DL and UL

transmissions in a WPCN with coupled DL energy transfer and UL information transmission optimization. Finally,

to reduce the complexity of the optimal solution, we proposetwo suboptimal designs employing the zero-forcing



4

DL energy transfer

τT (1-τ)T

UL information transfer

Fig. 3. The harvest-then-transmit protocol [6].

(ZF) based receive beamforming in the UL information transmission.

The rest of this paper is organized as follows. Section II presents the multi-antenna WPCN model with the

harvest-then-transmit protocol. Section III formulates the minimum throughput maximization problem. Section

IV presents the optimal solution for this problem based on non-negative matrix theory. Section V presents two

suboptimal designs with lower complexity. Section VI provides numerical results to compare the performances of

proposed solutions. Finally, Section VII concludes the paper.

Notation: Scalars are denoted by lower-case letters, vectors by bold-face lower-case letters, and matrices by bold-

face upper-case letters.I and 0 denote an identity matrix and an all-zero matrix, respectively, with appropriate

dimensions. For a square matrixS, Tr(S) denotes the trace ofS; S � 0 (S � 0) means thatS is positive

(negative) semi-definite. For a matrixM of arbitrary size,MH and rank(M ) denote the conjugate transpose

and rank ofM , respectively.E[·] denotes the statistical expectation. The distribution of acircularly symmetric

complex Gaussian (CSCG) random vector with meanx and covariance matrixΣ is denoted byCN (x,Σ); and∼

stands for “distributed as”.Cx×y denotes the space ofx× y complex matrices.‖x‖ denotes the Euclidean norm

of a complex vectorx. For two real vectorsx and y, x ≥ y means thatx is greater than or equal toy in a

component-wise manner.

II. SYSTEM MODEL

Consider a WPCN consisting of one AP andK users, denoted byUk, 1 ≤ k ≤ K, as shown in Fig. 2. It

is assumed that the AP is equipped withM > 1 antennas, while eachUk is equipped with one antenna. The

conjugated complex DL channel vector from the AP toUk and the reversed UL channel vector are denoted by

gk ∈ CM×1 andhk ∈ CM×1, respectively. We assume that all channels follow independent quasi-static flat fading,

wheregk ’s andhk ’s remain constant during one block transmission time, denoted byT , but in general can vary

from block to block.1

1In practice, for the UL information transmission, the channels hk ’s can be estimated by the AP based on the pilot signals sent by

individual Uk ’s, while for the DL power transfer, the channelsg
k
’s can be obtained by the AP via, e.g., sending the pilot signal to all Uk ’s

and collecting channel estimation feedback from individual Uk ’s. To focus on the performance upper bound, in this paper we assume that

such channel knowledge is perfectly known at the AP for both DL and UL transmissions in each block.
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In this paper, we assume that allUk’s have no conventional energy supplies (e.g. fixed batteries) available and

thus need to replenish energy from the signals sent by the AP in the DL. However, we assume that an energy

storage device (ESD) in the form of rechargeable battery or super-capacitor is still equipped at each user terminal

to store the energy harvested from received RF signals for future use. In particular, we adopt the “harvest-then-

transmit” protocol proposed in [6], as shown in Fig. 3, whichis described as follows. In each block, during

the first τT (0 < τ < 1) amount of time, the AP broadcasts energy signals in the DL totransfer energy to

all Uk ’s simultaneously, while in the remaining(1 − τ)T amount of time of the block, allUk ’s transmit their

independent information to the AP simultaneously in the UL by SDMA using their harvested energy from the DL.

For convenience, we normalizeT = 1 in the rest of this paper without loss of generality.

More specifically, during the DL phase, the AP transmits withl energy beams to broadcast energy to allUk’s,

as shown in Fig. 2(a), wherel can be an arbitrary integer that is no larger thanM . The baseband transmit signal

x0 is thus expressed as

x0 =

l
∑

i=1

vis
dl
i , (1)

wherevi ∈ CM×1 denotes theith energy beam, andsdli is its energy-carrying signal. It is assumed thatsdli ’s are

independent and identically distributed (i.i.d.) random variables (RVs) with zero mean and unit variance. Then the

transmit power of the AP in the DL can be expressed asE[‖x0‖2] =
∑l

i=1 ‖vi‖2. Suppose that the AP has a

transmit sum-power constraintPsum; thus, we have
∑l

i=1 ‖vi‖2 ≤ Psum. The received signal in the DL atUk is

then expressed as (by ignoring the receiver noise that is in practice negligible for energy receivers)

yk = gH
k x0 = gH

k

l
∑

i=1

vis
dl
i , k = 1, · · · ,K. (2)

Due to the broadcast nature of wireless channels, the energycarried by alll energy beams, i.e.,vi’s (i = 1, · · · , l),

can be harvested at eachUk. As a result, the harvested energy ofUk in the DL can be expressed as

Ek = ǫτE[|yk|2] = ǫτ

l
∑

i=1

|gH
k vi|2, k = 1, · · · ,K, (3)

where0 < ǫ ≤ 1 denotes the energy harvesting efficiency at the receiver. Define V = {v1, · · · ,vl}. Then, the

average transmit power available forUk in the subsequent UL phase of information transmission is given by

P̄k(V , τ) =
Ek − Ec

k

1− τ
=

ǫτ
l
∑

i=1
|gH

k vi|2 − Ec
k

1− τ
, k = 1, · · · ,K, (4)

whereEc
k ≥ 0 denotes the circuit energy consumption atUk which is assumed to be constant over blocks. For

convenience, we assumeEc
k = 0, ∀k, in the sequel to focus on transmit power for UL information transmission.
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Notice that thanks to multiple antennas equipped at the AP, we can schedule the UL transmit power at eachUk

via a proper selection of the DL energy beams inV , which is not possible in a single-input single-output (SISO)

WPCN with single-antenna AP as considered in [6].

Next, in the UL phase, eachUk utilizes its harvested energy in the previous DL phase to transmit information

to the AP, as shown in Fig. 2(b). The transmit signal ofUk in the UL is then expressed as

xk =
√
pks

ul
k , k = 1, · · · ,K, (5)

wheresulk ’s denote the information-carrying signals ofUk ’s, which are assumed to be i.i.d. circularly symmetric

complex Gaussian (CSCG) RVs with zero mean and unit variance, denoted bysulk ∼ CN (0, 1), ∀k, andpk denotes

the transmit power ofUk. Note thatpk ≤ P̄k(V , τ), ∀k. The received signal at the AP in the UL is then expressed

as

y =

K
∑

k=1

hkxk + n =

K
∑

k=1

hk
√
pks

ul
k + n, (6)

wheren ∈ CM×1 denotes the receiver additive white Gaussian noise (AWGN).It is assumed thatn ∼ CN (0, σ2I).

In this paper, we assume that the AP employs linear receiversto decodesulk ’s in the UL. Specifically, letwk ∈

CM×1 denote the receive beamforming vector for decodingsulk , k = 1, · · · ,K. Definep = [p1, · · · , pK ]T and

W = {w1, · · · ,wK}. Then, the signal-to-interference-plus-noise ratio (SINR) for decodingUk ’s signal is expressed

as

γk(p,wk) =
pk‖wH

k hk‖2

wH
k

(

∑

j 6=k

pjhjh
H
j + σ2I

)

wk

, k = 1, · · · ,K. (7)

Thus, the achievable rate (in bps/Hz) for the UL informationtransmission ofUk can be expressed as

Rk = (1− τ) log2(1 + γk(p,wk)) = (1− τ) log2













1 +
pk‖wH

k hk‖2

wH
k

(

∑

j 6=k

pjhjh
H
j + σ2I

)

wk













, ∀k. (8)

Notice that there exists a non-trivial trade-off in determining the optimal DL-UL time allocationτ to maximize

Rk since to increase the transmit powerpk, more time should be allocated to DL energy transfer according to (4),

while this will reduce the UL information transmission timefrom (8).

III. PROBLEM FORMULATION

In this paper, we are interested in maximizing the minimum (max-min) throughput of allUk ’s in each block by

jointly optimizing the time allocationτ , the DL energy beamsV , the UL transmit power allocationp and receive
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beamforming vectorsW , i.e.,

Maximize
τ,p,W ,V

min
1≤k≤K

(1− τ) log2 (1 + γk(p,wk))

Subject to 0 < τ < 1,

pk ≤ P̄k(V , τ), ∀k,
l
∑

i=1

‖vi‖2 ≤ Psum. (9)

It is worth noting that the number of energy beams, i.e.,l, is a design variable in problem (9). After the DL energy

beamforming solutionV is obtained, we can set the optimal value ofl as the number of columns inV .

Problem (9) is non-convex due to the coupled design variables in the objective function as well as the UL

transmit power constraints. Note that if we fixτ = τ̄ andV = V̄ , then problem (9) reduces to the following UL

SINR balancing problem with the users’ individual power constraints.

Maximize
p,W

min
1≤k≤K

γk(p,wk)

Subject to pk ≤ P̄k(V̄ , τ̄ ), ∀k. (10)

The above problem has been solved in the literature. For example, in [10] problem (10) was decoupled intoK

subproblems, each with one individual user power constraint and thus solvable by the non-negative matrix theory

based algorithm proposed in [7]. In the following two sections, we propose both optimal and suboptimal algorithms

to solve problem (9), respectively.

IV. OPTIMAL SOLUTION

In this section, we propose to solve problem (9) optimally via a two-step procedure as follows. First, by fixing

τ = τ̄ , 0 < τ̄ < 1, problem (9) reduces to the following problem.

Maximize
p,W ,V

min
1≤k≤K

γk(p,wk)

Subject to pk ≤ P̄k(V , τ̄ ), ∀k,
l
∑

i=1

‖vi‖2 ≤ Psum. (11)

Let g(τ̄ ) denote the optimal value of problem (11) with any givenτ̄ . The optimal value of problem (9) can then

be obtained as

R∗ = max
0<τ̄<1

(1− τ̄) log2(1 + g(τ̄ )). (12)

To summarize, problem (9) can be solved in the following two steps: First, given anȳτ , we solve problem (11) to

find g(τ̄ ); then, we solve problem (12) to find the optimalτ̄∗ by a simple one-dimension search over0 < τ̄ < 1.
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In the rest of this section, we thus focus on solving problem (11) with givenτ̄ . It is worth noting that as will be

shown later in the numerical results in Section VI, with the optimal solution to problem (11) for certain̄τ , denoted

by (p∗,W ∗,V ∗), the users’ individual power constraints in (11) are not necessarily all tight, i.e., there may exist

somek’s such thatp∗k < P̄k(V
∗, τ̄ ). This indicates that power control is in general needed in the UL information

transmission since the optimal strategy for each user is notto always transmit with its maximum available power

using the harvested energy from the DL power transfer.

By introducing a common SINR requirementγ for all Uk ’s, problem (11) can be reformulated as the following

problem.

Maximize
p,W ,V ,γ

γ

Subject to γk(p,wk) ≥ γ, ∀k,

pk ≤ P̄k(V , τ̄ ), ∀k,
l
∑

i=1

‖vi‖2 ≤ Psum. (13)

Note that even if we fixV = V̄ in problem (13), which reduces to the well-known SINR balancing problem given

in (10), this problem in general is still non-convex overp, W andγ, and as a result its optimal solution cannot

be obtained by convex optimization techniques [16]. However, the non-negative matrix theory [8], [9] has been

used in e.g., [7], [10], and [11] to obtain the optimal solution to problem (10). By extending the results in [7],

[10], and [11], in the following we present an efficient algorithm to solve problem (13) with the joint DL energy

beamforming optimization based on the non-negative matrixtheory.

First, we transform the SINR balancing problem given in (13)into an equivalent spectral radius minimization

problem, where the spectral radius of a matrixB, denoted byρ(B), is defined as its maximum eigenvalue in

absolute value [8], [9]. DefineD(W ) = Diag
{

1
‖wH

1 h1‖2
, · · · , 1

‖wH
KhK‖2

}

, σ(W ) = [(1− τ̄)σ2‖w1‖2, · · · , (1−

τ̄)σ2‖wK‖2]T , and theK ×K non-negative matrixΨ(W ) as

[Ψ(W )]k,j =

{

‖wH
k hj‖2, k 6= j

0, k = j,

where[Ψ(W )]k,j denotes the entry on thekth row andjth column ofΨ(W ). Furthermore, define

Ak(W ,V ) =





D(W )Ψ(W ) D(W )σ(W )
eT

kD(W )Ψ(W )

P̄k(V ,τ̄)

eT
kD(W )σ(W )

P̄k(V ,τ̄)



 , ∀k, (14)

whereek ∈ CK×1 denotes a vector with itskth component being1, and all other components being0. Then we

have the following theorem.
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Theorem 4.1: Given any feasibleW and V , the optimal SINR balancing solution to problem (13) can be

expressed as

γ(W ,V ) =
1

max
1≤k≤K

ρ(Ak(W ,V ))
. (15)

Furthermore, definek∗ = arg max
1≤k≤K

ρ(Ak(W ,V )), and

(

p

1

)

as the dominant eigenvector ofAk∗(W ,V )

corresponding toρ(Ak∗(W ,V )), thenp is the optimal power solution to problem (13) to achieveγ(W ,V ) given

W andV .

Proof: Please refer to Appendix A.

Theorem 4.1 implies that problem (13) is equivalent to the following spectral radius minimization problem.

Minimize
W ,V

max
1≤k≤K

ρ(Ak(W ,V ))

Subject to

l
∑

i=1

‖vi‖2 ≤ Psum. (16)

Next, we propose an iterative algorithm to solve problem (16) by applying the alternating optimization technique

[7]. Specifically, by fixing the UL receive beamformingW = W̄ , we first optimize the DL energy beamforming

V by solving the following DL problem:

Minimize
V

max
1≤k≤K

ρ(Ak(W̄ ,V ))

Subject to

l
∑

i=1

‖vi‖2 ≤ Psum. (17)

Let V̄ denote the optimal solution to problem (17), then by fixingV = V̄ , we optimizeW by solving the

following UL problem:

Minimize
W

max
1≤k≤K

ρ(Ak(W , V̄ )). (18)

The above procedure is iterated until bothW andV converge.

First, consider problem (17). For convenience, defineX(W̄ ) = D(W̄ )Ψ(W̄ ), andy(W̄ ) = D(W̄ )σ(W̄ ) =

[y1(W̄ ), · · · , yK(W̄ )]T . Furthermore, let[X(W̄ )]i,j denote the entry on theith row andjth column ofX(W̄ ),

and [eTkX(W̄ )]j denote thejth entry ofeTkX(W̄ ), ∀k. Then we have the following proposition.
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Proposition 4.1: Problem (17) is equivalent to the following problem:

Minimize
S,q̃,θ̃

e(θ̃)

Subject to

K
∑

j=1

[X(W̄ )]i,je
q̃j−q̃i−θ̃ + yi(W̄ )eq̃K+1−q̃i−θ̃ ≤ 1, 1 ≤ i ≤ K,

K
∑

j=1

[eTkX(W̄ )]je
q̃j−q̃K+1−θ̃ + eTk y(W̄ )e−θ̃ ≤ ǫτ̄Tr(GkS)

1− τ̄
, 1 ≤ k ≤ K,

Tr(S) ≤ Psum,

S � 0, (19)

whereS =
∑l

i=1 viv
H
i , andGk = gkg

H
k , ∀k.

Proof: Please refer to Appendix B.

Thanks to the fact thatAk(W̄ ,V )’s are all non-negative matrices, problem (19) is a convex optimization

problem, which thus can be efficiently solved by CVX [17]. LetS̄ denote the optimal covariance solution to

problem (19); then the optimall = rank(S̄) number of DL energy beams, i.e.,̄V = {v̄1, · · · , v̄l}, for problem

(17) can be obtained by computing the eigenvalue decomposition (EVD) of S̄.

Next, consider problem (18). Since this problem has been solved by [10], we refer the readers to the algorithm

given in Table IV of [10] for the solution.

Last, by iteratively solving problems (17) and (18), we can solve problem (16), for which the overall algorithm

is summarized in Table I. Since the objective value of problem (16) is increased after each iteration, a monotonic

convergence can be guaranteed for Algorithm I. However, since problem (16) is a non-convex optimization problem,

in general whether the converged solution is globally optimal to problem (16) remains unknown. In the following

theorem, we show the global convergence of Algorithm I.

TABLE I

ALGORITHM I: ALGORITHM FOR SOLVING PROBLEM (16)

a) Initialize a feasibleV (1) and updateW (1) via the algorithm in Table IV of [10]. Setρ(1) = max
1≤k≤K

ρ(Ak(W
(1),V (1))) andn = 1;

b) repeat

1) n = n+ 1;

2) DL: fix W = W (n−1) and updateV (n) by solving problem (19);

3) UL: fix V = V (n) and updateW (n) via the algorithm in Table IV of [10];

4) Setρ(n) = max
1≤k≤K

ρ(Ak(W
(n),V (n)));

c) until ρ(n−1)
− ρ(n) < ε, whereε is a small positive number to control the algorithm accuracy.

Theorem 4.2: Algorithm I converges to the globally optimal solution to problem (16).
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Proof: Please refer to Appendix C.

Due to the equivalence between problems (13) and (16) shown in Theorem 4.1, Theorem 4.2 implies that we can

apply Algorithm I to obtain the optimal solution to problem (13). LetW ∗ andV ∗ denote the optimal solution to

problem (16) obtained by Algorithm I. We definek∗ = arg max
1≤k≤K

ρ(Ak(W
∗,V ∗)). Then, according to Theorem

4.1, the optimal value of problem (13),γ∗, is equal to 1
ρ(Ak∗ (W ∗

,V ∗

))
, and the optimal power solutionp∗ can be

obtained from the dominant eigenvector ofAk∗(W ∗,V ∗), i.e.,

(

p∗

1

)

.

V. SUBOPTIMAL DESIGN

In the previous section, we propose the optimal algorithm tosolve problem (9) based on the techniques

of alternating optimization and non-negative matrix theory. Note that the optimal algorithm requires a joint

optimization of the DL energy beamsV and the UL transmit power allocationp plus receive beamforming

W . Moreover, the optimal time allocation forτ needs to be obtained by an exhaustive search. In this section, we

propose two suboptimal solutions for problem (9) under the assumption that the number of users is no larger than

that of antennas at the AP, i.e.,K ≤M ; hence, in the UL, the AP can employ the suboptimal ZF-based receivers

(instead of MMSE-based receivers in the optimal algorithms) to completely eliminate the inter-user interference,

which simplifies the design as shown next.

DefineH−k = [h1, · · · ,hk−1,hk+1, · · · ,hK ]H , k = 1, · · · ,K, which constitutes all the UL channels excepthk.

Then with ZF-based receivers in the UL, we aim to solve problem (9) with the additional constraints:H−kwk = 0,

∀k. Let the singular value decomposition (SVD) ofH−k be denoted as

H−k = XkΛkY
H
k = XkΛk[Ȳ k Ỹ k]

H , (20)

whereXk ∈ C(K−1)×(K−1) andY k ∈ CM×M are unitary matrices, andΛk is a (K−1)×M rectangular diagonal

matrix. Furthermore,̄Y k ∈ CM×(K−1) andỸ k ∈ CM×(M−K+1) consist of the firstK−1 and the lastM −K+1

right singular vectors ofH−k, respectively. Note that̃Y k forms an orthogonal basis for the null space ofH−k,

thuswk must be in the following form:wk = Ỹ kw̃k, ∀k, wherew̃k is an arbitrary(M −K + 1) × 1 complex

vector of unit norm. It can be shown that to maximize the rate of Uk, w̃k should be aligned to the same direction

as the equivalent channel̃Y
H

k hk. Thus, we have

wZF
k =

Ỹ kỸ
H

k hk

‖Ỹ H

k hk‖
, k = 1, · · · ,K. (21)

Note that unlike the MMSE-based receivers in Section IV, theabove ZF receivers are not related top and hence

do not depend onV andτ .
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With the ZF receivers given in (21), the throughput ofUk given in (8) reduces to

RZF
k = (1− τ) log2

(

1 +
h̃kpk
σ2

)

, k = 1, · · · ,K, (22)

where h̃k = ‖Ỹ H

k hk‖2 denotes the power of the equivalent UL channel forUk. Based on the achievable rate

expression given in (22) with ZF receive beamforming, we further propose two suboptimal solutions to obtainτ ,

p, andV for problem (9) in the following two subsections, respectively.

A. Suboptimal Solution 1

With (22), problem (9) reduces to

Maximize
τ,p,V

min
1≤k≤K

(1− τ) log2

(

1 +
h̃kpk
σ2

)

Subject to 0 < τ < 1,

pk ≤ P̄k(V , τ), ∀k,
l
∑

i=1

‖vi‖2 ≤ Psum. (23)

Define p̃k = (1− τ)pk, ∀k, andS̃ = τ
∑l

i=1 viv
H
i . By introducing a common throughput requirementR̄, problem

(23) can be transformed into the following equivalent problem.

Maximize
τ,p̃,

˜S,R̄

R̄

Subject to (1− τ) log2

(

1 +
h̃kp̃k

(1− τ)σ2

)

≥ R̄, ∀k,

0 < τ < 1,

p̃k ≤ ǫTr(GkS̃), ∀k,

Tr(S̃) ≤ τPsum, (24)

wherep̃ = {p̃1, · · · , p̃K}.

Problem (24) can be shown to be convex, and thus it can be solved efficiently by e.g., the interior-point method

[16]. Let τ (1), p̃(1), S̃
(1)

andR̄(1) denote the optimal solution to problem (24). Then the optimal power allocation

solution to problem (23) can be obtained asp(1)k = p̃
(1)
k /(1 − τ (1)), and the optimall(1) = rank(S̃

(1)
) number of

energy beamsv(1)
i ’s can be obtained by the EVD of̃S

(1)
/τ (1).

B. Suboptimal Solution 2

Problem (23) still requires a joint optimization ofV , τ andp. To further reduce the complexity, in this subsection

we propose another suboptimal solution for problem (23) by separating the optimization of DL energy beamforming
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and UL power allocation. First, the DL energy beamsvi’s are obtained by solving the following weighted sum-

energy maximization problem.

Maximize
V

K
∑

k=1

αkǫ

(

l
∑

i=1

|gH
k vi|2

)

Subject to

l
∑

i=1

‖vi‖2 ≤ Psum, (25)

whereαk ≥ 0 denotes the energy weight forUk. Note that intuitively, to guarantee the rate fairness among the

users, in the DL we should transfer more energy to users with weaker channels (e.g., more distant from the AP)

by assigning them with higher energy weights. Therefore, wepropose the following energy weight assignment

rule that takes the doubly near-far effect into account:αk = 1/(h̃k‖gk‖2), k = 1, · · · ,K. Let ψ andη denote the

maximum eigenvalue and its corresponding unit-norm eigenvector of the matrix
∑K

k=1 αkǫGk, respectively. From

[19], the optimal value of problem (25) given a set ofαk’s is then obtained asEmax = ψPsum, which is achieved

by l(2) = 1 andv(2)
1 =

√
Psumη, i.e., only one energy beam is used. Next, by substitutingv

(2)
1 into problem (23),

the corresponding optimal time allocationτ (2) and power allocationp(2) can be obtained by solving the following

problem:

Maximize
τ,p̃,R̄

R̄

Subject to (1− τ) log2

(

1 +
h̃kp̃k

(1− τ)σ2

)

≥ R̄, ∀k,

0 < τ < 1,

p̃k ≤ ǫτ‖gH
k v

(2)
1 ‖2, ∀k. (26)

It is worth noting that allUk’s should transmit at full power in the UL in this case since they cause no interference

to each other due to the ZF receivers used at the AP. As a result, without loss of generality we can substitute

p̃k = ǫτ‖gH
k v

(2)
1 ‖2 into problem (26) to remove the variablẽp, which results in the following equivalent problem:

Maximize
τ,R̄

R̄

Subject to (1 − τ) log2

(

1 +
h̃kǫ‖gH

k v
(2)
1 ‖2τ

(1− τ)σ2

)

≥ R̄, ∀k,

0 < τ < 1. (27)

It can be shown that(1− τ) log2

(

1 + h̃kǫ‖gH
k v

(2)
1 ‖2τ/(1− τ)σ2

)

is a concave function over0 < τ < 1, and

thus problem (27) is a convex optimization problem, which can be solved efficiently by the interior-point method

[16]. Alternatively, we can apply the bisection method [16]to search for the optimal̄R, while with givenR̄, the
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optimal time allocationτ can be efficiently obtained by solving a convex feasibility problem, for which the details

are omitted here for brevity.

VI. N UMERICAL RESULTS

In this section, we provide numerical examples to validate our results. We consider a multi-antenna WPCN in

which the AP is equipped withM = 6 antennas, and there areK = 4 users.2 We setPsum = 1Watt (W) or

30dBm, ǫ = 50%, andσ2 = −50dBm. The distance-dependent pass loss model is given by

Lk = A0

(

dk
d0

)−α

, k = 1, · · · ,K, (28)

whereA0 is set to be10−3, dk denotes the distance betweenUk and AP,d0 is a reference distance set to be

1m, andα is the path loss exponent set to be3. Moreover, we assume that the channel reciprocity holds forthe

UL and DL channels, i.e.,hk = gk, ∀k. The channel vectorsgk ’s are generated from independent Rician fading.

Specifically,gk is expressed as

gk =

√

KR

1 +KR
gLOS
k +

√

1

1 +KR
gNLOS
k , ∀k, (29)

wheregLOS
k ∈ CM×1 is the line of sight (LOS) deterministic component,gNLOS

k ∈ CM×1 denotes the Rayleigh

fading component consisting of i.i.d. CSCG RVs with zero mean and unit covariance, andKR is the Rician factor

set to be 3. Note that for the LOS component, we use the far-field uniform linear antenna array model with

gLOS
k = [1 ejθk ej2θk . . . ej(Nt−1)θk ]T with θk = −2πdan sin(ϕk)

λ
, wheredan is the spacing between successive

antenna elements at the AP,λ is the carrier wavelength, andϕk is the direction ofUk to the AP. We setdan = λ
2 ,

and{ϕ1, ϕ2, ϕ3, ϕ4} = {−45o,−15o, 15o, 45o}. The average power ofgk is then normalized byLk in (28).

A. Optimal Solution

In this subsection, we investigate the performance of the optimal solution proposed in Section IV. In this

numerical result, we setd1 = 1m, d2 = 1.4m, d3 = 1.8m, and d4 = 2m. Specifically, the channels̄H =

[h1, · · · ,h4] andḠ = [g1, · · · ,g4] are given by

H̄ = Ḡ

=

























0.0082 + 0.0085i 0.01371 − 0.0022i 0.0133 + 0.0077i 0.0081 − 0.0004i

0.0021 + 0.0110i 0.0383 + 0.0125i 0.0162 + 0.0061i 0.0113 − 0.0051i

−0.0246 − 0.0104i 0.0172 + 0.0271i 0.0236 + 0.0125i 0.0003 − 0.0136i

−0.0184 − 0.0174i −0.0364 + 0.0023i 0.0194 + 0.0031i −0.0131 − 0.0110i

0.0411 + 0.0017i −0.0371 − 0.0106i −0.0032 − 0.0064i −0.0161 + 0.0009i

−0.0002 + 0.0516i −0.0172 − 0.0160i 0.0202 − 0.0014i −0.0151 + 0.0075i

























. (30)

2Note thatK ≤ M holds in our example; thus, the two ZF receiver based solutions in Section V are both feasible.
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Fig. 4. RMMSE(τ̄ ) versusRZF(τ̄).

First, we investigate the impact ofτ on the max-min throughput amongUk’s. LetRMMSE(τ̄ ) denote the max-min

throughput achieved by MMSE receivers given the time allocation τ̄ . For the purpose of comparison, we also study

the max-min throughput achieved by ZF receivers, denoted byRZF(τ̄). Note thatRMMSE(τ̄) = (1 − τ̄) log2(1 +

g(τ̄ )). Also note thatRZF(τ̄ ) can be obtained by solving problem (23) withτ = τ̄ . Fig. 4 showsRMMSE(τ̄) versus

RZF(τ̄ ) over 0 < τ̄ < 1. It is observed that bothRMMSE(τ̄) andRZF(τ̄ ) are first increasing and then decreasing

over τ̄ . The reason is as follows. It can be observed from (8) that when τ̄ is small, the available transmit power

for users given in (4) is the dominant factor and thus increasing τ increases the DL energy transfer time and hence

the UL transmit power and throughput. However, whenτ̄ becomes large, the UL transmission time becomes the

limiting factor and as a result increasingτ decreases the UL transmission time and thus the throughput.It is also

observed that MMSE receiver achieves higher throughput than ZF receiver for any given̄τ .

Next, we study the performance of the optimal solutions to problem (13) proposed in Section IV withτ = 0.5.

Fig. 5 shows the convergence performance of Algorithm I withdifferent initial points ofV . Specifically, two initial

points ofV are obtained by solving problem (25) withαk = 1 andαk = 1/‖hk‖2‖gk‖2, ∀k, respectively. It is

observed that Algorithm I does converge to the optimal solution in only 4-5 iterations for both initial points. It is

also observed that the initial point ofV obtained by settingαk = 1/‖hk‖2‖gk‖2, ∀k, in problem (25) is better

than that obtained by settingαk = 1, ∀k, to make Algorithm I converge faster. The reason is as follows. When

we fix αk = 1, ∀k, in problem (25), in the DL the users more far away from the AP tend to be allocated with

less energy, i.e., incurring the doubly near-far effect in the WPCN. However, by settingαk = 1/‖hk‖2‖gk‖2, ∀k,

the users with poorer channels are assigned with higher priority in the DL power transfer, and thus have more
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TABLE II

P̄k(V
∗, τ = 0.5) VERSUSp∗k

User Indexk P̄k(V
∗, τ = 0.5) (mW) p∗k (mW)

1 0.4913 0.0846

2 0.6869 0.0987

3 0.3168 0.2547

4 0.6199 0.6199

transmit power in the UL information transmission.

Furthermore, to illustrate whether power control is neededin the UL information transmission, i.e., each user

transmits at maximum power or not using the energy harvestedfrom the DL power transfer, we show the values

of P̄k(V
∗, τ = 0.5) versusp∗k, ∀k, in Table II, wherep∗ andV ∗ denote the optimal solution to problem (13)

with τ = 0.5. It is observed that the three users that are nearer to the AP,i.e.,U1, U2 andU3, should not transmit

at maximum power, and thus in general given the optimal DL energy beamsV ∗, UL power control is needed to

maximize the minimum SINR of all users in problem (13).

Last, we study the impact of the number of antennas at the AP onthe max-min throughput performance. In

this example, we activate one more antenna among theM = 6 antennas at each time. Fig. 6 shows the max-min

throughput achieved by the optimal solution in Section IV versus the number of active antennas at the AP. Note

that for the case when there is only one active antenna at the AP, since spatial transmit/receive beamforming cannot

be utilized, we adopt the TDMA based solution proposed in [6]for the SISO WPCN. It is observed from Fig. 6

that the max-min throughput increases significantly with the number of active antennas at the AP.
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Fig. 7. Performance comparison between the optimal and suboptimal solutions.

B. Suboptimal Solution

In this subsection, we compare the max-min throughput by theoptimal solution in Section IV with MMSE

receivers and the two suboptimal solutions in Section V withZF receivers. In this example, it is assumed that all

users are of the same distance to the AP, i.e.,dk = d, ∀k. Fig. 7 shows the max-min throughput overd. For the

purpose of comparison, we also plot the max-min throughout achieved by solving problem (27) where the energy

beamsV are randomly generated rather than obtained via solving problem (25). It is observed that the throughput

decays drastically asd increases for all optimal and suboptimal solutions. It is also observed that for all values of

d, the throughput by MMSE receiver outperforms those of the three suboptimal solutions by ZF receiver. However,
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whend is small, it is observed that both Suboptimal Solutions 1 and2 with ZF receiver achieve the throughput

very close to the optimal solution with MMSE receiver. This is because in this case the available power for UL

transmission is large for allUk ’s, and thus ZF receiver is asymptotically optimal with highsignal-to-noise ratio

(SNR). Furthermore, it is observed that with ZF receiver, Suboptimal Solution 2 performs very close to Suboptimal

Solution 1, although it is based on separate optimizations of DL energy beamforming and UL power allocation to

achieve lower complexity. However, if the energy beams are randomly generated instead of via solving problem

(25), there is a significant loss in the achieved max-min throughput observed with ZF receiver.

VII. C ONCLUSION

This paper has studied a wireless powered communication network (WPCN) with multi-antenna AP and single-

antenna users. Under a harvest-then-transmit protocol, the minimum throughput among all users is maximized by

a joint optimization of the DL-UL time allocation, DL energybeamforming, and UL transmit power allocation

plus receive beamforming. We solve this problem optimally via a two-stage algorithm. First, we fix the DL-UL

time allocation and propose an efficient algorithm to obtainthe corresponding optimal DL energy beamforming

and UL power allocation plus receive beamforming solution based on the techniques of alternating optimization

and non-negative matrix theory. Then, the problem is solvedby a one-dimension search over the optimal DL-UL

time allocation. Furthermore, two suboptimal solutions oflower complexity are proposed with ZF based receive

beamforming, and their performances are compared to the optimal solution.

APPENDIX

A. Proof of Theorem 4.1

First, we have the following lemma.

Lemma A.1: Given any receive beamforming vectorsW = W̄ and energy beamsV = V̄ , the corresponding

optimal power allocation̄p and SINR balancing solutionγ(W̄ , V̄ ) to problem (13) must satisfy the following two

conditions:

1. All Uk ’s, k = 1, · · · ,K, achieve the same SINR balancing value, i.e.,

γk(p̄, w̄k) = γ(W̄ , V̄ ), ∀k. (31)

2. There exists at least anUk∗ such thatp̄k∗ = P̄k∗(V̄ , τ̄ ).

Proof: First, we assume that with̄p, there exists anUk̄ such thatγk̄(p̄, w̄k̄) > γ(W̄ , V̄ ). Then, we can

decrease the transmit power ofUk̄ and at the same time keep the transmit power of all otherUk ’s, ∀k 6= k̄,

unchanged such thatUk̄’s SINR is reduced but still larger thanγ(W̄ , V̄ ). Note that this will increase each of
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otherUk ’s SINR, ∀k 6= k̄, to be larger thanγ(W̄ , V̄ ), since the interference power fromUk̄ is reduced. As a

result, the minimum SINR ofUk ’s must be larger thanγ(W̄ , V̄ ) with the new constructed power allocation, which

contradicts to the fact that̄p is the optimal power solution to problem (13). The first part of Lemma A.1 is thus

proved.

Next, we assume that with̄p, all the individual power constraints are not tight in (13),i.e., p̄k < P̄k(V̄ , τ̄ ),

∀k. In this case, defineα = min1≤k≤K P̄k(V̄ , τ̄)/p̄k > 1. Then, consider the new power solutionp̂ = αp̄, which

satisfies all the individual power constraints in problem (13). Sinceγk(βp̄, w̄k) > γk(p̄, w̄k) holds∀β > 1, ∀k,

the minimum SINR of allUk ’s must be increased with the new constructed power solutionp̂, which contradicts

to the fact that̄p is the optimal power solution to problem (13). The second part of Lemma A.1 is thus proved.

We can express (31) for allk’s in the following matrix form:

p̄
1

γ(W̄ , V̄ )
= D(W̄ )Ψ(W̄ )p̄+D(W̄ )σ(W̄ ). (32)

Therefore, given anyW = W̄ andV = V̄ , the optimal power allocation̄p and SINR balancing solutionγ(W̄ , V̄ )

to problem (13) must satisfy


















(32),

p̄k = P̄k(V̄ , τ̄ ), k = k∗, (33)

p̄k ≤ P̄k(V̄ , τ̄ ), ∀k 6= k∗. (34)

The following lemma reveals one important property for the equations given in (32) and (33).

Lemma A.2: Given any fixedW̄ and V̄ , there exists a unique solution(p̄, γ(W̄ , V̄ )) to the equations in (32)

and (33).

Proof: Note that if the sum-power constraint of all users is considered instead, a similar result to Lemma A.2

has been shown in Theorem 1 of [18]. In the following, we extend this result to the case with users’ individual power

constraints. Suppose that there exist two different solutions to equations (32) and (33), denoted by(p̄, γ(W̄ , V̄ ))

and (p̄′, γ′(W̄ , V̄ )), respectively. Define a sequence ofθk’s as θk = p̄′

k

p̄k
, ∀k. We can without loss of generality

re-arrangeθk’s in a decreasing order by

θt1 ≥ θt2 ≥ · · · ≥ θtK . (35)

Since according to (33) we havēpk∗ = p̄′k∗ = Pmax
k∗ , it follows that θk∗ = 1 must hold. Hence,θt1 ≥ θk∗ = 1.

Moreover, in (35), at least one inequality must hold with a strict inequality sign because otherwiseθk = 1, ∀k,

which then implies that only one unique solution to equations (32) and (33) exists. Next, we derive the SINR
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balancing value ofUt1 as follows:

γ′t1(p̄
′, w̄′

t1) =
p̄′t1‖w̄H

t1
ht1‖2

w̄H
t1

(

∑

j 6=t1

p̄′jhjh
H
j + σ2I

)

w̄t1

=
p̄t1‖w̄H

t1ht1‖2

w̄H
t1

(

∑

j 6=t1

p̄jhjh
H
j

θj
θt1

+ σ2I 1
θt1

)

w̄t1

>
p̄t1‖w̄H

t1
ht1‖2

w̄H
t1

(

∑

j 6=t1

p̄jhjh
H
j + σ2I

)

w̄t1

= γt1(p̄, w̄t1). (36)

Based on (31), we have

γ′(W̄ , V̄ ) = γ′t1(p̄
′, w̄′

t1
) > γt1(p̄, w̄t1) = γ(W̄ , V̄ ). (37)

Similarly, we can show thatγ′tK (p̄
′, w̄′

tK
) < γtK (p̄, w̄tK ), which yields

γ′(W̄ , V̄ ) = γ′tK (p̄
′, w̄′

tK ) < γtK (p̄, w̄tK ) = γ(W̄ , V̄ ). (38)

Since (37) and (38) contradict to each other, there must exist one unique solution to equations (32) and (33).

Lemma A.2 is thus proved.

According to Lemma A.2, there exists a unique solution(p̄, γ(W̄ , V̄ )) to equations (32) and (33); hence, this

solution must be the unique solution that can satisfy (32), (33), and (34) simultaneously, and thus is optimal to

problem (13). This indicates that given anȳW andV̄ , to find the corresponding optimal power and SINR balancing

solution to problem (13), it is sufficient to study the uniquesolution to equations (32) and (33).

Next, we further investigate the properties of equations (32) and (33). By multiplying both sides of (32) byeTk∗,

we have

eTk∗p̄

γ(W̄ , V̄ )
=
P̄k∗(V̄ , τ̄)

γ(W̄ , V̄ )
= eTk∗D(W̄ )Ψ(W̄ )p̄+ eTk∗D(W̄ )σ(W̄ ). (39)

Therefore, by combining (32) and (39), it follows that

1

γ(W̄ , V̄ )
p̄ext = Ak∗(W̄ , V̄ )p̄ext, (40)

wherep̄ext =

(

p̄

1

)

andAk∗(W̄ , V̄ ) is given in (14) withk = k∗.

According to Perron-Frobenius theory [8], for any nonnegative matrix, there is at least one positive eigenvalue and

the spectral radius of the matrix is equal to the largest positive eigenvalue. Furthermore, according to Lemma A.2,
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there is only one strictly positive eigenvalue to matrixAk∗(W̄ , V̄ ). Accordingly, it follows from (40) that given

W̄ andV̄ , the inverse of the optimal SINR balancing solution1/γ(W̄ , V̄ ) is the spectral radius ofAk∗(W̄ , V̄ ).

In other words, we have

γ(W̄ , V̄ ) =
1

ρ(Ak∗(W̄ , V̄ ))
. (41)

GivenW̄ andV̄ , (41) relates the optimal SINR balancing solution of problem (13) to the spectral radius of the

matrix Ak∗(W̄ , V̄ ). Finally, we findk∗ as follows. Note that the optimal power allocationp̄ and SINR balancing

solution γ(W̄ , V̄ ) to problem (13) satisfy (32), (33), and (34). We express the above conditions intoK sets of

conditions, with thekth set of conditions given by
{

(32),

p̄k ≤ Pk(V̄ , τ̄).
(42)

By multiplying both sides of (32) byeTk , the power constraint forUk can be further expressed as

P̄k(V̄ , τ̄)

γ(W̄ , V̄ )
≥ eTk p̄

γ(W̄ , V̄ )
= eTkD(W̄ )Ψ(W̄ )p̄+ eTkD(W̄ )σ(W̄ ). (43)

Therefore, (42) can be equivalently expressed in the matrixform as

1

γ(W̄ , V̄ )
p̄ext ≥ Ak(W̄ , V̄ )p̄ext. (44)

Note that (44) holds regardless ofk.

Lemma A.3: [9, Theorem 1.6] LetB be a non-negative irreducible matrix,λ a positive number, andx ≥ 0,

6= 0, a vector satisfying

λx ≥ Bx

thenρ(B) ≤ λ. Moreover,ρ(B) = λ if and only if λx = Bx, and in this casex is the dominant eigenvector of

B.

According to Lemma A.3, it follows from (44) that

1

γ(W̄ , V̄ )
≥ ρ(Ak(W̄ , V̄ )), ∀k. (45)

(45) implies that 1

γ(W̄ ,V̄ )
≥ max

1≤k≤K
ρ(Ak(W̄ , V̄ )). According to (41), we have

k∗ = arg max
1≤k≤K

ρ(Ak(W̄ , V̄ )). (46)

By combining (41) and (46), (15) is proved. Moreover, according to (40), if p̄ext =

(

p̄

1

)

is the dominant

eigenvector ofAk∗(W̄ , V̄ ), then p̄ is the optimal power solution to problem (13) given̄W and V̄ . Theorem 4.1

is thus proved.
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B. Proof of Proposition 4.1

Consider the following problem:

Minimize
V ,q,θ

θ

Subject to Ak(W̄ ,V )q ≤ θq, ∀k,

q > 0,

l
∑

i=1

‖vi‖2 ≤ Psum, (47)

whereq = [q1, · · · , qK+1]
T . According to Lemma A.3, the first set ofK constraints andq > 0 indicate that any

feasible solution(V , q, θ) to problem (47) satisfiesθ ≥ ρ(Ak(W̄ ,V )), ∀k. In other words, the minimumθ equals

to max
1≤k≤K

ρ(Ak(W̄ ,V )). As a result, problem (47) is equivalent to problem (17). It can be shown that problem

(47) can be further expressed in the following form:

Minimize
S,q,θ

θ

Subject to

K
∑

j=1

[X(W̄ )]i,j
qj
qiθ

+ yi(W̄ )
qK+1

qiθ
≤ 1, 1 ≤ i ≤ K,

K
∑

j=1

[eTkX(W̄ )]j
qj

qK+1θ
+ eTk y(W̄ )

1

θ
≤ ǫτ̄Tr(GkS)

1− τ̄
, 1 ≤ k ≤ K,

Tr(S) ≤ Psum,

S � 0. (48)

For any scalarb > 0, let b̃ = log b. Moreover, definẽq = [log q1, · · · , log qK+1]
T , ∀k. Then, it can be shown

that problem (48) is equivalent to problem (19). Proposition 4.1 is thus proved.

C. Proof of Theorem 4.2

Let (W̃ , Ṽ ) denote the solution obtained by Algorithm I. According to Algorithm I, (W̃ , Ṽ ) satisfies: 1. Given

V = Ṽ , W̃ is the optimal solution to problem (18); and 2. GivenW = W̃ , Ṽ is the optimal solution to problem

(17). Furthermore, definẽk∗ = arg max
1≤k≤K

ρ(Ak(W̃ , Ṽ )), and p̃ext =

(

p̃

1

)

as the dominant eigenvector of the

matrix A
k̃∗
(W̃ , Ṽ ); then p̃ = (p̃1, · · · , p̃K) is the optimal power solution to problem (13) givenW = W̃ and

V = Ṽ according to Theorem 4.1.

Lemma A.4: [8, Corollary 8.3.3] For any non-negative irreducibleK-dimension matrixB, its spectral radius

can be expressed as

ρ(B) = max
y≥0,y 6=0

min
1≤j≤K

eTj By

eTj y
. (49)
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Let ρ∗ denote the optimal value of problem (16). According to LemmaA.4, it follows that

ρ∗ = min
W

min
V ∈V

max
1≤k≤K

max
y

k
≥0,y

k
6=0

min
1≤jk≤K+1

eTjkAk(W ,V )yk

eTjkyk

, (50)

whereV = {V |
l
∑

i=1
‖vi‖2 ≤ Psum}.

First, we assume thatyk = p̃ext, ∀k. Then definēρ∗ as

ρ̄∗ = min
W

min
V ∈V

max
1≤k≤K

min
1≤jk≤K+1

eTjkAk(W ,V )p̃ext

eTjk p̃ext

. (51)

It can be observed that̄ρ∗ is a lower bound ofρ∗, i.e., ρ̄∗ ≤ ρ∗.

According to the definition ofAk(W ,V )’s given in (14), we have

eTjkAk(W ,V )p̃ext

eTjk p̃ext

=







1
γjk

(p̃,wjk
)
, if 1 ≤ jk ≤ K,

p̃k

P̄k(V ,τ̄)
× 1

γk(p̃,wk)
, if jk = K + 1,

(52)

whereγk(p̃,wk) and P̄k(V , τ̄) are given in (7) and (4), respectively,∀k. It is worth noting thatW̃ is the optimal

MMSE receiver corresponding to the power allocationp̃, as shown in [7], [10], which maximizesγk(p̃,wk), ∀k.

As a result, according to (52), given anyV we have

eTjkAk(W̃ ,V )p̃ext

eTjk p̃ext

≤
eTjkAk(W ,V )p̃ext

eTjk p̃ext

if W 6= W̃ , ∀k, ∀jk. (53)

It then follows

min
W

max
1≤k≤K

min
1≤jk≤K+1

eTjkAk(W ,V )p̃ext

eTjk p̃ext

= max
1≤k≤K

min
1≤jk≤K+1

eTjkAk(W̃ ,V )p̃ext

eTjk p̃ext

, ∀V . (54)

Since (54) holds for allV , it follows that

ρ̄∗ = min
W

min
V ∈V

max
1≤k≤K

min
1≤jk≤K+1

eTjkAk(W ,V )p̃ext

eTjk p̃ext

= min
V ∈V

max
1≤k≤K

min
1≤jk≤K+1

eTjkAk(W̃ ,V )p̃ext

eTjk p̃ext

. (55)

Note that givenW = W̃ andV = Ṽ , p̃ext is the dominant eigenvector ofA
k̃∗
(W̃ , Ṽ ), i.e.,

A
k̃∗
(W̃ , Ṽ )p̃ext = ρ(A

k̃∗
(W̃ , Ṽ ))p̃ext. (56)

We thus haveγk(p̃, w̃k) =
1

ρ(Ak̃∗ (
˜W ,

˜V ))
, ∀k. As a result, withW = W̃ , (52) can be further simplified as

eTjkAk(W̃ ,V )p̃ext

eTjk p̃ext

=







ρ(Ak∗(W̃ , Ṽ )), if 1 ≤ jk ≤ K,
p̃k

P̄k(V ,τ̄)
× ρ(Ak∗(W̃ , Ṽ )), if jk = K + 1.

(57)

Next, consider the special case ofV = Ṽ . Since givenW̃ and Ṽ , p̃ is the optimal power solution to problem

(13), (33) and (34) must hold, i.e.,̃pk = P̄k(Ṽ , τ̄) if k = k̃∗, andp̃k ≤ P̄k(Ṽ , τ̄ ) otherwise. As a result, it follows

that

min
1≤jk≤K+1

eTjkAk(W̃ , Ṽ )p̃ext

eTjk p̃ext

=







ρ(A
k̃∗
(W̃ , Ṽ )), if k = k̃∗,

p̃k

P̄k(
˜V ,τ̄)

× ρ(A
k̃∗
(W̃ , Ṽ )), if k 6= k̃∗.

(58)
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Thus, we havemax
1≤k≤K

min
1≤jk≤K+1

eT
jk
Ak(

˜W ,
˜V )p̃

ext

eT
jk
p̃

ext

= ρ(A
k̃∗
(W̃ , Ṽ )) because p̃k

P̄k(Ṽ ,τ̄)
≤ 1 if k 6= k̃∗. According

to (55), it thus follows that

ρ̄∗ = min
V ∈V

max
1≤k≤K

min
1≤jk≤K+1

eTjkAk(W̃ ,V )p̃ext

eTjk p̃ext

≤ max
1≤k≤K

min
1≤jk≤K+1

eTjkAk(W̃ , Ṽ )p̃ext

eTjk p̃ext

= ρ(A
k̃∗
(W̃ , Ṽ )). (59)

Next, we showρ̄∗ = ρ(Ak∗(W̃ , Ṽ )) by contradiction. Assume that̄ρ∗ < ρ(A
k̃∗
(W̃ , Ṽ )). In this case, there

exists at least aV = V ′ such that max
1≤k≤K

min
1≤jk≤K+1

eT
jk
Ak(

˜W ,V
′

)p̃
ext

eT
jk
p̃

ext

< ρ(A
k̃∗
(W̃ , Ṽ )). According to (57), it

follows that p̃k < P̄k(V
′, τ̄), ∀k. This indicates that

Ak(W̃ ,V ′)p̃ext ≤ ρ(A
k̃∗
(W̃ , Ṽ ))p̃ext but 6= ρ(A

k̃∗
(W̃ , Ṽ ))p̃ext, ∀k. (60)

According to Lemma A.3, it follows from (60) thatρ(Ak(W̃ ,V ′)) < ρ(A
k̃∗
(W̃ , Ṽ )), ∀k. In other words, we have

max
1≤k≤K

ρ(Ak(W̃ ,V ′)) < ρ(A
k̃∗
(W̃ , Ṽ )), which contradicts to the fact that giveñW , Ṽ is the optimal solution

to problem (17). Therefore, we havēρ∗ = ρ(Ak∗(W̃ , Ṽ )).

Last, by combining (50) and (51), we haveρ∗ ≥ ρ̄∗ = ρ(A
k̃∗
(W̃ , Ṽ )) = max

1≤k≤K
ρ(Ak(W̃ , Ṽ )). Moreover,ρ∗ =

min
W

min
V ∈V

max
1≤k≤K

ρ(Ak(W ,V )) ≤ max
1≤k≤K

ρ(Ak(W̃ , Ṽ )) also holds. To summarize, we haveρ∗ = ρ(A
k̃∗
(W̃ , Ṽ )),

i.e., the solution(W̃ , Ṽ ) achieves the optimal value of problem (16). Theorem 4.2 is thus proved.
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