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Abstract—We analyze the uplink of coordinated multi-point 

(CoMP) networks in which cooperation can be amongst N = 2 or 

N = 3 base stations (BSs). We consider a 2-D network of BSs on a 

regular hexagonal lattice wherein the cooperation tessellates the 

2-D plane into cooperation regions (CRs); specifically, we analyze 

the impact of the interference between the CRs in the network. 

Our model accounts realistic propagation conditions, particularly 

including shadowing. We obtain accurate, closed-form, 

approximations for the user capacity coverage probability (CCP) 

and the ergodic capacity at each point within the CR. To provide 

a network-level analysis, we focus on the locations within each 

CR with the minimum CCP – “the worst-case point(s)”. The 

worst-case CCP and/or ergodic capacity can be used in 

parametric studies for network design. Here, the analysis is 

applied to obtain the relationship between cell size and CCP and, 

thereby, the required density of BSs to achieve a chosen target 

capacity coverage. The analysis also allows for a comparison 

between different orders of BS cooperation, quantifying the 

reduced required BS density from higher orders of cooperation. 

Comprehensive simulations are used to illustrate the accuracy of 

our analysis, including the approximations used for analytic 

tractability. 

 
Index Terms—coordinated multi-point, capacity constraints, 

coverage, multiuser, multiple-input multiple-output, lognormal 

shadowing 

I. INTRODUCTION 

Coordinated multi-point (CoMP) refers to a range of 

techniques that enable dynamic coordination between base 

stations (BSs) in a cellular network in order to suppress inter-

cell interference (ICI) and improve overall network 

performance (e.g., to increase capacity [1],[2]). CoMP 

techniques can be categorized into joint processing (JP) and 

coordinated scheduling/beamforming (CS/CB) [3]-[4]. Given 

a fixed number of antennas per BS, JP-CoMP provides a 

larger capacity improvement than does the CS/CB approach, 

since data is shared among multiple points for joint 

transmission [2]; JP-CoMP is, therefore, the focus of this 

paper.  

Several researchers have investigated the performance of 

JP-CoMP under many different scenarios. These are too 
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numerous to fully list here, but some representative examples 

are [5]-[24]. Of these, in [5]-[7] the authors investigate the 

behavior of JP-CoMP under different precoding methods and 

perfect channel state information (CSI). The works in [8]-[12] 

studied the effect of imperfect CSI, limited backhaul and 

limited feedback on the capacity of CoMP networks. In [13]-

[15] the authors analyze a CoMP network in the uplink with a 

centralized server for joint processing with limited backhaul 

links; here much of the work is in finding the achievable rate 

region and the rate gap to an upper bound. The uplink network 

model with joint processing at the central server is related to, 

but is different from, JP-CoMP with finite-capacity backhaul 

links deployed between the cooperating BSs. In this latter 

setting, the uplink model becomes an interference channel 

with partial receiver cooperation [16]-[17]. The analysis of 

such a network model under the Wyner model for BSs 

locations has been carried out e.g., in [18] considering 

cooperation strategies such as decode-and-forward and 

compress-and-forward. In, e.g., [19]-[23], the authors evaluate 

the performance of CoMP schemes in heterogeneous 

networks. However, they do not provide a tractable analytic 

formulation for these networks and the results are based 

largely on simulations. 

Although CoMP networks have been researched for several 

years, there are modeling aspects which justify further 

investigation since they can lead to new insights into system 

design. In a JP-CoMP network, each BS cooperates with its 

adjacent BSs with each group of cooperating BSs defining a 

cooperation region (CR). In the previous works e.g., in [5]-

[24], the joint processing system implemented across each of 

the CRs is modeled as a multiple-access channel in the uplink 

and a broadcast channel in the downlink, giving rise to the 

concept of a network multiuser multiple-input, multiple-output 

(MIMO) system [24]; interference between users within the 

CR can then be suppressed (intra-CR interference).  

The focus of this paper is to analyze the impact of inter-CR 

interference (ICRI), the interference from users in other co-

channel CRs, on the uplink of a JP-CoMP network. As far as 

the authors are aware, no one has yet analytically derived the 

impact of ICRI, the residual interference after the CoMP 

processing scheme eliminates the intra-CR interference. One 

important consideration here is that of frequency reuse – if at 

least one of the cooperating BSs is shared between two co-

channel CRs, with significant probability the desired signal 

gets corrupted by high ICRI. This is because, in an uplink 

network, the interfering users can be arbitrary close to the 
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shared BS(s) between two co-channel CRs, resulting in the 

interference dominating the desired signal. As a result, a 

suitable resource allocation scheme amongst CRs is required 

to keep co-channel CRs physically separated. 

In this paper, we account for ICRI in a JP-CoMP uplink 

network wherein BSs are located on a hexagonal grid. Our 

particular focus is on BS cooperation orders of N = 2 or N = 3. 

For these cooperation orders, a resource allocation of 

frequency reuse-6 amongst different CRs perfectly suits the 

geometry and can reduce ICRI to some extent. Our model 

allows for different path loss exponents (PLEs), network 

parameters, and realistic propagation conditions, particularly 

shadowing. We first provide, in closed-form, an expression for 

the average ICRI for the three examples of path loss exponents 

3 , 5.3  and 4 (non-integer values of the PLE 

require a single numerical integral). We then obtain accurate 

analytical approximations for the capacity coverage 

probability (CCP) and the ergodic capacity at each point of a 

CR. The CCP is the probability that an individual user can 

achieve a capacity above a chosen threshold.  

Motivated by the desire to provide network design tools, we 

focus on the location(s) within each CR with the minimum 

CCP – referred to as “the worst-case point(s)”. This work 

follows the same trend as in, but differs from, our work in [25] 

wherein ICRI is ignored and ZF receive beamforming is used 

to suppress interference between users within each CR. The 

worst-case CCP has been used, e.g. in [26]-[28], for network 

design in grid-based networks without cooperation amongst 

BSs. However, in these works, closed-form expressions were 

achieved only for a restricted case of small number of 

interfering BSs under shadowing or small-scale fading. For the 

more general cases, tractable analyses are not available and 

researchers resort to numerical integration and Monte Carlo 

simulations.  

As a design example, in this paper, the CCP at the worst-

case points is used to obtain the required density of BSs 

(equivalently, the optimal size of the cell in the grid model) to 

ensure that the achievable capacity at all points in the network 

is above a target capacity with a chosen probability (a target 

CCP). This corresponds to designing a CoMP network with a 

coverage probability guarantee. The formulation developed 

here also allows a comparison between the results of different 

orders of BS cooperation In particular, we quantify the gains 

in the reduced required BS density from increasing order of 

cooperation. 

As in other CoMP systems, a significant assumption here is 

the availability of a high-speed backhaul for information 

exchange (data, control, synchronization, CSI) between the 

BSs. We also assume perfect CSI at the BSs. Although, in 

practice, this information is estimated and quality of these 

estimations is an important consideration, this issue is a well-

trodden path, and is not considered here. In short, while we 

recognize that there is a significant overhead required to 

support the capacity that is optimized here, we do not focus on 

this overhead.  

The rest of the paper is organized as follows. Section II 

describes the JP-CoMP system model. The analysis, that is the 

central contribution of this paper, is presented in Section III; 

supporting simulation results are presented in Section IV 

including simulations to illustrate the accuracy of the 

approximations required in Section III. Section V summarizes 

and concludes the paper with some discussion. 

The notation used is conventional: matrices are represented 

using bold upper case and vectors using bold lower case 

letters; 
H)(  , and 

T)(   denote the conjugate transpose, and 

transpose, respectively. A vector )1,0(~ CNa  comprises 

independent and identically distributed (i.i.d.) zero-mean 

complex Gaussian random variables, each with unit variance. 

Q(x) represents the standard Q-function, the area under the tail 

of a standard Gaussian distribution. Finally, }{E  denotes 

expectation. 

II. COMP UPLINK SYSTEM MODEL AND INTER-CR 

INTERFERENCE 
 

A. Network Geometry 

We consider the uplink in an infinite cellular JP-CoMP 

network where BSs, each with M receive antennas, are 

arranged according to a hexagonal grid with a hexagon side 

length of d . N  adjacent BSs cooperate; this tessellates the 

service area into CRs with each grouping of N  BSs serving 

NU  users which fall in the corresponding CR. Figs. 1-(a) and 

1-(b) show sample CRs for adjacent BSs cooperating with 

1BS  in a network with cooperation order 2N  and 3N , 

respectively. In Fig. 1-(a), ),1( jCO  denotes the CR associated 

with 1BS  and jBS ; similarly in Fig. 1-(b), ),,1( kjCO  

denotes the cooperation region served by 1BS , jBS  and kBS .    
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Fig. 1 The cooperation regions associated with 1BS for: (a) cooperation order 

2N ; (b) cooperation order 3N . 

 

With 2N  ( 3N ) the area of each CR is one-third (half) 

the area of a hexagonal cell. As a result, in order to make fair 

comparison between CoMP networks with different orders of 

BS cooperation, we assume that the number of users within 

each of the diamond-shaped CRs in Fig.1-(a) is one-third the 

number of users within a hexagonal cell, i.e., 3/12 UU  , 

where 1U  denotes the number of users within each hexagon. 

Similarly, we assume that there are 2/13 UU   users within 

each of the triangular CRs in Fig.1-(b). 

We assume that there is no interference amongst users 

within each CR (intra-CR interference) such as due to the use 

of an orthogonal resource allocation scheme, e.g., different 
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subcarriers in an orthogonal frequency division multiple 

access (OFDMA) system1 (the extension of the topic for the 

case with multiple users coexisting in the same frequency slot 

and in the same cooperating region, with for example, a 

multiple-antenna receiver is suggested as future work). The 

use of OFDMA within each CR has the additional advantage 

that it enables simple mathematical notation and tractable 

analysis, as it is sufficient to observe the baseband 

transmission on a single frequency-flat subcarrier. On each 

subcarrier, the N  BSs cooperatively process data from a 

single-antenna user (this is not restrictive and the formulation 

can be modified for users with an arbitrary number of 

antennas), and form a virtual 1NM  single-input, multiple-

output (SIMO) system. The 1NM  channel vector 
uh

corresponding to u-th user can be modeled as 
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h ,        (1) 

 

where )1,0(~ CNh u

i  represents the normalized complex 

channel gain reflecting small-scale Rayleigh fading and 

assumed to be statistically independent across users and 

antennas; )PL( u

kr  represents the path loss (in dB) from the u-

th user to the k-th cooperating BS, located at a distance u

kr  and 

can be expressed as )log(10)PL( u

k

u

k rr  . The effect of 

shadowing, modeled as a lognormal random variable, is 

reflected in ),0(~ L

u

k CNL  , measured in dB; here, L  

denotes the standard deviation of the lognormal fading. 

For such a system, on treating the ICRI as additional noise, 

maximum-ratio-combining (MRC) maximizes the SINR on 

each subcarrier. Since we focus on the uplink, BSs are the 

receiving nodes at which the ICRI has to be evaluated. In 

order to have meaningful communication, co-channel CRs 

have to be separated such that they do not have any associated 

BS in common; otherwise, in the case that interfering users are 

close to the shared BS(s) between co-channel CRs, the ICRI 

would dominate the desired signal.  

Based on the geometry of the CRs shown in Fig.1, we 

propose the use of frequency-reuse 6 allocation amongst CRs 

for both the cooperation orders 2N  and 3N . This is the 

minimum reuse factor that guarantees that no two co-channel 

CRs share a BS. Figure 2 illustrates the use of a frequency-

reuse 6 allocation amongst CRs in a CoMP network with 

cooperation order 2N  (Fig. 2-(a)) and 3N  (Fig. 2-(b)), 

respectively. In the figure co-channel CRs are labeled with 6 

different sets of frequencies 621 ,,, fff  . 

Interestingly, as is seen from Fig. 2, and emphasized in Fig. 

3, each of the cooperating BSs in a CR experiences a common 

set of nearby co-channel CRs or interfering regions around 

itself. This  is  true  irrespective  of  the operating frequency of  

 
1 A CoMP system with cooperation order of N can potentially service N 

users on the same frequency slot such as by using zero forcing or a minimum 

mean squared error receiver amongst many multiuser detection schemes. For 

analytic tractability and to focus on the issue of interference we do not 

consider this possibility and assume intra-CR interference is eliminated using 

OFDMA. 
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Fig. 2 The use of frequency-reuse 6 amongst CRs in a CoMP network with: 

(a) cooperation order 2N ; (b) cooperation order 3N . 

 

the CR under consideration. It follows that, for a given PLE 

  and cooperation order N , all the BSs in such a CoMP 

network experience the same total average ICRI. Figure 3 

illustrates the first two tiers of interfering regions as seen by 

each BS node in the CoMP network. In the figure, the first and 

second tier of interference regions are labeled as jA  and jB  

respectively. We identify the first tier of interference regions 

as the set of CRs whose distances to the BS node under 

consideration does not exceeds the distance between two 

adjacent BSs, i.e., d3  where d  is the hexagon side length. 

Similarly, the second tier of interference regions is identified 

as the set of CRs whose distances to the BS node under 

consideration does not exceed d32 . 
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Fig. 3 The first and second tier of interfering regions as seen by each BS node 

in the CoMP network with frequency reuse-6 amongst CRs for: (a) 

cooperation order 2N ; (b) cooperation order 3N . The first and second 

tier of interference regions are labeled with jA ’s and jB ’s, respectively. 

 

Figure 4 compares the result of the interference found 

through simulating the CoMP network for the PLE of 4 , 

M = 1, user transmit power of dBm202 s  and dB4L . 

Figure 4-(a) corresponds to a CoMP network with N = 2, and 

Fig. 4-(b) is associated with a CoMP network with N =3. In 

either network, the interference found from the second tier of 

interference regions has a negligible contribution to the total 

interference power (as compared to the interference imposed 

from first tier only). In particular, with  N = 2, the interference 

power from the second tier is 9 dB lower than the interference  

 

 
Fig. 4 Comparison of the interference found from first and second tier of 

interference regions in a CoMP network with: (a) cooperation order 2N ; 

(b) cooperation order 3N . 

 

power from the first tier. As a result, the first tier of 

interference regions is the main source of ICRI in the CoMP 

networks. 

Considering one tier of interferers, there are a total of four 

(three) interfering regions around each BS in a CoMP network 

when 2N  ( 3N ). We now analyze the average ICRI, 

relating it to the hexagon side length d  and user transmit 

power 
2

s . The analysis is useful in obtaining analytical  

expressions for important measures of network performance 

such as SINR and CCP. With the channel model in (1), using 

the average of a log-normal random variable, the average 

interference power imposed on a BS at a distance r  from a 

single-antenna user is 

 

                )2/exp()( 22avg

zs rrI   ,                         (2) 

 

where Lz  )10ln1.0(  and the average is over different 

realizations of small-scale and large-scale fading. In order to 

obtain the average ICRI imposed from each of the interfering 

regions, we have to average over the distribution of interfering 

user distances to the BS which (without loss of generality) is 

at the origin. To do so, it is more convenient to represent the 

user location and distances in Cartesian coordinates. 

Assuming a uniform user distribution inside the CRs, the 

average ICRI associated with j-th interfering region, denoted 

as jA  in Fig. 3, is given by 
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where CRA  is the area of a CR; with 2N  we have 

2/3A 2

CR d , while 4/33A 2

CR d   for  3N . For 

example for 2N , we get 
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The average total ICRI is the summation of individual terms 
avg

jI , e.g., with 2N ,  


4

1

avgavg

total j jII ; whereas with 3N , 

the summation is over three individual terms. 
 

As seen in Fig. 3, the relative locations of the interfering 

regions with respect to each BS, are completely identified in 

the 2-D plane with the distances and the side edges given as 

multiples of d  (the hexagon side length). Thus, the limits of 

the integrals in (3) are linear functions of d . Therefore, for a 

given PLE   and BS cooperation N , the individual terms 
avg

jI  are obtained in the form of 
 dNjzs ),()2/exp( 22

, 

where ),( Nj   is a coefficient associated with the j-th 

interfering region that depends only on   and N . To see this, 

replace x  and y in (3) with dxx /  and dyy / . Since 

2

CRA d , the integral in (3) results in a term proportional to 

d ; the constant of proportionality is ),( Nj  .  

Consequently, the average total ICRI, imposed on each of the 

receive antennas of a BS, can be modeled as   

                                                  

                 
  dNdI zs ),()2/exp()(ˆ 22avg

total ,                  (4) 

 

where  j j NN ),(),(  . Table 1 provides values of 

),( N  corresponding to 2N  and 3N  and the two 

examples of PLE 3 , 5.3  and 4 ; for these cases 

the value of ),( N  is found by analytically evaluating the 

expression in (3)2. 

 
Table 1: The coefficients ),( N  in the equation (4) for different values of 

N and  . 
 

 3  5.3  4  

2N  57.0),( N  435.0),( N  341.0),( N  

3N  257.0),( N  175.0),( N  122.0),( N  

 

 

Figure 5 illustrates the accuracy of (4) for the two PLEs 

3 , 5.3  and 4  with M = 1, dBm202 s and 

dB4L . The figure compares the result of the interference 

found using (4) and that found through simulating the network 

under consideration. The simulated results are averaged over 

many realizations of user locations, small scale fading and 

large scale fading. As is clear, the analytical results and the 

results from simulations are indistinguishable for all four cases 

and for all values of d . Furthermore, as exptected, due to the 

associated path loss, for each BS cooperation order, the 

average total ICRI with 4  is almost 30 dB below that 

with 3 . 
 

 
Fig. 5 Average total ICRI (in dBw) imposed on each of the received antennas 

of a BS as a function of hexagonal cell dimension d. The dotted lines are the 

results from simulations and the solid lines are from the analytical 

formulation.  

 

III. CAPACITY COVERAGE PROBABILITY 

This section presents the main contributions of this paper. 

We first derive the CCP and ergodic capacity based on two 

simplifications: using a lower bound on the CCP and 

approximating the distribution of a linear combination of 

lognormal random variables. We defer confirming the 

accuracy of these approximations to Section IV. We then 

extend the analysis to evaluate the worst-case CCP and, hence, 

 
2 Evaluating (3) analytically appears to be possible only for cases such as 

3  and 4 . For other values of the PLE, this integral can be 

evaluated numerically. 
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the required density to guarantee a CCP throughout the 

coverage region. 

A. User CCP and Ergodic capacity within a CR 

Let n  denote the frequency-reuse factor amongst CRs. With 

the total available bandwidth of W , equal bandwidth 

allocation amongst users and 1U  users per hexagonal cell, the 

u-th user can achieve rates (in b/s) of  

))(1(log2

2

2 uSINR
nU

W
Ru   and ))(1(log2

3

3 uSINR
nU

W
Ru 

with 2N  and 3N , respectively; here, the superscript ‘u’ 

refers to the u-th user in a CR and the subscript reflects the 

order of cooperation. With our choice of 6n  and since 

3/12 UU   and 2/13 UU  ,, this is equivalent to a user 

capacity (in b/s/Hz) of ))(1(log
2

1
22 uSINRCu   and 

))(1(log
3

1
23 uSINRCu  , respectively. As a result, a general 

capacity formula for the   u-th user can be written as 

b/s/Hz))(1(log
1

2 uSINR
N

Cu

N  .  

Based on this discussion, the user CCP, defined as the 

probability that a user can achieve capacity above a chosen 

threshold, 0C , is obtained as 

          

 






















T

NC

u

N

uSINR

CuSINR
N
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12)(P

))(1(log
1

PP

0

020

  .        (5) 

The user is therefore in coverage when its achieved SINR is 

larger than a threshold T . In (5), the SINR (using MRC at the 

cooperating BSs) is given by 
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where 
uh  denotes the channels from user u to the NM  

receive antennas given in (1). Furthermore, G  is a NMNM 

diagonal matrix with the i-th diagonal element 

 
 IN

j jisnii g
1

2

,

22

,][ G  where IN    represents the total 

number of co-channel interfering users and jig ,  represents the 

channel (including small-scale fading and log-normal 

shadowing) from interfering user j to the i-th receive antenna 

of the cooperating BSs under consideration. Also, 
2

n  is the 

variance of the additive Gaussian noise at each receive 

antenna. 

 

Approximate SINR Distribution and CCP:  Evaluating the 

expression in (5) requires averaging over the direct channels, 

h, and the interfering channels in G. This is extremely 

complicated and likely intractable. To move forward, in 

evaluating the CCP we use the average interference in the 

denominator of the SINR . Thus, the SINR expression is now 

given as 
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i.e., we replace the instantaneous interference power with the 

average interference power obtained in the previous section. 

The work in [29] shows that this approach provides a lower 

bound on the CCP. As we will see in Fig. 5 in the next section, 

this lower bound is very tight.  

The instantaneous achieved SINR3 in (6) depends on the 

location of user (via the path loss )PL( u

kr  in uh ) as well as 

the instantaneous realizations of the small scale fading 
u

ih  

and the lognormal fading 
u

kL . The achieved )(uSINR  can be 

expressed as   

            

 k

N

k

k

N

k

Lu

k

kM

Mki

u

i

zc

rhcuSINR

k

u
k



 


























1

1

10/

1)1(

2

10)(2)(







,      (7) 

with )),()2/exp(/()2/1( 2222   dNc zsns , 
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2 , and 
10/
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u
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. Here, kz  is 

a log-normal random variable with 

))10ln1.0(,ln(~ Lz

u

kzk kk
rLNz   . As the sum of 

M2  independent standard normal random variables, the 

random variable k  has a chi-squared distribution with M2  

degrees of freedom ( )2(~ 2 Mk  ).  

Finally, from kk c  , it follows that k  has a gamma 

distribution with parameters 2/2M  and  

)),()2/exp(/(2 2222   dNc zsns , i.e., 

),(~  k .  

From (7), the SINR is a linear combination of the 

independent lognormal random variables Nkzk ,,1;   with 

coefficients Nkk ,,1;   that are themselves independent 

gamma random variables. The key to simplifying this 

expression is to use the fact that, as shown in [30], for the 

purposes of outage analyses, linear combinations of lognormal 

random variables can be closely approximated by a single 

lognormal random variable. The work in [30] presents several 

such approximations based on a generalization of the Moment 

Matching approach. For example, by matching the first and 

second moments, )(uSINR  is approximately distributed as 
                                                       

                      ),(~)( )()( uSINRuSINRLNuSINR  ,                   (8) 

with )ln(5.0)ln(2 21)(  uSINRμ  and 

)ln()ln(2 21

2

)(  uSINR , where, in turn, 

                       )2/(exp}{ 2

1

1 kk zz

N

k

kE  


,                    (9)                       

 
3 Since the SINR in (6) depends on the instantaneous channel realization of 

the desired user, we will call this the “instantaneous achieved SINR” while 

acknowledging that this is based on a simplification of the SINR expression. 
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The gamma distributed random variables ),(~  k  have 

a   mean   and   second   order   moment  of  }{ kE   and 

2222}{  kE , respectively. Therefore,    
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Having found an approximate distribution of the SINR as a 

lognormal random variable in (8), the CCP in (5) can be easily 

approximated as: 
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The expressions in (11)-(13) lead to an interesting result – if 

the network is interference limited, due to, for example, a low 

PLE or extremely small cell sizes, the coverage probability at 

a given set of normalized distances Nkr u

k ,,1,   is 

independent of the cell size determined by d. This is because, 

in such networks, the noise variance can be ignored in the 

denominators of 
1  and 

2  making them independent of d at a 

given set of normalized distances Nkr u

k ,,1,  . In 

interference limited networks, therefore, the cell size does not 

determine coverage probability, a result that is consistent with 

other system models, e..g, [31], [32]. As an added benefit, in 

order to analyze an interference-limited CoMP network, it is 

sufficient to consider a CoMP network with unit cell radius. 

 

Ergodic Capacity: Using the fact that for a positive random 

variable X,  


0
d)(}{

t
ttXPXE , we can use the CCP to 

approximate the ergodic capacity. An approximation of 

ergodic capacity is given by 
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With the use of change of variable 

)()(0 /)2ln( uSINRuSINRNCt  , we get 
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With the use of the identity [33; Eq. (3-58)],   
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the ergodic capacity in (15) is obtained as 
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                                                                                              (17)  

The expressions in (13) and (17) are key developments in 

this paper. We emphasize that both expressions are point-wise 

in the sense that they provide approximations for the CCP and 

the ergodic capacity for the u-th user at each point in a CR, 

respectively. 

 

Sum Ergodic Capacity and Sum CCP: As an aside, it is worth  

mentioning that the analysis above allows for expressions for 

sum capacity as well. Based on (13) and (17), closed-form 

lower-bound approximations for the sum capacity coverage 

probability (sum CCP) and sum ergodic capacity can also be 

found as follows. The achievable sum capacity (in b/s/Hz) 

within each CR with NU  users is given by, 
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The sum capacity formula in (18) is lower-bounded by 

)))((1(log)/1(
1

2 



U

u

uSINRN . Therefore, the coverage 

probability for the sum capacity (a sum CCP) can be 

approximated as  
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with )(uSINR  distributed as in (8). Since we have 

approximated the SINR as a lognormal random variable, the 

product in (19) is also a lognormal distribution, i.e.,

))(,(~)( 2/12

)()(

1


 u

uSINR

u

uSINR

U

u

LNuSINR  . As a result, the 

sum CCP in (19) can be approximated as follows: 
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an expression analogous to (13) for the single-user case. Note 

that the distribution for the sum ergodic capacity can also be 

approximated as in (17) with the substitutions, 


u uSINRuSINR )()(  , 

u SINRSINR

22  . 

B. Worst-case CCP within a CR 
 

The analysis in Section III-A is dependent on the location of 

the user(s) and the CCP expression in (13) can be used to 

obtain an average CCP throughout the CR as 
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where CR, /A1),( yxf yx  denotes a uniform user distribution 

within a CR area; however, this appears to be only possible 

numerically while obtaining a closed form expression appears 

intractable. To provide a network level analysis here we use 

the developments in the previous section to analyze the special 

case of the worst-case CCP. The choice of worst-case CCP 

corresponds to a system performance guarantee and has the 

distinct advantage of analytical tractability. The following 

proposition sets the location of the worst-case point(s). 

 

Proposition: Under the approximations made to derive the 

CCP above, for the case of N = 2 and the associated diamond-

shaped CR, the user CCP is minimized at the two edges with 

drr uu  )(

2

)(

1 . For N = 3, the minimum CCP occurs when the 

user is located at the centre of the triangular CR                       

( drrr uuu  321 ). 
 

Proof : See Appendix.                                          ■  
 

The proposition confirms our intuition that the worst-case 

point(s) are as far from the cooperating BS as possible. The 

worst-case CCP is therefore given by (13) with 
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With equal distances to the cooperating BSs, the worst-case 

results using (21)-(22) are obtained as a function of d , or 

alternatively, the density of BSs in the network via 

)33/(2Area/cell1 2d . Thus, for a target value of 

CCP, the optimal BS density can be obtained such that every 

point in the CR meets a guarantee on the coverage probability. 

In summary, in this section we analyzed the coverage 

probability in the uplink of a CoMP network with N 

cooperating BS. The result is based on a lower-bound on the 

CCP and an approximation for the distribution of the signal 

power. In the next section we illustrate the accuracy of the 

approximations and provide some design examples illustrating 

some applications of the analysis developed here. 

It is worth noting that the above analysis including the 

formulations and the ICRI calculations can be extended for a 

CoMP network  when 3N  BSs cooperate. An overview of 

how the presented analysis can be extended for a CoMP 

network with cooperation order 4N  is provided in the 

Appendix II. 

IV. NUMERICAL RESULTS 

The worst-case CCP depends on various parameters of the 

network such as number of transmit antennas at each BS, the 

density of BSs, users transmit power and PLE. Thus, our 

analysis could be used to obtain the various network design 

parameters to meet a worst-case CCP constraint. In this paper, 

we obtain the density for BSs when other network parameters 

are fixed. The parameters in the simulations are: the power of 

each user is set to dBm202 s while the additive noise at 

each BS antenna is set to dBm1002 n . Each user is 

equipped with one receive antenna. In most examples, we 

define coverage as receiving a capacity of b/s/Hz5.00 C , 

i.e., the CCP is given by  5.0P NC . The parameters in the 

simulations are chosen for illustration purposes and choosing 

other values only scales the results.  

In Section III, we needed to use approximations to derive 

the closed-form expressions for the worst-case CCP. Thus, it 

is important to first validate the approximations. Figure 6 

compares the analytically developed worst-case CCP from the 

closed-form expressions with the results obtained from Monte 

Carlo simulations for PLE values of 3  and 4 . In each 

system, the number of users per CR is equal to the order of BS 

cooperation, i.e., NUN  . The cell size is chosen to be 

m500d  and the number of antennas per BS is set to M = 1. 

In the simulations we calculate the instantaneous interference 
  

 
 

Fig. 6  Comparison of the true and analytic worst-case user CCP as a function 

of target capacity 0C . The dotted lines are the results associated with 

simulations and the solid lines represent the analytic results in (13). 
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caused by each user and not the average as in (4), i.e., the 

channels Iji NjNMig ,,1,,,1;,    (including path-loss, 

Rayleigh small-sale fading and log-normal shadowing) are 

generated setting the standard deviation of the lognormal  

shadowing to dB6L . 

The simulated curves are obtained by averaging over many 

realizations of the instantaneous interference. As is clear from 

the figure, there is a close match between the analytical and 

simulated results with the difference approaching zero for 

moderate to high values of target capacity 0C . Importantly, 

the figure illustrates that the approximation to the lower bound 

on the CCP, used in Section III, is very close and a design 

based on the expressions derived would be valid. 

Figure 7 illustrates the analytic relationship between 

coverage and cell size. The figure plots the worst–case CCP 

versus different values of BS density λ (equivalently hexagon 

size d since ))33/(2 2d ). For either 2N  or 3N  the 

CCP is essentially constant for the PLE of 3 . On the other 

hand, for a PLE of 4 , the CCP is very sensitive to cell 

size.  This is due to the fact that with 3 , as evident from 

Fig. 5, the ICRI dominates noise and the system is 

interference-limited; as discussed in Section III, the CCP for 

an interference-limited system is independent of the cell size. 

The case of 5.3  is an intermediate case showing a 

transition between the two cases.  

The BS density at which the network can be treated as 

interference-limited decreases for larger values of  . This is 

because for a given cell size (BS density) the level of average 

ICRI decreases with   as seen from Fig. 5. As a result, for 

smaller range of cell sizes the level of average ICRI remains 

above the level of noise. Furthermore, for high density 

networks (small cell sizes) where the networks are 

interference-limited, the floor of CCP increases with  ;  

again, this is due to the ICRI being significantly larger with 

the lower PLE. 

The analysis in Section III allows for multiple antennas at 

each BS. Figure 8 plots the CCP versus BS density for a fixed 

PLE of 4  and 3N , but for different numbers of 

antennas at the BS, M. As a further check on the analysis 

developed, the dashed lines in the figure  represent  the results 
 

 
 

Fig. 7  Worst-case CCP versus BS density for C0 = 0.5 b/s/Hz for different 

orders of BS cooperation and PLEs. 

 
 

Fig. 8 Worst–case CCP versus BS density for different numbers of antennas at 

each BS, 3N , in an uplink CoMP network with 3N  and 4 .   

 

of simulations conducted in a manner similar to that used in 

Fig. 6. The close match between theory and simulations is 

again evident. For a chosen CCP value of 0.5 with 1M  the 

required BS density is 
27 BSs/m108.3   (corresponding 

to m1006d ). Using 2M  antennas at the BS reduces the 

required density by almost 40% (
27 BSs/m103.2  ) with 

further reductions for larger values of M. This improvement in 

CCP is, of course, due to the increase in the SINR at the 

receiver arising from coherent combining of multiple antennas 

at the BSs. Furthermore, as expected, the improvement in CCP 

diminishes as M increases.  

In the discussion associated with Fig. 7, we chose a CCP 

threshold of 0.5, i.e., we require that a user at any point in the 

network is able to achieve a capacity of 0.5 b/s/Hz with 

probability 0.5. Fig. 9 illustrates that this constraint is, in fact, 

achieved. The figure plots the CCP in the triangular CR for the 

case  of  3N   and  1M  (corresponding  to  a  density  of
27 BSs/m108.3  ).  As the figure shows, as required by 

the analysis, the CCP is always higher than 0.5 and reaches its 

minimum  when user is located at the worst-case point, which,  

 

 
 

Fig. 9  User CCP as a function of user location (for the target capacity 0.5 

b/s/Hz) within a triangular CR of an uplink CoMP network with 3N , and 

m1006d  (corresponding to 27 BSs/m108.3  ). 
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for the triangular CR, is at the centre of the CR. The 

simulation shows that the minimum achievable CCP is 0.55, 

which is higher that the target value of 0.5. This is expected, 

since the analytical results are based on a lower bound  on  the 

true CCP results. As a result, the design based on the 

analytical formulation developed in this paper guarantees 

maintaining the CCP in the entire CR above the chosen target 

value. 

As noted in Section III.A, the BS density can also be 

adjusted subject to a target value of worse-case  ergodic  

capacity. Fig.  10   illustrates  the   corresponding   worst-case   

user   ergodic capacity, for different values of BS density at 

the worst-case point(s) and three values of PLE. For the target 

capacity of b/s/Hz5.0, wu

ergodicC  with a PLE of 4  and N = 

2, the required BS density turns out to be 
27 BSs/m106.3  . This value corresponds to m1034d

. Figure 11 illustrates the resulting ergodic user capacity 

within the CR for the case of N = 2 (resulting in a diamond-

shaped CR). The figure verifies  that  with  the  choice  of  

m1034d , the minimum capacity of 0.5 bits/s/Hz for each 

user is achieved in the network. As before, since the design is 

based on a lower bound, the capacity at the worst-case point 

is, in fact 0.514 bits/s/Hz. 

Finally, we compare networks with different orders of BS 

cooperation. As a point of comparison, we also simulate the 

performance  of  the no-cooperation case (no-CoMP) in which 

users within each cell are governed by their own BS only. We 

consider no-CoMP networks with both frequency reuse-1 and 

reuse-7. In frequency reuse-1, all  the  hexagonal  cells share 

the  same  bandwidth  and  the  effect  of interference from the 

users in the surrounding cells has to be accounted for. On the 

other hand, with frequency reuse-7, the interference  from  up  

to  two  tiers  of  neighboring  cells  is  eliminated,  however  

the  capacity formula has to be multiplied by a pre-log factor 

of 1/7. For illustration purposes, we consider the simplest case 

of 1M .  

Fig. 12 illustrates the user CCP for the capacity of 0.5 

b/s/Hz as a function of BS density for the cases of N = 1 (no-

CoMP), N = 2 and N = 3; the plot for the no-CoMP cases is 

obtained   via   simulations.  As   expected,   the  required  BS 

 

 
 

Fig. 10  The worst-case ergodic user capacity versus BS density for different 

cooperation orders with 1M  under different PLEs. 

 
 

Fig. 11  User ergodic capacity in a diamond-shaped CR of an uplink CoMP 

network with two BSs cooperating and 1M , m1034d ; A user is 

located at different points of the CR. 

 

density decreases with the cooperation order N  for a given 

CCP. However, the greatest gain in the reduced required BS 

density, is obtained by going from no cooperation ( 1N ) to 

CoMP with 2N  and smaller gains are obtained smaller 

gains are obtained by further increasing N to 3N .  

As an added benefit, the formulation developed here allows 

us to quantify this gain for a given target value of CCP. In 

particular, for the example of 5.0CCP , the CoMP network 

with 2N  requires a BS density of 69% as compared to the 

reuse-1   no-CoMP   case;   for   3N    this   drops  to  55%. 

Compared to a reuse-7 no-CoMP network, the factor in the 

required BS density is further reduced to 26% and 20% with 

2N  and 3N , respectively. Interestingly, for dense 

networks, the CCP for the reuse-7 no-CoMP network 

approaches that of the 3N  CoMP network – essentially, for 

dense networks, the reduction in interference due to 

frequency-reuse-7 compensates for the pre-log factor of 1/7. 

 

 
 

Fig. 12 Comparison of the required BS density in the uplink with different 

orders of BS cooperation. 

V. SUMMARY AND CONCLUSIONS 
 

This paper analyzes the impact of inter cooperation region 

interference on the performance of CoMP networks. 

Specifically, we consider the worst-case performance in the 

uplink of a CoMP network for two common cases of 2N  

and 3N  BSs cooperating; we develop closed-form 
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expressions for the capacity coverage probability. On 

tessellating the network into cooperation regions, we first 

developed an accurate closed-form expression for the average 

inter-cooperation region interference from users in nearby co-

channel CRs. From there, we provide accurate closed-form 

approximations for the CCP (and the ergodic capacity) at each 

user location in the network. The closed-form expressions are 

based on analyzing a lower bound on the CCP – and an 

approximate distribution of the weighted linear sum of log-

normal distributions. The simulation results show that this 

approximation is, in fact, extremely close to the true values. 

The presented formulations can incorporate different PLEs 

and different network parameters, so they can lend themselves 

to parametric studies for network design. As an example of a 

parametric design, the worst-case user CCP expression can be 

used to find the required BS density to maintain the CCP (or 

ergodic capacity) at all points of the network above a target 

value. As an added benefit, the formulations allow for 

comparison between networks with different orders of BS 

cooperation, quantifying the gain in the reduced required BS 

density from higher orders of BS cooperation. In particular, 

for the example of 5.0CCP  for the target capacity of 0.5 

b/s/Hz, the required BS density in a CoMP network with two 

BS cooperating is reduced by approximately 30% compared to 

a reuse-1 network without BS cooperation. 

APPENDIX I 

A. Worst-case point within a CR of a CoMP network with

2N     

In this subsection we obtain the location(s) of the worst-case 

point(s) within each CR of an uplink CoMP network with two 

BS cooperating ( 2N ). Denoting 
wr1 , 

wr2  as the distances 

corresponding to the worst-case location to 1BS  and 2BS , 

respectively, we are to solve the following minimization 

problem 

      













 












)(

)(

,

,
21

)ln(
minarg

12)(Pminarg],[

21

0

21

uSINR

uSINR

rr

T

NC

rr

ww

T
Q

uSINRrr







.           (23)               

 

In a cellular system, path loss has the most relevant 

contribution in the degradation of SINR associated with the 

received signals at each BS. Thus, intuitively, it is clear that 

the worst-case location is not found near each of the BSs, i.e., 
wr1  and 

wr2   are relatively large. Correspondingly, in search 

for 
wr1  and 

wr2 , we may neglect the last term in (12), i.e. 
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2 rrMe z , for typical values of Lz  )10ln1.0(             

( dB10dB2  L  as suggested by [34]) and 3  in 

practice. As a result, (12) can be well approximated as 
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with ))1/()(/( 44  MMMB ns  . Also 
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The last lines in (24) and (25) are obtained by ignoring the 

associated terms ),( 21 rrg  and ),( 21 rrg  that are negligible for 

large 1r , 2r  and typical values of  . This is justified as 

follows. In general, at any location, the minimum of 1r  and 2r  

can be related to the larger one, as ),max(),min( 2121 rrrr   

with 10   . Without loss of generality, let 21 rr  , and so 

21 rr  . It follows that 
    12 rr . By substituting in 

),( 21 rrg  and ),( 21 rrg , we get 

2/12

1

2

121 )1()1/(2),(     rrrrg , and 

1)1/(2),( 2

21   rrg  which are negligible compared 

to the associated remaining term in (24) and (25).  Now, the 

minimization problem in (23) can be rewritten as 
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Since )( Q  is a monotonically decreasing function, the 

above minimization with respect to 1r  and 2r  can equivalently 

be done over the function )ln( 2
2

2
1

  rr  (or minimization 

over )(),( 2
2

2
121

  rrrrf  since )ln(  is a monotonically 

increasing function). Consider a diamond-shape CR as shown 

in Fig. 13.  

0


0
 1

 2


A

BC

U

E

:BS1 2BS:
D

 
 

Fig. 13 An example of a diamond-shape CR in a CoMP network with 2N  
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We split the CR in Fig. 13 into two regions (upper triangle 

ABC and lower triangle BCE). The global minima is the 

minimum of the results found for the split regions. We note 

that each point within a triangular region can be identified by 

the distance pair ],[ 21 rr , or the angle pair ],[ 21   where 

2,1; ii  is the angle between the side with length ir  and the 

line connecting the two BSs, or any combinations of distance 

and angle 2,1,;],[ jir ji  . The location corresponding to the 

minimum CCP inside the ABC region, for example, is found 

as 
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For each point inside the triangle ABC, the law of cosines 

states that 22
22

2
2

1 cos2  DrDrr , where D  is the distance 

between the two BSs and 2  is the angle between  BU and 

BC. Thus the minimization in (27) with respect to 1r  and 2r  

can equivalently be done with respect to 2r  and 2  
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where 0  is the angle between AB and BC. Equation (28) 

implies that the worst-case point is located somewhere on AB 

(i.e, 02  w
). For each point located on AB, the triangle sine 

rule states that 1221 sin/sin/  rr w  . As a result, the worst-

case location on AB is found by searching for 1  that 

minimizes )(),( 2

2

2

121

   rrrrf  given 1221 sin/sin/  rr w  , 

i.e.,                              

            02W

211

2

1

1
)sin/sin(

11
minarg

1



















rr

w ,       (29) 

where 0  is the angle between AC and BC. With 02  w
 and 

01  w
, we conclude that the ABC region has the worst-case 

point located at the point A. Similarly, it can be shown that the 

worst-case point within the BCE region is located at the point 

E.  

Now that we have the worst-case point(s) associated with 

different split regions, we identify the one(s) with the worst 

CCP in the CR. In general, a CR may have more than one 

location with equal worst CCP. For example, a uniform 

diamond-shaped cooperation region has two worst-case points 

located at the two side edges with drr ww  21
. 

B. Worst-case point within a CR of a CoMP network with 
3N  

Similar to the previous case, it can be easily shown that 

worst-case location to the three cooperating BSs in a CoMP 

network with 3N  is obtained from the following 

minimization problem 
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where 
wr3  is the distance corresponding to the worst-case 

location to 3BS . With the use of the law of cosines, we can 

relate 1r  and 3r  to 2r  as 22

22

2

2

1 cos2 DrDrr   and 

)3/cos(2 22

22

2

2

3   DrDrr , respectively (see Fig. 14). 

Thus the minimization in (30) with respect to 1r , 2r  and 3r  can 

equivalently be done with respect to 2r  and 2  by, 
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with         
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From 0/),( 222  rf , the optimal angle is found as 

6/2  w  irrespective of 2r . As a result, wr2  is found as  
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The above results indicates that the worst-case point 

]6/,[],[ 22  dr ww   corresponds to the case when the user is 

located at the centre of the triangular CR with

drrr www  321 .     

3BS

1BS

D

D
2BS

1r
2r

3r

2

2
3





 
Fig. 14 An example of a triangular-shape CR in a CoMP network with 3N . 

APPENDIX II 

 This paper has focused on cooperation orders of N = 2 and 

N = 3. With the caveat of a more complex interference pattern, 

cooperation orders of N > 3 can also be considered. For 

example, for the cooperation order 4N , sample CRs for 

adjacent BSs cooperating with 1BS  is shown in Fig. 15. In the 
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figure, ),,,1( ikjCO  denotes the CR associated with 1BS  , 

jBS , kBS  and iBS . There are the total of 12 disjoint 

diamond-shaped CRs associated with 1BS : 6 CRs with 1BS  at 

a vertex (CRs with solid colors in Fig. 15), plus 6 CRs far 

apart from 1BS  (CRs with dashed colors in Fig. 15). Based on 

the geometry of the CRs, the minimum frequency reuse factor 

is equal to the number of CRs having 1BS  at one edge, i.e., 

frequency reuse-6. With the use of frequency reuse-6 it is 

guaranteed that no two co-channel CRs share a BS at a vertex, 

keeping the co-channel CRs physically separated from each 

other; however, intra-CR interference is not eliminated. 

Now, the frequency assignment to CRs follows the same as in 

Fig. 2-(a) for the case of 2N . Thus, considering one tier of 

interferers, there would be a total of four interfering regions 

around each BS in a CoMP network when 4N  (see         

Fig. 3-(a)). Therefore, the average total ICRI, imposed on each 

of the receive antennas of a BS, follows the same as in the 

case of 2N . Since the size of the CRs in this case is equal 

to  the  size of the  diamond-shaped CRs in the case of 2N , 

the user capacity (in b/s/Hz ) is obtained as 

))(1(log)2/1( 24 uSINRCu  , with the SINR term taking into 

account the cooperation of 4 BSs. 
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Fig. 15 The cooperation regions associated with 1BS  for cooperation order 

4N  

  

It is worth noting that, higher frequency reuse factor than 

the minimum one suggested here, can also be used (e.g., 

frequency reuse-12) to make the co-channel CRs farther apart 

(resulting in lower ICRI and the elimination of intra-CR 

interference) at the expense of smaller bandwidth dedicated to 

each CR. 
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