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Abstract—We study two scenarios of full duplex (FD) multiple-
input multiple-output (MIMO) cognitive radio networks: FD
cognitive ad-hoc networks and FD cognitive cellular networks.
In FD cognitive ad-hoc networks (also referred as interference
channels), each pair of secondary users (SUs) operate in FD mode
and communicate with each other within the service range of
primary users (PUs). Each SU experiences not only self- interfer-
ence, but also inter-user interference from all other SUs, and all
SUs generate interference on PUs. We address two optimization
problems: one is to minimize the sum of mean-squared- errors
(MSE) of all estimated symbols, and the other is to minimize the
maximum per-SU MSE of estimated symbols, both of which are
subject to power constraints at SUs and interference constraints
projected to each PU. We show that these problems can be cast
as a second-order cone programming (SOCP), and joint design
of transceiver matrices can be obtained through an iterative
algorithm. Moreover, we show that the proposed algorithm is
not only applicable to interference channels, but also applicable
to FD cellular systems, in which a base station operating in FD
mode simultaneously serves multiple uplink and downlink users,
and it is shown to outperform HD scheme significantly.

Index Terms—Cognitive radio, full-duplex, interference chan-
nels, MIMO, MSE, multi-user, self-interference, transceiver de-
signs.

I. INTRODUCTION

HE increasing demand for the improved spectral ef-

ficiency with the proliferation of wireless services is
calling for powerful communication technologies that deliver
increasing data rates and utilize the current spectrum resources
more efficiently. In half-duplex (HD) wireless communication
systems, namely time-division duplex (TDD) and frequency-
division duplex (FDD), a node can either transmit or receive
on a single frequency band, but not simultaneously. This incurs
significant loss of spectrum efficiency. With full-duplex (FD)
communication system, a node receives and transmits simul-
taneously on the same channel [1]-[29], which can potentially
double its link capacity, and increase its spectral efficiency tar-
geted by the next generation wireless communication systems.
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There has been a recent growth of interest in the high
spectral efficiency gain of a FD radio over a HD radio. In
particular, FD relaying has drawn much interest since it is
effective in extending the network coverage and improving
the link reliability of the network [1], [10], [11]. In addition
to relay nodes, small cells which extend the service coverage
and/or increase network capacity can be deployed in the FD
mode due to low transmit powers, short transmission distances
and low mobility. A small cell network where a FD base
station (BS) serves multiple uplink (UL) and downlink (DL)
users operating in the HD mode has been considered in [2]-
[5]. Moreover, cognitive radios, which substantially increase
spectrum utilization efficiency by allowing unlicensed users
to share the spectrum with licensed users, can be deployed in
the FD mode. A FD cognitive radio can transmit and sense
the transmission status of other nodes [6], [7]. FD technology
is suitable to combat several problems at the medium access
control (MAC) layer, such as hidden terminals, large delays,
and congestion [8]-[9].

The limiting factor on practical implementation of FD
radios is the so-called self-interference at the front-end of
the receiver, which is caused by the signal leakage from
the transmitter antennas of a FD node to its own receiver
antennas. The power of the self-interference signal can be
100dB stronger than the received signal of interest coming
from a distant source, which can exceed the dynamic range
of the analog-to-digital converter (ADC). Unless this self-
interference is canceled satisfactorily, a radio transceiver can-
not perform FD operation. Recently several research groups
have developed methods for self-interference cancellation.
These works include the transmit beamforming (spatial do-
main suppression) methods in [10]-[12], in which the self-
interference is canceled at the front-end of the receiver by a
cancellation signal generated from a transmitted signal in the
baseband. Promising results from experimental research that
demonstrate the feasibility of FD transmission using the off-
the-shelf hardware are also available in [9], [13]-[16]. How-
ever, due to imperfect self-interference channel knowledge and
the hardware impairment in the transmitter chain (amplifier
non-linearity, phase noise, and I/Q channel imbalance), the
self-interference cannot be canceled completely in practice.
Therefore, further optimization of a FD radio, such as power
allocation and beamformer design, must take into account the
residual self-interference [17]-[26]. In this paper, we refer to
the above optimization problems as transceiver design.

Cognitive radio system is also a promising technology to
enhance spectrum efficiency [30], [31]. In cognitive radio



systems, a set of unlicensed secondary users (SUs) operate
within the service range of licensed primary users (PUs)
where the amount of interference from SUs to PUs must be
constrained to meet the Quality-of-Service (QoS) requirements
for the PUs [32]-[45].

Examples of transceiver design for a single pair of FD
radio nodes are available in [12], [17]-[26]. But there has
been little work on transceiver design for multiple pairs of
FD radio nodes. Recently, the interest on MIMO channels
has migrated from point-to-point MIMO and MIMO downlink
channel to MIMO interference channels because the latter is
inherent in many practical problems [46]. With the increase
of wireless devices that share the same frequency and time
resources, interference becomes the key bottleneck that limits
the performance of communication networks. Studies on the
performance of cellular communication systems where each
cell causes interference to other cells can be carried out by
focusing on MIMO interference channels [47]. In this paper,
we propose a joint and iterative transceiver design method for
a MIMO FD cognitive interference channel (i.e., an ad-hoc
FD cognitive network) and a FD cognitive cellular system
by taking into account the limited dynamic ranges of the
transmitter and receivers.

Particularly, we consider K pairs of FD SUs exchanging
information, while the SUs also provide protection to multiple
PUs. The nodes in each SU pair suffer not only from self-
interference due to operating in the FD mode, but also from
inter-user interference due to simultaneous transmission from
all SUs. We first consider the sum mean-squared-error (Sum-
MSE) as the objective function to minimize subjecting to
power constraints at the SUs and interfering power constraints
at the PUs. An iterative algorithm which optimizes the transmit
and receiving beamforming matrices in alternating manner
is proposed. At each iteration, Sum-MSE decreases mono-
tonically, and is guaranteed to converge to at least a local
optimum solution. However, in a multiuser MIMO systems,
with an optimization of overall efficiency, the transmission
power resource is focused on the good channels, i.e., the good
channels are favored over the bad channels, where some users
are not even allowed to transmit their signals. In order to
avoid this effect, we also consider the problem of minimizing
the maximum per-node MSE (Min-Max) subject to power
constraints at the SUs and interfering power constraints at the
PUs. It is shown in the simulations that while the proposed
Sum-MSE minimization scheme achieves smaller total MSE,
the proposed Min-Max scheme achieves the same MSE for
every user.

Moreover, we show that the proposed algorithm can also be
applied to FD cognitive cellular systems. In current cellular
systems, DL and UL channels operate either in orthogonal
time or frequency domain, resulting in inefficient use of the
radio resources. In this paper, we consider a scenario where
a BS operating in FD mode communicates with UL and DL
users operating in HD mode simultaneously. In addition to
self-interference at the BS, the optimization problem is exac-
erbated by the co-channel interference (CCI) caused by the UL
users to DL users. Sum-rate maximization for FD multi-user
systems has been investigated in [2], [27], [28], [29]. However,

the CCI is not taken into account in [27], single-antenna users
are assumed in [2], and these works [2], [27] and [28] did not
consider any transmitter/receiver distortion. In this paper, we
take into account the major hardware impairments in practical
transceivers. The simulation results show that the proposed FD
system can achieve a significant improvement of throughput
over HD system.

A. Rationale for MSE-Based Optimizations

MSE-based transceiver designs have been considered exten-
sively due to its good performance and significantly reduced
complexity. It has been shown in [48] that minimum mean-
squared-error (MMSE) estimation plays an important role
in approaching the information-theoretic limits of Gaussian
channels. When MMSE receiver is used, MSE-based optimiza-
tion problems are equivalent to signal-to-interference-plus-
noise ratio (SINR)-based optimization problems, since they
are related as [49],

1

- 1+SINR’
Therefore, rate-based optimization using log, (1 + SINR) can
be conveniently transformed into MSE-based optimization,
—log,(MSE). And as mentioned in [50], the user-wise MSE
can be used to approximate the achievable rate of the users
when they jointly decode their streams. In particular, when
MMSE receivers are employed, the achievable rate of a user
is written as the negative logarithm of the determinant of the
MSE error covariance matrix, which is tightly related to the
user MSE. Hence, minimizing the MSE of a user maximizes a
tight lower bound on its rate. With (1), instead of considering
each design criterion such as the MSE and the maximal
mutual information in a separate way, a unifying framework
can be developed. The link between most practical objective
functions and the main diagonal elements of the MSE matrix
has been established in [49] for point-to-point multicarrier
MIMO communications, and this work has been extended to
multicarrier MIMO relay communications in [S1].

Our extensive literature survey reveals that MSE-based
optimization problems have been considered for many com-
munication systems but not for FD cognitive radio systems.
This work tries to fill this gap and reveals useful insights into
FD cognitive radio systems via MSE-based optimization.

MSE (D

B. Notation

The following notations are used in this paper. Matrices
and vectors are denoted as bold capital and lowercase letters,
respectively. (-)T is the transpose; (-) is the conjugate
transpose. E {-} means the statistical expectation; Iy is the
N by N identity matrix; On«as is the N by M zero matrix;
tr{-} is the trace; |-| is the determinant; diag (A) is the diagonal
matrix with the same diagonal elements as A. CA (u,aQ)
denotes a complex Gaussian distribution with mean p and
variance o2. vec(-) stacks the elements of a matrix to one long
column vector. The operator ® denotes Kronecker product and
L denotes the statistical independence. || - ||2 is the Euclidean
norm of a vector. | A, | i=1,...,x denotes a tall matrix (or vector)
obtained by stacking the matrices A;, ¢t =1,..., K.
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Fig. 1.

Full-duplex MIMO cognitive radio system. Square and circle nodes denote the SUs and PUs, respectively. Dashed lines denote the interference

between different pairs, dashed with dotted lines denote the self-interference, and dotted lines denote the interference from SUs to PUs.

II. SYSTEM MODEL

In this section, we describe the system model of a FD
MIMO cognitive radio system, in which K pair of SUs
communicate simultaneously within the service range of L
PUs as seen in Fig. 1. Let us denote the set of SU pairs
with £ 2 {1,...,K}. The signals mentioned below are
defined in complex baseband. We consider MIMO wireless
channels, where all SUs are equipped with multiple antennas,
and exchange information simultaneously with their pairs in
a two way communication. We assume that the SU nodes
in ith link have N; and M, transmit and receive antennas,
respectively.

We also take into account the limited dynamic range (DR),
which is caused by non-ideal amplifiers, oscillators, ADCs,
and digital-to-analog converters (DACs). We adopt the limited
DR model in [17], which has also been commonly used
in [21]-[25]. Particularly, at each receive antenna an additive
white Gaussian “receiver distortion” with variance [ times
the energy of the undistorted received signal on that receive
antenna is applied, and at each transmit antenna, an additive
white Gaussian “transmitter noise” with variance x times the
energy of the intended transmit signal is applied. This trans-
mitter/receiver distortion model is valid, since it was shown by
hardware measurements in [52] and [53] that the non-ideality
of the transmitter and receiver chain can be approximated by
an independent Gaussian noise model, respectively.

The SU ™), i € K, a € {1, 2} receives signals from all the
SU transmitters in the system via MIMO channels. Hz(f b e
CM:ixNi g the desired channel between node a and b of the
ith SU transmitter-receiver pair, where b € {1,2} and b # a.
Hl(;m) € CMixNi g ¢ {1,2} denotes the self-interference
channel of the SU i@. H{{"” e CM>Ni (a,b) € {1,2}
denotes the interference channel from the transmitter antennas
of the SU b in the jth pair to the receiver antennas of

the SU a in the ith pair, (i,j) € Kand j # i. All the
channel matrices are assumed to be mutually independent,
and the entries of each matrix are independent and identically
distributed (i.i.d.) circular complex Gaussian variables with
zero mean, independent real and imaginary parts, each with
variance 1/2. Particularly, each entry of all channel matrices
has a uniform phase and Rayleigh magnitude, which models
a Rayleigh fading environment [54].

The transmitted data streams of size d; at the SU (@) is
denoted as d§“> € C%, ie K, ac {1,2}, and are assumed
to be complex, zero mean, i.i.d. with

E{d"”} = 04, @)
H I, j—janda=b

s{a” (@)} - g rmee b
J 0d,xq; @7 jora#b.

The N; x 1 signal vector transmitted by the SU i(*) is given
by

x =vDa™ ek, ae{1,2}, 4)
where VE") € CNixdi represents the transmit beamforming
matrix, and xz(-a) is assumed to be Gaussian distributed with

zero mean and covariance matrix as!

E {xgw (xga>)H} — v (v,

We consider a FD MIMO interference channel between SUs
that suffers from self-interference and interference from other
pairs. Thus, the SU (%) receives a combination of the signals

I'We assume that each SU uses a Gaussian codebook, since the Gaussian
inputs are theoretically optimal, and are capacity achieving [54]. Since
Gaussian inputs cannot be realized, discrete modulations/constellations are
used in practice, but the performance of discrete constellations are far from
that of ideal Gaussian inputs. Interested readers can refer to [55] in which the
precoder designs under discrete constellations have been considered.



transmitted by all the transmitters and noise. The M; x 1
received signal at the SU i(®) is written as
)

9 = VR (0 4 A (0
K 2
S (s o) el

j#i c=1

+n' icK, (a,b)€{1,2} and a #b. (5)
Here, nff” € CM: is the additive white Gaussian noise
(AWGN) vector at SU i(®) with zero mean and unit covariance
matrix, and it is uncorrelated to all the transmitted signals?.
In (5), p; denotes the average power gain of the ¢th SU
transmitter-receiver pair, 7;; denotes the average power gain
of the self-interference channel at the ith SU pair, and 7;;
denotes the average power gain of the interference channel
between the nodes at the ¢th and jth SU pair.

In (5), cz(-a) € CNi, i € K, a € {1,2} is the transmitter
noise at the transmitter antennas of the SU (%), which models
the effect of limited transmitter DR, and closely approximates
the effects of additive power-amplifier noise, non-linearities
in the DAC and phase noise. The covariance matrix of cl(-a) is
given by k (k < 1) times the energy of the intended signal at
each transmit antenna [17]. In particular cga)

as
H
) L ON (07 % diag <V§“) (VE")) )) (6

cga) L xga). (N

can be modeled

In (5, e € CM, i € K, a € {1,2} is the additive
receiver distortion at the receiver antennas of the SU (@),
which models the effect of limited receiver DR, and closely ap-
proximates the combined effects of additive gain-control noise,
non-linearities in the ADC and phase noise. The covariance
matrix of el(-a) is given by S (8 < 1) times the energy of
the undistorted received signal at each receive antenna [17].
In particular, ega) can be modeled as

el ~ CN (o, Bdiag (@5“))) : )
el 1 u®, )

where ‘I>§a) = Cov{uga)} and uga) is the undistorted received
(a) (a) (a)
—e;".

vector at the SU (¥, ie., u;" =y; i
The SU (%) knows the interfering codewords xga), and its
self-interference channel Hl(-;m), so the self-interference term

\/ﬁiiHl(.;m)x(.a) is known, and thus can be canceled [17]°. The

K2

2Since the SU receiver cannot differentiate the interference generated by
the PUs from the background thermal noise, the noise vector nia in (5)
captures the background thermal noise as well as the interference generated
by the PUs. This assumption is also adopted in [32]-[37].

3The channel state information (CSI) of the self-interference channel can be
acquired by using pilot signals. Since the pilot signal of a FD node is echoed
back to itself, and the received power of this echoed-backed pilot signal is
very high (due to small distances between transmit and receive antennas of a
node), the self-interference channel can be estimated with high accuracy [1].

interference canceled signal can then be written as*
=
_ \f H(ab (a)7 (10)

where Vga) is the residual interference components of (10)

after self-interference cancellation and is given by

+ ZZ\/nTH(“)( +c(c)>

j#i c=1

Y

Using (6)-(9), similar to [17], Ega), the covariance matrix of
v;*, can be approximated as in (12) shown at the bottom of

the following page’.
We assume that the SU i(®) applies the linear receiver

R(" € C%*M: o estimate the signal transmitted from SU
i®). That is
av — ROy
— BROHPVIAD RO,

We can now formulate the MSE of the SU (%), Using (13),
the MSE matrix of the SU i(*) can be written as

MSE{"
iy )
(BROEOVD 1) (rROHOV 1)
+R=" (R(") ! (14)

As mentioned before, the SUs are installed within the
service range of L PUs, for which the SUs should provide
protection. We assume that each PU is equipped with N
receive antennas. The received interference signal at the Ith
PU from SUs is expressed as

O S PE (<0 +

i=1 b=1

L, (15)

+e”), =1

where Gl(f ) € CN*Ni ig the channel between the [th PU
and i®th SU, which is modeled similar to Hg?b) discussed

in Section II, and ,u(b) is the average power gain of Gl(f).
Using (15), the power of the interference resulting from SUs

4In practice, even if the self-interference is suppressed to some extent using
analog and digital self-interference cancellation techniques, due to transmitter
(cga)) and receiver (ega)) distortion, the self-interference cannot be canceled
completely resulting in residual self-interference. Depending on the strength
of the residual self-interference, optimal transmit strategies for HD systems,
can depart from optimal. If the residual self-interference is not well managed,
it can still prevent us from exploiting the benefits of FD systems.

SNote that (12) is approximated under x < 1 and 8 < 1, which
is a practical assumption [16], [17]. Therefore, the terms including the
multiplication of x and S are negligible, and have been ignored in the
approximation.



at the [th PU can be written as

U N () ® (v® (vO)T
:ZZ“M rqG; [V, (Vz’)

i=1 b=1

+aing (VO (V7)) ) (62)" | a0

Note that underlay cognitive radio systems enable SUs to
transmit with overlapping spectrum with PUs as long as
the QoS of PUs is not degraded. This is managed by, e.g.,
introducing some interference constraints that impose upper
bounds on the total aggregate interference induced by all SUs
to each PU. The choice of this upper bound (or threshold) is a
complex and open regulatory issue, which can be the result of
a negotiation or opportunistic-based procedure between PUs
(or regulatory agencies) and SUs [32]. Both deterministic
and probabilistic interference constraints have been suggested
in the literature [30], [31]. In this paper, we will consider
deterministic interference constraints as assumed in [32]-[34].
Particularly, we assume that the PU imposing the interference
constraint, has already computed its maximum tolerable inter-
ference threshold.

Channel estimation between SUs can be accomplished using
standard signal processing techniques via training through the
pilots and feedback [38]. Channel estimation between SUs
and PUs is more challenging, because PUs are unlikely to
cooperate with SUs. But, if the primary system adopts the
TDD scheme, by exploiting the channel reciprocity, chan-
nel between SUs and PUs can be acquired at the SUs by
overhearing the transmissions between PU transmitter and
receiver pair [38]-[42]. If TDD scheme is not feasible, blind
beamforming techniques can be employed [38]. Other methods
to acquire the CSI knowledge between PUs and SUs is 1)
through environmental learning [43], [44], 2) by exchange of
CSI between the PUs and SUs through a band manager, which
mediates between the two parties [39], [40], [45], and 3) the
primary system can cooperate with the secondary system to
exchange the channel estimates [38].

III. SUM-MSE MINIMIZATION

We take Sum-MSE as the performance measure to design
the transceivers. Upper limits on both transmit power of the
SUs and interfering power at the PUs are considered. Usmg

_ _ _ T 7T
[VT,...,VE]" with V, = {(V,(j)) (Vi) } , Sum-
MSE optimization scheme is formulated as follows

K 2 (
i MSE[" } 17
e 22 a7
st. { A V(b } <PY ek, b=1,2(18)

IPV <), 1=1,...,L, (19)

where Pi(b) is the power constraint at the i(®th SU transmitter,
and ); is the upper bound of the interference allowed to be
imposed on the [th PU.

Note that the Sum-MSE function (17) is not jointly con-
vex over transmit beamforming matrices V and receiving
beamforming matrices R (since they are coupled), but is
component-wise convex over V and R. Since it is not jointly
convex, we cannot apply the standard convex optimization
methods to obtain the optimal solution. Therefore, we will
employ an iterative algorithm that finds the efficient solutions
of V and R in an alternating fashion. Particularly, we update
the transmit beamforming matrices V when the receiving
beamforming matrices R are fixed, and then using V obtained
at the previous step, we update the receiving beamforming
matrices R. The iterations continue until convergence or a
pre-defined number of iterations is reached.

Under the fixed transmit beamforming matrices, the optimal
receive beamforming matrices at the SU () is MMSE receiver
filter which can be expressed as

R(”* = argmin tr {MSEga)} (20)

R{®

(V) ()"

H H -
< (pmvE (vi0)" ()" 50)

Under the fixed receive beamforming matrices, the optimum
transmit beamforming matrices are found as follows Using

the following definition for a stacked matrix V : V = epigraph form and introducing slack variables T (17) (19)
H H H
2@ ~ pH diag (V(b) (v > (BE™) " + manH (0 diag <V§“) (Vi) ) (m)
H H H H
+ dpiag (HEOVE (V)" (HE7) ") 4 pmding (1Y (V)" (k1))
K 2 H W H H
+3 N Ty {HE;‘C) <V§ ) (Vj)) + rdiag (V;C) (V§ ‘)) >) (ngc)) ]
Jj#i c=1
K 2 I I
+ 35 pipijdiag <H§;“)V§C) (V§.°>) (HE;?C)) ) + 1. (12)

Jj#i c=1



is rewritten as

K
min Y @21)
V’Ti(a» =1 a=1
H
s.t. tr{V§b> (Vi) } <PY ek, b=1,222)
IPV <N, 1=1,...,L, (23)
r{MSE!"} <7 ek, a=1,2. (24)

To solve the optimization problem (21)-(24), we need to write
tr{MSE{"} and IV in vector form. As shown in Appendix,
the vector forms of tr{MSEEa)} and IV can be written
as in (25) and (26), respectively given at the bottom of the
following page.

Using the vector forms, the optimization problem (21)-(24)
can be rewritten as

K 2
S5

min 27
V@ i=1 a=1

st. |lvec (ng)) 12<P® ek, b=1,2 (28)

lewll2 <N, 1=1,...,L, (29)

13 <7 i€k, a=1,2 (30)

Since the objective function (27) is linear, and the con-
straints (28)—(30) are second-order cones, (27)-(30) is a
second-order cone programming (SOCP) problem [56], and
can be efficiently solved by standard SOCP solvers with
polynomial complexity using interior point methods [57].

A. Discussion

The algorithm for the Sum-MSE optimization problem (17)-
(19) is given in Table I. Since the proposed Sum-MSE
algorithm monotonically decreases the total MSE over each
iteration by updating the transceivers in an alternating fashion,
and the fact that MSE is bounded below (at least by zero), it
is clear that the proposed Sum-MSE algorithm is convergent
and is guaranteed to converge to a local minimum. Since
the Sum-MSE optimization problem is not jointly convex,
the proposed algorithm is not guaranteed to converge to a
global optimum point. Therefore, good initialization points
should be selected to ensure a suboptimal solution with a good
performance. In the simulations, we use right singular matrices
as initialization [46].

Assuming the same number of transmit antennas, receive
antennas, and data streams at each node, ie. N; = N,
M; = N, and d; = N, the complexity of the proposed
algorithm is computed as follows. The update of Rga) re-
quires O (8N 3K ) for the matrix multiplications inside the
inverse, O (N 3) for the inverse, and O (2N 3) for the ma-
trix multiplications outside of the inverse. The complexity
of computing the optimal transmit beamforming mainly de-
pends on solving SOCP problem. The number of iterations
required to solve a SOCP problem using interior point methods
can be computed according to [56]. For a SOCP with n
variables and m conic constraints with dimension m; each,

TABLE I
MSE-BASED TRANSCEIVER DESIGNS

1) Set the iteration number n = 0 and initialize vinl,
2) n <— n + 1. Update (Rga)) ) using (20).

O .
3) Update (VZ. ) by solving (27)-(30)

4) Repeat steps 2 and 3 until convergence or a predefined
number of iterations is reached.

its complexity scales by O (n2 Yom mq) Therefore, the up-
date of ng) requires a total computational complexity of
O (8K® (N?+1)" (N? + 2LN? + N? (6K — 1) + 1)).

The proposed algorithm requires a central scheduler, which
coordinates the calibration of channel matrices, collects all
channel matrices, and then computes and distributes the beam-
forming matrices of all links. In a cellular system, the BS can
take up the role of the scheduler. In an interference channel
(or an ad-hoc network), the scheduler can reside at any node
in the network. In a dynamic environment, the scheduler
can be adaptively elected among the eligible nodes in the
network [58]-[60]. The election can be done based on the
capacity of a node, the status of a node, and the location of
a node, etc. The research of the scheduler election issues is
important but beyond the scope of this paper. We assume that
a scheduler is available for the network within the time scale
of interest.

IV. EXTENSIONS

A. Min-Max MSE Minimization

Unlike the minimum Sum-MSE transceiver design dis-
cussed in Section III, the Min-Max MSE transceiver design
ensures each receiver has the same MSE so that it introduces
fairness among the nodes, i.e., it guarantees a certain level of
fairness among the nodes. The Min-Max MSE optimization
problem can be formulated as:

: (a)

1\}/171Rnielcrflzg>:(172 tr{ MSE;" } 31)
H

s.t. tr{V§b> (V§b>) } <P, Y(i,b),32)

IPU <), 1=1,...,L. (33)

Similar to the Sum-MSE optimization problem (17)-(19), the
Min-Max MSE optimization problem is not jointly convex
over transmit beamforming matrices V and receiving beam-
forming matrices R.. Therefore we carry out the optimization
procedure iteratively in an alternating fashion.

Under the fixed values of the transmit beamforming matrices
V, the optimal receiving beamforming matrix, RZ(-Q), 1 €
K, a =1,2 is linear MMSE receiver given in (20). Under the
fixed receiving beamforming matrices RZ(-a), with the introduc-
tion of an auxiliary variable ¢, which is an upper bound on the

square root of tr{MSEEa)} (i.e., \/tr{MSEEa)} <t Vie

K, a = 1,2), the Min-Max optimization problem (31)—(33)



can be written as

min t (34)
vV, t
st.  Vu{MSE"} <t ick, a=1,2, (35)

H
tr{vg”) (Vg”)) } <PY ick, b=1,2(36)

IPY <X, 1=1,...,L. (37)

With the vector forms in (25) and (26), the Min-Max
optimization problem of transmit beamforming matrices (34)-
(37) can be written as

min t (33)
v, t
st. <t i€k, a=1,2, (39)

Hvec (Vz(b)>H <P, i€k, b=1,2, (40)
2
Hangﬁ/\l, l=1,...,L. (41)

Similar to (27)—(30), the optimization problem (38)—(41) is
also a SOCP problem [56], and can be efficiently solved
by standard SOCP solvers with polynomial complexity using
interior point methods [57].

B. Sum-power constrained transceiver design

In this subsection, we consider sum-power constrained op-
timization problem, which will be applied in FD cellular sys-
tems discussed in Section V. Note that sum-power constraint
is still important and motivated for interference channels
under the emerging scenarios such as energy-harvesting-based
communication systems, distributed antenna systems, games
played by resource-constrained players, and fair comparison
in heterogeneous networks [61].

Similar to the individual power constrained optimization
problem, the proposed SOCP algorithm can also be applied
for the sum-power constrained optimization problem given as:

min ;;tr{MSE(“)} (42)
K 2

st Zzu{v?) (v®) }<PT7 (43)
=1 b=1
v <, 1=1,...,L, (44)

where Pr is the total power constraint of the system. Using the
vector forms in (25) and (26), the optimization problem (42)-

pPik

? .

Bpi

VBN

r{MSE!"} =

{Id ® (\FR(G)H(ab))} vec (ng)) —wec(1g,)

o (o) ) mm)) o)
L, ® ((diag((Rga)) r))
i Ly, ® ((dlag((H(aa)) (R(“)) )H)
I, @ ((diag((R§a>) r))

H((Lb )] vec ng)

) )] vee (a))
H(aa)>1 vee V(a)

=
{\/ Bnij

S

{R(“) (R) }
I, ® ((dlag((H(aC)) (R() R(a)H“C)>> )] vee (V{° >)J
2 G=1,. K, j#i, c=1,2
Iy, ® ((diag ((RS”)H R§“)>> H,E?C)ﬂ vee (Vj>)J

L\/UTJ [Idj ® REG)HE?C)} vec (V?)J

j=1,. K, i, e=1,2

K, j#i, c=1,2 2
(25)

j=1,...

Vil [t 6l wee (V)| 2

IlPU -
W

o3

>

L, ® ((diag((GEf’) Gz(f’))y/z)] vec V(b))J

i=1,...,K, b=1,2

i=1,...,K, b=1,2 |y
(26)



(44) can be rewritten, under the fixed receive beamforming
matrices, as

K 2
>3

min 45)

v, i—1 a=1

s.t. |vec (V) |13 < Pr, (46)
lewlz <N, 1=1,...,L, 47)
2 <™ ek, a=1,2.  (48)

Since the problem (45)—(48) is a SOCP problem, it can be
efficiently solved by standard SOCP solvers.

V. FULL-DUPLEX COGNITIVE CELLULAR SYSTEMS

In this section, we show that the algorithm proposed for the
FD cognitive MIMO interference channel also holds for FD
cognitive cellular systems, in which a FD BS communicates
with HD mode UL and DL users, simultaneously as seen
in Fig. 2. The BS serves K UL users and J DL users
simultaneously. The BS is equipped with My and Ny transmit
and receive antennas, respectively. The number of antennas of
the k-th UL user and the j-th DL user are denoted by My
and N, respectively. The number of data streams transmitted
from the k-th UL user (to the j-th DL user) is denoted by
dyt (dPP),

H/L e CNoxMk and HP® e CNo*Mo represent the
k-th UL channel and the j-th DL channel, respectively.
H, € CMNoxMo js the self-interference channel from the
transmitter antennas of BS to the receiver antennas of BS.
HLY € CNi*Me denotes the CCI channel from the k-th UL
user to the j-th DL user.

The vector of source symbols transmitted by the k-th

uL __ UL UL

T
UL user is denoted as sy~ = {skl,...,sk’dkm} I is

assumed that the symbols are ii.d. with unit power, i.e.,
H
E[s{" (=)

T
the j-th DL user is denoted by sJDL = { flL, o JDdLDL} ,

= I ve. Similarly, the transmit symbols for

with E [SDL (s fL)H} = I pr. Denoting the precoders for
the data streams of the k-th UL and j-th DL user as

UL _ UL UL My, xdV DL _

Vit o= VT Vidue € C"*% " and V& =
DL . .

ijlL e VJD dLD L € CMoxd; , respectively, the transmitted

signal of the k- th UL user and that of the BS can be written,
respectively, as

VUL UL (49)

J
_ DL_DL
*E Vj s;
Jj=1

We consider a FD multi-user MIMO system that suffers
from self-interference and CCI. The signal received by the
BS and that received by the j-th DL user can be written,

respectively, as

K
yo = Z H}'" (xi "+ c/") + Ho (%0 + co)

k=1
+ ep + ny, (50)
K
ijL = H;‘DL (x0 +co) + Z H?kU Ly ch)
k=1
+ePl 4 nPt (51

where ng € C™ and njD L ¢ CNi denote the AWGN vector
with zero mean and unit covariance matrix at the the BS
and the j-th DL user, respectively. In (50)-(51), c¥% (co) is
the transmitter distortion at the k-th UL user (BS), which is
modeled as in (6)-(7), and eP” (eo) is the receiver distortion
at the j-th DL user (BS), which is modeled as in (8)-(9).

From (50)-(51), the aggregate interference-plus-noise terms
at the k-th UL and the j-th DL user are written, respectively
as

K K
D m S e

j=1j#k =1
+eo 1, k=1,... K, (52)
— HPL Z VPLg DL+ZH ety
k=1,k#j
+HP ¢y +el" +nPt, j:L...,J. (53)
Similar to [17], the covariance matrix of m{’, =¥ can be

approximated, under 5 < 1 and Kk < 1, as in (54) at the
bottom of the following page. The covariance matrix of mf L
%P can be defined similarly, i.e. by replacing HYL, VUL,
and Hy in (54) with HkD L Vf L and H,?jU, respectively.
The received signals are processed by linear decoders,

denoted as UUL = [ugf, gIJUL € CN°XdeL, and
DL _ [,,DL DL N, xdP .
U; wii, . ug apr e CVix by the BS and the j-

th DL user, respectively. ‘Therefore the estlmate of data streams
of the k-th UL user at the BS is given as 8/ % = (UgL)H Yo,
and similarly, the estimate of the date stream of the j-th DL
user is sDL = (UDL H ny. Using these estimates, the MSE
of the kth UL and jth DL user can be written as in (55)
and (56), respectively, shown at the bottom of the following
page.

The power of the interference resulting from the UL users
and BS at the [th PU can be written as

K
IIPU = Ztl‘{le (VIICJL (VgL)H
k=1

+ ndiag (VI* (VE5)™)) I}

J
+ Ztr{Gl (VfL (vPry
j=1

+ rdiag (VJDL (VJ’?L)H)) Gl } .57

where Gy, € CN*Mx (Gl S CNXMO) is the channel between

the /th PU and kth UL user (/th PU and the BS).
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Fig. 2. Full-duplex multi-user MIMO system model.

A. Joint Beamforming Design

The optimization problem can be formulated as:

K
Z tr
k=1

: UL DL
Jibin, {MsE["} + 2tr{MSEJ~ }58)
VJI_)L7UjDL =

St tr{VgL (V,QJL)H} < P, keSUL, (59)

Interference

annel

2oL

S,
DL Users

- — —_

i

-
—

Denoting H;; and n; as

UL ; UL UL
H " ie8"", jes&~,
np,
DL
n;

icSUL,
icSPL,

)

Hy, icSYl jeSPln,= {

H}Y, ieSPH jeSsUr,
HPL ie SPL, jeSPL,

X

and referring to VX, UX, =X, X € {UL,DL} as V;, Uj,

2

J - 3;, respectively, the MSE of i-th link, i € S £ SUL | JSPL
Ztr {VjDL (v75) } < Py, (60)  can be written as
Jj=1 H
o Hyr v. Hyy . v.
PV < a l=1... L 1) MSE; = (UZH,;V, - T) (UFH,V; — 1)
+Ufz,U,, (62)
where P}, in (59) is the transmit power constraint at the k-th  where
UL user, and P, in (60) is the total power constraint at the Herll . o
BS. We use SUL and SPL to represent the set of K UL and i = Z H;;V;ViH; + ”ZHijdlag (V; Vi) Hij
J DL channels, respectively. JES,JFi jes
1) Simplification of Notations: To simplify the notations, + Z diag (HijVijHg) +1I (63)
we will combine UL and DL channels, similar to [28]. jes
K H H K H H
P = SV (Vi) a7 e Y] diag (V7 (VP (1Y)
7k i=1
J H H K H H
£ 3 Ho (VPR (VPR e wdiag (VP (VPR))) B+ Y diag (HYEVEE (VI 1))
j=1 j=1
J H
+ 8 diag (HoVP" (VPE) " HIT) + I, (54)
j=1
MSE[” = ((UPH) " BYEVEE ~ 1) ((OFF) " BYEVEE - IdUL)H + Uy =7ruyE, (55)
g k k
DL DINH yyDLy/DL DINH ¢yDLy;DL H DINH DLyDL
MSE]” = ((UPH) " HPEVPE 11 ) (UPH) HPEVPE —Type )+ (UP)" 5PPUPE, (56)



2) Transceiver Design: Using the simplified notations, the
optimization problem (58)-(61) can be rewritten as

Join ;tr{MSEi} (64)
s.t. w{V,Vi'} <p, iesY", (65)
S w{v,vll} <p, (66)

i€SPL
IPV <X\, 1=1,...,L. (67)

The optimization problem (64)-(67) has the same formulation
as the optimization problems proposed for MIMO interference
channels, and thus under the fixed receive beamforming matri-
ces, we can apply the individual-power constrained transceiver
design proposed in Section III for UL users, i € SY, and
apply the sum-power constrained transceiver design proposed
in Section IV-B for DL users, i € SPL.

VI. SIMULATION RESULTS

In this section, we numerically investigate the MSE-based
optimization problems for FD MIMO interference channel
and cellular systems as a function of signal-to-noise ratio
(SNR), interference-to-noise ratio (INR), and dynamic range
parameters ~ and . The tolerance (the difference between
MSE of two iterations) of the proposed iterative algorithm is
set to 10™%, the maximum number of iterations is set to 100,
and the results are averaged over 1000 independent channel
realizations. Since the optimization problems we are dealing
with are non-convex, we need to choose good initialization
points to have a suboptimal solution with a good performance.
In this paper, we use right singular matrices initialization [46].

A. Interference Channel

For FD MIMO interference channel, for brevity, we set the
same number of transmit and receive antennas at each node,
ie. M, = N; = N, i € K, and each transmitter sends same
number of data streams d; = N, ¢ € K. We also set the
same transmit power constraint for each node in the system,
ie., Pf ) = = N, V(i,b). We define SNR of the nodes in the
i-th pair as SNR; = SNR £ p; N, and the INR from the
nodes in the j-th pair to the nodes in the i-th pair as INR;; =
INR £ M:; IV, © # j. The INR of the self-interference channel
at the nodes in the ¢-th pair is denoted as INRgy. The cognitive
radio system is installed within the service range of a primary
network having L = 2 PUs. For simplicity, we set the same
maximum allowed interfering power to the PUs (ie., A =
A, 1 =1,...,L) and same channel gains pu = ul(f), [ =
1,...,L,iek, b=12.

Fig. 3 illustrates the convergence behavior of the pro-
posed Sum-MSE and Min-Max algorithms. It shows that the
proposed algorithms converge in few steps, and it does so
monotonically.

In our next example, we examine the sum-rate performance
of the proposed Sum-MSE algorithm under individual and
sum-power constraints, and Min-Max algorithm. The sum-rate

Sum-MSE

8
Iteration Number

Fig. 3. Convergence behavior of Sum-MSE and Min-Max algorithms. Here,
N =2, K =3, Kk = = —40dB, SNR = 20dB, INR = 10dB,
INRgy = 20dB, 1 = 0dB, A = 0dB.
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Fig. 4. Sum-rate comparison of the proposed algorithm versus SNR. Here
N =2, K =3, k = 8 = —40dB, INR = 10dB, INRg; = 20dB,
p = 0dB, A = 0dB.

of the MIMO interference channel can be expressed as

Toum Zi: “logs (1+smRY),

i=1 b=1 k=1

(63)

where SINR(-b) is SINR of the kth stream of node (") defined
in (69) shown at the bottom of the following page. In (69), r(a)

is the kth row of Ria), and vgk) is the kth column of Vg ), As
it is seen from Fig. 4, Sum-MSE algorithms achieve higher
sum-rate than Min-Max algorithm, since they are designed
to achieve the minimum total MSE of all the nodes in
the system. Moreover, sum-power constrained and individual
power constrained problems perform similar to each other, but
sum-power constrained problem achieves higher sum-rate than
the individual-power constrained problem, because the sum-
power constrained problem is more relaxed than individual
power constrained, and thus can allocate more power to the
node that contributes more to achieve higher sum-rate.

The next example computes the MSE values for each node
in the system for the Sum-MSE and Min-Max schemes out
of one channel realization. We can see in Fig. 5 that the
Sum-MSE scheme achieves the minimum total MSE over all
the nodes and the Min-Max scheme introduces fairness, by
ensuring that the all the nodes have almost the same MSE.

In our next example, we investigate the performance of the
proposed Sum-MSE minimization algorithm under transmit-
ter/receiver impairments (x, () in Fig. 6. As it is seen in
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Fig. 5. MSE distribution of Sum-MSE and Min-Max MSE algorithms. The
schemes 1 and 2 correspond to Sum-MSE and Min-Max MSE, respectively.
For each scheme, the first six bars are the achieved user MSEs and the seventh
bar is the sum MSE. Here N = 2, K = 3, k = = —40dB, SNR = 20dB,
INR = 10dB, INRgr = 20dB, p = 0dB, A = 0dB.
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Fig. 6. Sum-rate comparison of the Sum-MSE algorithm with different k = /3
values versus SNR. Here N = 2, K = 3, INR = 10dB, INRg; = 20dB,
p = 0dB, A = 0dB.

Fig. 6, at low SNR values, since the thermal noise power dom-
inates the transmitter/receiver distortion power, the sum-rate
achieved under different x, [ are close to each other. But, as
the SNR increases, transmitter/receiver distortion power starts
dominating the thermal noise power, and the performance of
the system is determined by x and S3. Moreover, decreasing
x and B (decreasing the distortion power) has a diminishing
gain on the sum-rate performance of the system.

In the next example, we examine the MSE performance
of the proposed Sum-MSE algorithm for various maximum
allowed interference at each PU, i.e., \. It can be seen from
Fig. 7 that as the interference constraint A decreases, the
performance gets worse and MSE increases, since a lower
interference threshold imposes a more stringent constraint.

B. Cellular System

In this section, we numerically investigate the MSE-based
problem in MIMO FD multi-user system. We compare the
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0 10 20 30

0 50 60
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Fig. 7. MSE of cognitive radio system with different A values versus SNR.
Here N =2, K = 3, k = 8 = —40dB, INR = 10dB, INRg; = 20dB,
© = 0dB.

proposed algorithm with the HD algorithm under the 3GPP
LTE specifications for small cell deployments [62]. We con-
sider small cells, since they are considered to be suitable for
deployment of FD technology due to low transmit powers,
short transmission distances and low mobility [2], [3], [63].
A single hexagonal cell having a BS in the center with
My = 2 transmit and Ny = 2 receive antennas with randomly
distributed X' = 3 UL and J = 3 DL users equipped with
2 antennas is simulated®. The cognitive radio system has
L = 2 PUs, with the same maximum allowed interfering
power (i.e., \; = 0dB). The channel between BS and users
(both SUs and PUs) are assumed to experience the path
loss model for line-of-sight (LOS), and the channel between
UL and DL users are assumed to experience the path loss
model for non-line-of-sight (NLOS) communications. Detailed
simulation parameters are shown in Table II.

The channel gain between the BS to kth UL user is given by

HUE = HgLI:IkUL , where I:IkUL denotes the small scale fad-
ing following a complex Gaussian distribution with zero mean
and unit variance, and kY = 10=%/10) " X ¢ {LOS,NLOS}
represents the large scale fading consisting of path loss and
shadowing, where LOS and NLOS are calculated from a spe-
cific path loss model given in Table II. The channels between
BS and DL users, between UL users and DL users, between BS
and PUs, and between UL users and PUs are defined similarly.
For the self-interference channel, we adopt the model in [2]
and [13], in which the self-interference channel is distributed

as Hy ~ CN( Cakr

7. _Ca
T Hos 775 Ivg @ Ing, |, where K

is the Rician factor, Hy is a deterministic matrix, and C’gl

%Note that although the BS has No + Mp antennas in total, similar
to [28], we assume that only My (/Np) antennas can be used for transmission
(reception) in HD mode. The reason is that in practical systems RF front-
ends are scarce resources, since they are much more expensive than antennas.
Therefore, we assume that BS only has Mg transmission front-ends and Ng
receiving front-ends, and do not carry out antenna partitioning.

(a) gy (ab)
Pily, H;;

ik

V(b) (V

)" ()" ()"

SINR{” =

a (a ab) _(b)
rz(-k) (Ei )+ D itk piHEi )y
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TABLE II
SIMULATION PARAMETERS

Parameter Settings

Cell Radius 40m

Carrier Frequency 2GHz
Bandwidth 10MHz
Thermal Noise Density —174dBm/Hz

Noise Figure

Path Loss (dB) between BS and users
(d in km)

Path Loss (dB) between users (d in km)
Shadowing Standard Deviation

BS: 13dB, User: 9dB
103.8 +20.91log o d

145.4 4 37.5log o d
LOS: 3dB, NLOS: 4dB

denotes the self-interference attenuation level [2]7.

The average sum-rate achieved in FD system for uplink
(FD-UL), downlink (FD-DL), and the entire system (FD-
Sum) is shown in Fig. 8. It is seen that while the sum-rate
achieved in FD-UL system always decreases as CZ; increases,
the sum-rate achieved in FD-DL system decreases until a
certain value of C3; = —80dB and increases after that. The
decrease in the sum-rate performance of the FD-UL system is
intuitive, since as the self-interference suppression capability
decreases, a greater amount of self-interference power is added
to the background thermal noise. The changing sum-rate per-
formance of the FD-DL system is explained as follows. Since
the proposed algorithm optimizes the UL and DL channels
jointly, i.e. Sum-MSE minimization of the entire FD system, at
low Cg; values, the joint optimization scheme slightly reduces
the transmit power of the DL channel to maintain a good
performance of UL system. But, as C§I increases, the self-
interference power starts overwhelming the desired signals
coming from the UL users, which reduces the achievable
sum-rate in the UL channel. Thus, the performance of the
entire system is determined mostly by the DL transmission.
Therefore, reducing the transmit power in the UL channel and
concentrating on DL channel is more beneficial. And also, as
the transmission power of the UL users is reduced, CCI is
also reduced, resulting in improved performance in the DL
channel®. The same observation for sum-rate maximization
problem has been reported in [2].

Moreover, the sum-rate comparison of FD and HD systems
in UL and DL channels is also depicted in Fig. 8. As it
is seen, the sum-rate achieved in FD-DL system is always
higher than that of HD-DL system, while FD-UL outperforms
HD-UL in terms of sum-rate only when the self-interference

7Similar to [2], without loss of generality, we set Kr = 1 and Ho to be
the matrix of all ones for all experiments.

8Note that as seen in Fig. 8, at very high self-interference cancellation
levels, the DL rate is lower than the UL rate. The reason is that the quality of
the DL channel is degraded by the CCI, while the UL channel is not affected
by the self-interference at high self-interference cancellation levels. Since the
DL service is larger than the UL service in general, in order to give priority
to (increase) the DL rate, we can take weighted sum-MSE as the objective
function, and give DL larger weights. The weighted sum-MSE problem does
not change the proposed algorithm.
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Fig. 8.  Sum-rate achieved in full-duplex cellular system versus Cgl (dB).
Here kK = 8 = —40dB.

is substantially suppressed’. The sum-rate gains of the FD
system over HD system as a function of C3; is shown in
Table III. It is demonstrated that for FD system to achieve a
higher sum-rate than HD system, CZ; must be at least —70dB.

VII. CONCLUSION

In this work, we have studied the MSE-based transceiver de-
sign problems for a FD MIMO cognitive interference channel
that suffers from self-interference and inter-user interference
under the limited DR at the transmitters and receivers. Since
the globally optimal solution is difficult to obtain due to the
non-convex nature of the problems, an alternating algorithm
that iterates between transmit and receiving beamforming
matrices while keeping the other fixed is proposed. It is shown
in the simulations that the proposed Sum-MSE minimization
scheme achieves the minimum total MSE, and the proposed
Min-Max scheme almost achieves the same MSE for every
user. Therefore, the Sum-MSE minimization algorithm can be
used when there are only best effort services in the system,
while it is better to use Min-Max MSE algorithm when there
are services with QoS requirements because of the fairness it
introduces. Moreover, we show that the proposed algorithm
is not only applicable to FD MIMO cognitive interference
channels, but also applicable to FD cognitive cellular systems.
It has been shown in simulations that the sum-rate achieved by
FD system is higher than that of HD system under reasonable
self-interference cancellation values.

APPENDIX

Using (12) and (14), MSE; = tr{ MSE;} can be written as
in (70) given at the bottom of the following page. Applying the
vec(+) operation, and the identity |jvec (A)||3 = r {AAH},
MSE; in (70) can be rewritten as in (71) given at the bottom
of the following page. Then using the identity vec(ABC) =
(CT ® A) vec(B), (71) can be written as (25).

91f the residual self-interference is high, it is concluded that FD mode is
not a feasible choice. If the level of residual self-interference is time varying
and can be measured in real time, then this paper also suggests that a dynamic
switching between FD and HD modes may have an advantage. By using a
multiple time-slot data transmission as in [17], [18], we can exploit both
spatial and temporal freedoms of the MIMO links. Particularly, the use of
distinct time slots gives the freedom to switch between FD and HD signaling
depending on the power of the self-interference channel.



TABLE III
AVERAGE RATE GAIN OF FULL-DUPLEX UPLINK (DOWNLINK) SYSTEM OVER HALF-DUPLEX UPLINK (DOWNLINK) SYSTEM

Cél —110dB | —100dB | —90dB | —80dB | —70dB | —60dB | —50dB | —40dB | —30dB | —20dB
Uplink 83% 65% 45% 23% 3% -16% -51% -78% -94% -99%
Downlink | 50% 40% 25% 12% 5% 14% 36% 65% 91% 93%
Similar to (71), I}V can be written as Using the identity vec(ABC) = (CT @ A) vec (B), (72) can

be written as (26).
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