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Abstract

A key practical constraint on the design of Hybrid automagigeat request (HARQ) schemes is the size of the on-chibuff
that is available at the receiver to store previously rempackets. In fact, in modern wireless standards such asah@HTE-A,
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policies for the storage of received data. This work ingeges HARQ buffer management by leveraging informaticetatic
achievability arguments based on random coding. Spedjficthndard HARQ schemes, namely Type-l, Chase Combining a
Incremental Redundancy, are first studied under the assmpf a finite-capacity HARQ buffer by considering both cdde
modulation, via Gaussian signaling, and Bit Interleavedi€gbModulation (BICM). The analysis sheds light on the intpafc
different compression strategies, namely the conventicorapression log-likelihood ratios and the direct digitinn of baseband
signals, on the throughput. Then, coding strategies baségayered modulation and optimized coding blocklength avestigated,
highlighting the benefits of HARQ buffer-aware transmissgthemes. The optimization of baseband compression fdipheul

antenna links is also studied, demonstrating the optiynalfita transform coding approach.
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|. INTRODUCTION

Hybrid automatic repeat request (HARQ) is an integral parnodern wireless communication standards such as LTE and
LTE-A [1], [2]. HARQ enables reliable communication ovem#-varying fading channel by leveraging both forward error
correcting coding at the physical layer and automatic nsiréssions at the data link/medium access layer based @mybin
ACK/NACK feedback on the reverse link. With HARQ, the reagican store previously received packets for joint prooessi
with the last received packet in order to enhance the degadiability. Three HARQ mechanisms are conventionallgdis
namely HARQ Type | (HARQ-TI), HARQ Chase Combining (HARQ-L@nd HARQ Incremental Redundancy (HARQ-IR)
(see, e.g. [I1]F[4]).

One of the key challenges in implementing HARQ is the needdeesdata from previously received packets on chip. In
LTE and LTE-A, the HARQ buffer is in fact one of the main drigesf the overall modem area and power consumption, as
well as a key determinant of the User Equipment (UE) catetgusl [2], [5]. Placing the HARQ buffer off chip can also be
challenging due to the large bandwidth requirements onxtermal memory interface. These problems are expecteddone
even more severe for the next-generation systems, e.ged lmas mmWave technology/1[6].1[7], due to the larger bandwidth
and transmission rates.

The limitations in the HARQ buffer size dictated by the modarea and power consumption make the use of buffer-aware
transmission strategies and of advanced comprﬂsﬂoﬁnies for the storage of received data of critical impade for the
feasibility of HARQ in modern wireless standards [5], [8]n &xample of the former is limited buffer rate matching in LTE
[2] and an instance of the latter is the vector quantizaticimeme proposed i [[8] to store the log-likelihood ratios Rs).
of the coded bits for the previously received packets. Werrtf transmit- and receive-side mechanisms meant to cotbe wi
HARQ buffer limitations as HARQ buffer management.

Previous theoretical work on HARQ has assumed unrestridfedQ buffers to be available at the receivers or has imposed
limits on the number of packets that can be stored (see,[B]g[9] and references therein). In this paper, instead assume
a generic capacity constraint for the HARQ buffer in termsiomber of bits, and we aim at addressing the following main
questions: i) How is the relative performance of standard HARQ schememealy HARQ-TI, HARQ-CC and HARQ-IR,
affected by the amount of available HARQ buffer capaciti? Are there more efficient alternatives to the conventional
approach of representing buffered packets at the receyweguhntizing the LLRs of the coded bits (séé [5], [8]i?)(What is
the impact of buffer-aware transmission strategies sudhyesed modulation and rate matching® (What new opportunities

and challenges arise in the design of HARQ buffer managefoemultiple-antenna (MIMO) links?

1in this paper, compression is meant to include also the stepiantization.
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This works makes some steps towards answering these quebiideveraging information-theoretic achievability amgents

based on random coding. Our contributions are as follows.

« We study a baseline system that uses an ideal coded modutaiteme via Gaussian signaling at the transmitter and
compression of the previously received packets at the baselevel with the aim of assessing the impact of a finite
HARQ buffer on the throughput of HARQ-TI, HARQ-CC and HAR®-(Sec[T).

« We investigate the more complex case of a link employing Bi¢fdleaved Coded Modulation (BICM)_[10] and study the
performance with both baseband compression and the morertional LLR compression of the previously received
packets (Sed_1V). The goal of the analysis is to address dssilple suboptimality of the conventional approach of
quantizing LLRs for storage in the HARQ buffer.

« We study the potential benefits of buffer-aware transmissioategies based on layered transmission [11], whereby th
rates of the transmission layers are adopted to the HARQbgite (Sed_V).

o We study the design of baseband compression for a link withiplerantennas and show the optimality of a compression
strategy based on transform coding (§€d. VI).

« We analyze the impact of the selection of the transmissionkiéngth as a function of the HARQ buffer size (Jecl VII).
This analysis complements the study [in][12], which assun@buffer limitations.

Finally, Sec['VIll presents numerical results and $e¢. I¥emfwith some concluding remqus

Notation (-)* denotes the complex transpogg;] is the expectation operator; information-theoretic gitestsuch as mutual

information are defined as ih [14].

II. SYSTEM MODEL AND PERFORMANCE CRITERIA

Throughout this paper, except for SEC] VI, we consider a conigation link with a single-antenna transmitter and a leing
antenna receiver operating over a quasi-static fadingredaria an HARQ mechanism. As illustrated in Fig. 1 and furthe
discussed below, we make the assumption that the receisea himited HARQ buffer to store information extracted fronet
packets received in the previous (re)transmissions. Tangdatted and each slot accommodates the transmission afketpa

of length L symbols. The received signal in a channel use ofittte slot is given by
Y; = VSNRH, X; + Z;, 1)

where the parameter SNR represents the average signal ¢e ratio; the channel gaiff/; has unit power and changes

independently slot by slot with a given cumulative disttiba function (cdf) F'; the input signalX; is subject to the power

2The content of Se¢_JIl and Sdc_JIV was partially presentei8].
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Fig. 1. HARQ with a limited-capacity HARQ buffer. Except f&ec[VIl, we setBc = LC, whereC is the buffer size normalized to the packet length.

constraintE[| X;|?] = 1; and we have the additive noisg¢ ~ CN(0,1). The receiver has an HARQ buffer with capacify:
bits. Except for Se¢_VllI, we will seB- = LC, whereC is hence the buffer size normalized with respect to the gdekegth.
The channel gairfd; is assumed to be known to the receiver, where, being a sicglaglex) value per packet, it is stored
using a negligible buffer space.

Let us denote the maximum number of retransmission\py,. and the transmission rate by, which is measured in
bits/s/Hz or, equivalently, in bits/symbol. Note that, ess8 stated otherwise, we consider single-layer modulaiaate R.
The case of multi-layer modulation will be considered in .$€c Moreover, except for Se€_VII, the blocklengthwill be
considered to be long enough so as to justify the use of irdtiom-theoretic asymptotic bounds. Each HARQ sessiont of a
mostN,,.... retransmission, including the original, hence aim at @glivg a data packet df R bits. For single layer modulation,
the throughpufl’ can be written as (see, e.d., [11])

R(l _ Pézvrnam)

T=""mn

)

where N a random variable that measures the number of retransmsssitcluding the original transmission, which satisfies

Nmax
E[N]= > nPiN =nj; (3)

n=1

and P is the probability of an unsuccessful transmission up ta, iacluding, then-th attempt. We have
PN =n] =P ' - P! (4)

for n < Npae @and PIN = N,o.] = PeNmafl. Therefore, from[(R), it is sufficient to calculate the prbliies P for
n=1,..., Ny in order to characterize the throughput of any given HARQesob. We observe thdil(2) will need to be

modified to account for layered modulation.
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IIl. GAUSSIAN SIGNALING WITH BASEBAND COMPRESSION

In this section, we evaluate the throughput of HARQ-TI, HARG, and HARQ-IR assuming a baseline scheme whereby
the transmitter uses Gaussian signaling and the receiosrssin the memory compressed version of the received badeba
packets. Note that, in practice, Gaussian signaling camteepreted as the use of an ideal coded modulation stratethe a

transmitter (see, e.gl.1[9]).

A. HARQ-TI

With HARQ-TI, the transmitter repeatedly sends the sam®@ed packet and the receiver attempts decoding based solely
on the last received packet. HARQ-TI hence does not make fues eceiver's HARQ buffer. Under the said assumption of

sufficiently largelL, the probability of an unsuccessful transmission up torthih attempt can be obtained as

P =Pr|() (SNRH;|* < 2" — 1)]

i=1

PriSNRH;[> < 2% —1] = (F (2;\|_R1))n' ®)

n

i=1

We recall that the throughput is finally obtained s (2), Whio the case of HARQ-TI can be simplified &@s= R (1 — Pel).

Note that the throughput of HARQ-TI does not depend/df,.

B. HARQ-CC

With HARQ-CC, the transmitter repeats the same packet dt Bttansmission as for HARQ-TI, but the receiver performs
decoding on a packet obtained by combining all previousteired packets via maximum ratio combining (MRC). HARQ-
CC hence requires storage either of all previously recepackets or of the current combined packet obtained from all
previous transmissions. In the presence of a limited-buéfeeiver, these two HARQ buffer management options yiéférént
throughputs and are discussed next.

1) HARQ-CC Store and Combine (S&CA: first option to implement HARQ-CC in the presence of a lirditdARQ buffer
is for the receiver to store all the previously received paskDue to memory limitations, prior to storage, packetdne be
compressed. To this end, as illustrated in Eig. 2, the recalivides the available memory size equally among all trekgis
received up to the given retransmissions and compressespeaket separately. If the-th transmission is unsuccessful, the
receiver then compresses the last received packéCton bits and recompresses the previously stored packefston bits

(from their previous larger size dfC/(n — 1) bits). We refer to this scheme as Store and Combine (S&C).
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Fig. 2. lllustration of HARQ-CC S&C. The numbers indicatee tindex of the packet, which is compressed in the HARQ bufied the dashed lines
correspond to compression operations that take place & tb@n-th transmission fails. For the packets within the HARQ buffecompression is carried

out according to the successive refinement scheme discusggabendix.

In order to account for the effect of quantization, we usedtamdard additive quantization noise model. Specificidlihe

n-th retransmission is not successful, the quantized sigara given by

}/i.,n = }/Z + Qi,nv (6)

fori=1,...,nandn =1,..., Npas, WhereQ; , ~ CN(O,aﬁn) is the quantization noise for thieth received packet as
stored at the:-th unsuccessful transmission. As discussed below, thatigagion noiseaﬁn, which corresponds also to the
mean squared error distortion, is adjusted to the curreahmdl realization;, and hence quantization must be performed

after channel estimation.

Remark 1. Quantization noise models such Bk (6) are used through@mibrk within the information-theoretic framework of
random coding, and hence the quantization noise distrilouts to be considered as obtained by averaging over the nauglo
selected vector quantization codebooks (see, é.d., [I&])[ Moreover, following Shannon’s classical argumertkg results
obtained in this paper are to be interpreted as implying tixéstence of specific (deterministic) coding and compressio
strategies that achieve the calculated throughput leveléoag as they operate over sufficiently long block-lendi§,[[15]
(see Sed Ml for further discussion). From a practical \peimt, results in[[16] and[[17] suggest that high-dimensiblattice
vector quantizers, such as standard Trellis Coded Quatitiza(TCQ) [18], or graphical codes with message passing are
expected to perform close to the performance evaluatedisnvibrk. However, the choice of a Gaussian distribution foe t
guantization noise is made with no claim of optimality andyrba in practice justified by the fact that dithered latticetos
guantizers are able to approximafg (6) with increasing aacy as the dimensions of the quantizer increages [16]. doze
the Gaussian assumption implies that the performance atediuhere with baseband compression can be realized byversei

that use conventional minimum-distance decoders [19].

Following RemarlL, we relate the quantization nod:g?gL to the number of allocated bitsC/n via the standard rate-
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Fig. 3. lllustration of the successive refinement compagsstrategy used for HARQ-CC S&C and HARQ-IR: Each paakist compressed tONmaz — @)
layers such that higher layers, corresponding to refinesnené discarded as increases in order to free memory space for the more recekefsa(see, e.g.

Fig. ).

distortion theoretic equality [147'/n = I(Y;; Yi.,), which can be evaluated as

C SNRH;]? +1
e log, (1 + %) (7)

Ui,n

implying

SNRH;|? +1
2 _ 7
Oin = 2C/n 1 ®

The equality [¥) holds also for recompressed packets, dorealf packets[{ll) withi < n, as long as successive refinement
compression[[14, Ch. 13] is employed. Specifically, as ftitated in Fig[B. each packet is first compressed at the
th transmission (if unsuccessful) with a numbeé¥,(,.. — 7) of compression layers. At later transmissions, higheelsay
corresponding to refinement descriptions, are progregsiiscarded as: increases in order to satisfy the rate constrélyt
and effectively increasing the guantization noise (8). \&ferto Appendix for a detailed discussion.

At the n-th retransmission, the decoder performs MRC of the stéred 1) packets and of the last received packet prior

to decoding as

n—1
i=1

As a result, the effective SNR is equal to

SNR(X), |Hil?)

— ; (10)
[Hol? + 32000 [Hil? (03, +1)
and the probability of an unsuccessful transmission up éntth attempt is given by
. 2
- SNR( 1 |Hi|2)
P =Pr{( | log, (11)

1+ —
|H12 + 3020 |1 Hil? (UiQ,j +1)

J=1

The probability in[I1L) can be calculated via Monte Carlo iations and the same will apply also to the other probadslit

indicated in the rest of the paper.
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| MRC(n—1) | after (2=Dth transm.

@ at nth transm.

h N
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Fig. 4. lllustration of HARQ-CC C&S. MR(n) indicates the compressed MRC-combined packet stored at-thetransmission if unsuccessful.

Remark 2. In the absence of memory restrictions, i.e., with— oo, we haveP,” = Pr[}"" | SNRH;|* < 2% — 1] since
o—zj — 0, hence obtaining the standard performance of Chase comdi(see, e.g./[11]). Therefore, under this conventional
assumption, there is no need to include the intersectiomadipe in (I1). This is because, with — oo, the effective SNR
(i.e., the ratio in [T1)) is a monotonically increasing fuion of n, while this is generally not the case for fini¢ due to the

increasing quantization noise powed (8).

Remark 3. The combining[{9) does not account for the different noisegue affecting the combined packets due to the
quantization noise. Therefore, the combiniay (9) is suinwgtfor finite C' in terms of the achievable rate. In fact, it reflects
the operation of a standard Chase combirler [4], which is @blis to the presence of quantization effects. For refaene
observe that an optimal combining would achieve an effecBNR of (see, e.d. [11])

SNRH, >
1+Uzn 1

SNRH,|* + Z (12)

which is generally larger tharn[{10) and it coincides with {#for C — oco. We also refer to Se€_II[AD for a discussion of
an adaptive storing scheme that uses the standard Chaseirmentiut decides adaptively whether to store a packet or not

depending on the effective SNR improvement obtained asul. res

2) HARQ-CC Combine and Store (C&SJhe S&C approach is expected to be inefficient since decadiicgrried out on
the combined packet and not on the individual packets, wtiias need not be separately stored. For this reason, hérer ra
than storing all the previously received packets as with S&€E consider compressing and storing directly the MRC-doet
packet. Specifically, as illustrated in FIgd. 4, at each retnaission, the last received packet is combined with theeatistored
packet in the HARQ buffer. If decoding is unsuccessful, thmbined packet is compressed and stored. We refer to thésreeh

as Combine and Store (C&S).
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To elaborate, if decoding is not successful at the first trassion, the compressed packet is given by
Vi=HYi +Q
= VSNRH:[*X + H{ Z1 + Q1
= VSNRH,|?X + B, (13)
where@Q, ~ CN (O,o—f) is the quantization noise anbl, = HyZ; + Q1 ~ CN (O,pf) is referred to as the effective noise.
From rate-distortion theory, similar tb](8), we havg= (|H:|? + SNRH1[*) / (2¢ — 1) andp? = |H;|*+o%. The combined
signal used in decoding at theth transmission is given by
Y, = HY, +Y,_1, (14)

for all n > 1. Moreover, the stored packet at theth attempt, if is unsuccessful, can be written as

= VSNRY | |H|*X + E,, (15)
=1

with the effective noise given b, = F,,_1 + H: Z, + Q,, ~ CN (O, p?l). The power of the effective noise can be expressed

using the recursive relationship
n 2
Pa = Pay+ | Hal* + 4 ph_y +|Hal* + SNR <Z |Hz-|2> / (2¢-1). (16)
=1
Based on[(14) and{16), we can finally obtain the probabilftam unsuccessful transmission up to the¢h attempt as
. 2
SNR(S21, |Hif?)
|Hj|? + p3_, B

P: - Pr m 10g2 1 + ) (17)
J=1

where we sepy = 0.

Remark 4. As C' — oo, the effective noise is given by, = > | |H;|* and we haveP” = Pr[}"" | SNRH;[* < 2% —1].

The other considerations made in Remlark 2 and Reinark 3 agpéyds well.

Remark 5. As per Remarkl3, the MRC operation [n](15) neglects the faattttie noise power on the received signal at the
currentn-th transmission is different from the effective noise popfe , that affects the previously received and combined

packets due to the quantization noise. It hence reflects pleeation of a standard Chase combinér [4].

C. HARQ-IR

With HARQ-IR, at each retransmission, the transmitter semgbacket consisting of new parity bits from a rate-comjetib

code and decoding is based on the concatenation of all prglyioeceived packets. We assume that the receiver stdrémal
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previously received packets by following the same mecharads in HARQ-CC S&C, and hence allocating the same buffer
space to all packets. Note that the idea of storing a combieesion of the previous baseband packets as in HARQ-CC is
not directly applicable to HARQ-IR. The compressed pack¢tthen-th retransmission are given byl (6) amd (8). Since with

HARQ-IR the achievable rate is the sum of the achievablesrateoss all transmissions (see, €.g. [9]), the probalufitgn

unsuccessful transmission up to theh attempt can be obtained as

P" =Pr ﬁ log, (1 +SNRH;[?) + §10 1+ SNRI|” <R (18)
e — g2 J g2 1+ (14 SNRH;[?)/ (20/(1'71) — 1) - '

j=1 i=1

Remark 6. With C' — oo, we obtainP* = Pr[3" | log, (1 4+ SNRH;|?) < R] [9] (see also Remarkl2 and Remdrk 4).
Moreover, by setting’ — 0 and N,,,.. = 1, the HARQ-IR throughput tends to that of HARQ-TI as it candmndyy comparing

(@8) and [(5).

D. Adaptive Storing

So far, we have assumed that all received packets are stithed mdividually or after MRC. However, in order to avoid
using the available HARQ buffer capacity for received paskbat do not carry significant information, one could iaste
store a packet only if the achievable rate is sufficientlyrioved as a result. This is particulary significant since, iasussed
in Remarkd B[ ¥ anf] 6, the rate achievable with the studiederdivnal HARQ schemes does not necessarily increase with
the number of retransmissioms Here, we propose aadaptive storingstrategy that is motivated by these observations.

We first describe the idea for HARQ-CC S&C. Let us define a ramd@riable N,(n) that accounts for the number of
packets that have been stored prior to transmission 1. At transmissionn, we first check if the achievable rate in the
left-hand side of the inequality in_(lL1) is larger than> 1 times the achievable rate for the previous- 1 transmissions,
wheren is a design parameter. If so, the packet is stored and w&/get+ 1) = Ns(n) + 1; if not, the packet is not stored
and Ny(n + 1) = Ny(n). To evaluate the performance of this scheme[1d (11), thessama restricted only to the indices of
the N4(n) stored packets. Note thaf,(n) and the indices of the stored packets are functions of thanedayains| H;|? for
i=1,...,n— 1. For HARQ-CC C&S and HARQ-IR, adaptive storing can be impdated and analyzed by following the
same procedure described above, using the achievablepgaring in the left-hand side of the inequality [in](17) anel tate

expression on the left-hand side Bf18), respectivelyjen bf (11).

IV. BICM WITH BASEBAND AND LLR COMPRESSION

In this section, we consider transmission based on BICM witlixed M -ary constellationX’, where M = 2™ for some

integerm [10]. The main motivation for this investigation, beside thractical relevance of BICM, is the aim of conforming
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baseband compression, as studied in the previous sectitm,anmore conventional implementation whereby the receive
compresses the LLRs of the coded bits in the previously vedgpackets (see, e.d.] [5]). It is recalled that BICM maypdedo
bits directly on constellation points, hence facilitatitige implementation and analysis of LLR processing and émglthe
study of the impact of the constellation size.

Throughout this section, we make the standard assumptiodeal interleaving, so that the: bit channels can be assumed
to be independent, of a binary i.i.d. B&f2) codewords transmitted across all bit channels and of Gragping [10]. To

elaborate, we define thgth bit in the binary label ofX € X, j =1,---,m, according Gray mapping, as(j), and the set
= {z € X|X(j) = b}, (19)

for b € {0, 1}, of all constellation points in which thgth bit X (5) equalsbh. With these definitions andl(1), the LLR for the

2
ZzGle exp (— Y; — vVSNRH;z )

N (20)
Zmexg exp <— — v/SNRH;x )

In the rest of this section, we first review the performancé&l8RQ-TI, which does not require the use of the HARQ buffer

j-th bit of a symbol within the-th retransmitted packet can be written as

= log,

and then study the performance of HARQ-CC and HARQ-IR firshwiaseband compression and then with LLR compression.

A. HARQ-TI

In order to evaluate the achievable rates with BICM, we finstoiduce the conditional probability density function fpof

Y; given thej-th bit X;(4), which, from [1), is given by

Py Wb) = gy 32— exp(~[¥; — VENRHz ), (21)

zeX)]

using the fact that all binary variables;(;) are i.i.d. Bef1/2). Due to joint encoding across the bit channels, an outage
event takes place when the bit channels together do not support the transmission fiterefore, with HARQ-TI, the

probability of an unsuccessful transmission up to thth retransmission can then be calculated as (see, [e.d), [20

=[IpPr D 1(XiG)svi) <R
i=1 | j=1
= 1 i Tvix.) (wlb)
=[[prr|= b) log, LX) g < R 22
_1;[1 2_2_:/fmxl<g>vl) By WS (22)
with fy,(y) = 1/25,_ o fvilx.(j) (|b), where the second equality follows by direct calculationttef mutual information.

While a closed-form expression for the conditional gfi x, ;) (v|b) appears to be difficult to obtain, this quantity, and hence
also [22), can be estimated numerically through MonteeCsirhulations. Note that the throughpli (2) can be simplifisd

T =R(1- PY).
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B. Baseband Compression

In this subsection, we consider the performance of HARQ-GE IHARQ-IR in the presence of baseband compression.
1) HARQ-CC: Similar to [21), in order to evaluate the performance of HARQ, we first define the conditional pdf
Iy, 1x ) (y[b) with Y,, being the combined packet, which is given by (9) for HARQ-C&CSand [1%) for HARQ-CC C&sS.

In particular, for HARQ-CC S&C, we obtain

Frax ) (wlb) = 2m TnT D Janaal (23)

zGXJ

wheref; 52 (y) = 1/(n62) exp(—|y—fin|?/52) is the pdf of a complex Gaussian variable with mgan= vSNR>_" | |H;|*x
and variancer? = [H,[*+> 1, ' SNR H;|2(02 07,1 +1) using [8), while for HARQ-CC C&S, we have the same m@arand
variances;, = |H,|* + p;,_, with p? in (I8). We can then writ’? = Pr |37, I(X(j);Y;) < R|, which can be calculated
as [22).

2) HARQ-IR: Following similar arguments as for HARQ-CC and recalling: $8[-C| the probability of an unsuccessful

transmission up to the-th attempt can be calculated as

i—1 m
ﬂ ZI Vo) + 3N 1(6GG): Vi) < R | (24)
i=1 \ j= k=1j=1

where the conditional pdfy, x, ;) is given by [21) and the conditional Pt X0 () of the compressed packﬁftc,i given

by X (5) is equal tof, 52 (y) with meanji;, = VSNRH .z and variancer; ; = o7, ;_; + 1 in ().

C. LLR Compression

Here we study the performance of HARQ-CC and HARQ-IR in thespnce of LLR compression.
1) HARQ-CC: For HARQ-CC, as done in Selc. IV-B1, we consider both comjwassechanisms S&C and C&S.
a) HARQ-CC Store and Combine (S&CWith LLR compression, similar to SeE1ltB, HARQ-CC S&C dlikes the
available memory equally to store the compressed LLRs optheious received packets for all bits channels. Spedificaf

the n-th transmission, if unsuccessful, the compressed LLRHeritth transmissions and bit channgis given as
L, =L1+Ql,, (25)

fori=1,...,nandn = 1,..., Ny, Where we follow the same standard additive quantizatiaeenmodel used in Sec.
[Mand the quantization noise is modelled @$n ~ N(0, 03 M) (see Remarkl1 for a discussion on this model). To evaluate

the quantization noise variane€,, ;, we resort to the information-theoretic equalityr?; L7 ») = C/(mn), which accounts

for the fact that each bit channel is allocated a memory sigeleto LC'/(mn). SinceL{ is not Gaussian, we leverage the
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following well-known upper bound (see, e.g. [14, Ch. 9])
(L 8,) = 1(1h0+Ql,)
< élog2 <1 + \/32(7[/3)> . (26)
This bound allows us to obtain the conservative estimate.ef, Upper bound on) the quantization noise pow%;;_’j by

imposing the equalityl /2 log, (1 + var(L{)/crf,w) = C/(mn), which yields

2 _ Vaf(L'Z)
Tin,g = (22C/(mn) — 1) (27)

The variance va(rL{) does not appear to admit a closed-form expression but it esabily evaluated numerically. We observe
that the estimate (27) is valid for the recompressed packets for i < n, if the decoder employs successive refinement
compression as discussed in 9ed. Il and Appendix.

With HARQ-CC S&C, the combined LLR foj-th bit at then-th attempt is given by

n—1
L, =L,+Y L, (28)

=1

hence summing the current LLRs with the previously compédd Rs. The probability of an unsuccessful transmissian fo

HARQ-CC S&C is finally obtained a®* = Pr {ﬂ;;l (Zm I(X:(j); L) < Rﬂ which can be written as

Jj=1

1 .
J2i1x.) ()
Z/fiilxi(ﬂ(”b) log, (% dl <R (29)

1b=0

P =Pr ﬂ %

n m
i=1 j=

and evaluated similar tG_(P2).

Remark 7. For the same reasons explained in Renfark 3, the LLR comd@®ri¢ optimal only when there are no HARQ

buffer size limitations and it reflects the performance otandard combiner.

b) HARQ-CC Combine and Store (C&Shnstead of storing all the previously received LLRs, simita Sec.[1[-B,
HARQ-CC C&S stores the compressed value of the combined ldtRsich transmission. Specifically, if decoding of the first

transmission is not successful, the stored LLR is given by
L3 =11 + 1, (30)
whereQ{ ~N (O,Ufj) is the quantization noise. From the information-theorafiper bound used i _(26), we hazv%yj =

var(L])/ (22¢/™ — 1). Similar to [28), combined LLR at the-th attempt can be written as

for all m > 1, which corresponds to the optimal combiner in the absenaguahtization noise (see Remark 7). Moreover, if

the n-th attempt is unsuccessful, the compressed combined Ligvis asLi = LI + @4, whereQi, ~ N(0,02 ;) with
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guantization noise poweffl_’j =var(Li)/ (220/’” — 1), since HARQ-CC C&S allocates the available memory to sty o
the currently combined LLR(31). Similar tb (29), the probiépof an unsuccessful transmission up to theh retransmission
is finally obtained as®” = Pr [m;;l (z;.”: I(Xi(5); L) < R)}, which yields

n

LSy [ Trpa UP)

1= j=1 b=

2) HARQ-IR: With HARQ-IR, as discussed in Sdc. II-C, the transmitterdsenew parity bits at each transmission and the
receiver stores the previously received LLRs by allocathg available memory as done for HARQ-CC S&C. Therefore, the
compressed LLRs are given as](25) with](27). Moreover, usiiegfact that the achievable rate is the sum of all achievable

rates in previously received packets [9], the probabilftpm unsuccessful transmission up to thh attempt can be calculated

asP;' = Pr [ﬂ?zl (Z}’Ll (I(X () L)+ I(X (');Eiﬂ.)) < R)}, which yields

A (- fLi.\Xi(j)(”b)
Pr=P - j L (11b) 1 — = |dl
e r Q (2 ;;/f%ixi(])” ) log, < fLZ,i,(l)
piztom 1 fii 11Xk 7)(l|b)>
+ = . ~(11b)1 ———  Jdl<R . 33
2;.7._1;/]2&,1')(’“(-7)(' ) Og2< fom() (33)

V. LAYERED CODING

So far, we have made the standard assumption that each HASY¥@3&ims at transmitting a single data packet (carrying
LR bits). Here, instead, we investigate the potential thrpuglgains that can be achieved via layered coding [11]. Véiyleled
coding, the transmitter encodes multiple data packetd) edtt a different data rate, using separate codebooks. mbeded
layers are superimposed to yield the transmitted signglebding on the channel conditions, by the end of the HARQ®&®ss
the receiver may be able to decode only a subset of the |aypesifically, the receiver attempts decoding starting fthenfirst
layer up to the last using a successive cancellation praedduvhich higher layers are treated as noise when decodimgyr|
layers. Layered coding is typically used to encode multiimeadformation sources compressed using successive refimem
techniques, whereby the lower layers encode the most signifisource description (see e.d../[21]). Moreover, niayter
transmission appears to be particularly well suited toesystvith HARQ buffer size limitations since decoded layers ba
transferred off chip and need not be retransmitted.

To elaborate, if the information rate of laygis R; and there aréV;, layers, the throughpuf' can be written as

L R; 1—PNw)

= Z : (34)

where P"; is the probability that layet has not been successfully decoded up to, and includingy-teretransmission; the
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number of retransmission¥ is given by [3) with
n—1
PIN =n| =Py, — P'n, (35)

for n < Npaz and PEN = Npqa] = Pgﬁffl. Note that the throughpui(B4) counts as useful any suadgssiecoded layer
of information irrespective of whether, by the end of HARQ@sen, all theNy, layers are correctly decoded.

In the rest of this section, we study the throughput achievalith layered coding focusing, for simplicity of notatioon
Gaussian signaling with baseband compression. The eatetssBICM can be carried out by following the same considenat
as in the previous section. Moreover, we limit the presémaib HARQ-TI and HARQ-IR. The analysis for HARQ-CC can
be also performed following similar steps. Finally, simita [11], we assume&V; = 2 Iayer, but the generalization to any

number of layers is straightforward albeit cumbersome imseof notation.

A. Throughput Analysis

In order to evaluate the throughput, let us definekashe random variable indicating the transmission at whiah first
layer is decoded correctly. Note that we have K < N,,... In the following, we consider HARQ-IR and observe that the
performance with HARQ-TI can be obtained by settifig— 0 and N,,,, = 1 (see Remarkl6).

We first fix K = k € {1, ..., Nmae + and develop the expressions for the relevant signals fogiten valueK = k. With

N, = 2 layers, the signal transmitted at theth transmission is given by the superposition

VaSNRX Y + /(1T — a)SNRX?  if n <k,
Xop = (36)
VSNRX 2 if n >k,
wherex ) ~ CN(0,1) is the signal encoding layeérat then-th transmission and is a power splitting factor witf) < o < 1.
All signaIsX,(f) fori=1,2andn =1,..., N, are independent. Note that we have made the dependencetddriseitted
signal onK = k explicit. The received signal at theth transmission is given, i’ =k, by Y,, , = H, X, 1 + Z,, where
Z, ~CN(0,1).
With HARQ-IR, at then-th retransmission, the previously received packets ampcessed and stored by allocating the

available memory equally across all packets as in[Séc. tl1Sec[1V. As a result, the compressetth packet at the transmission

n > 1, if the first layer is decoded at theth transmission, is given by

Yink = Yik + Qi (37)

SHowever, unlike[[T1], we allow for an arbitrary numbaf,, ., of transmissions.
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fori=1,...,n—1, whereQ; ,, , ~ CN(0, .1 is the additive quantization noise. Similar [d fd (8), fromerdiistortion theory,

the variancer?,, , can be obtained as

(SNRH;[>+1) /(2¢/" - 1) if n#k,
P (38)
(1 —a)SNRH;|?+1) / (2¢/" —1) if n=k.

Note that, forn = k, the first layer is removed prior to compression and henceptveer of the signal to be compressed is
reduced. Moreover, we observe that cancellation of theléigstr does not decrease the quantization noise of the Eatiest
have been already compressed.

The sum of the achievable rates, i.e., mutual informatiforsthe first layer at the transmission< k, can be obtained as

aSNR H,, |2 — aSNR|H;|?
Ri(n) =log, ( 1 log, | 1
1(n) = logz ( Tira- oz)SNRIHnF) " ; T 0% 1k + (1= @)SNRH;? 7

(39)

in which the second layer is treated as additional noisencaleith the guantization nose. Note that the r&gn) in 39) is
statistically independent ok due to the definition[{38) and hence we have only emphasizzdependence on. Similarly,
the accumulated rate for the second layer atitkth retransmission fon > k can be written as (see aldo [11])

logs (1+ (1 — a)SNRH,[?) + 321 log, (1 + M) if n =k,

1+o7 1k

Ray(n, k) = 4 log, (14 SNRIH,[?) + ¥ log, (1 + M) (40)

407, 1k
SNR|H; |? :
+Z k+110g2(1+%) |fn>k

Note that [[4D) accounts for the facts that the second layeorisidered for decoding only after the first layer is decoded
that the first layer is cancelled from the received signabmpid decoding of the second layer. We also remark fRgin, k)
depends on the valug” = k.

The probability of an unsuccessful transmission for the fager at then-th transmission is given by

n

ﬂ <R1

Py = ; (41)

where the probability is taken, here and for the rest of thigien, with respect to the distribution of the channel désed in

Sec[1. The probability of an unsuccessful transmissiantlie second layer at the-th transmission is given by
Ply=Y Pr[K =k K_k]
k=1

=Y Pl = 4 [T o)

ﬂ (R2(j, k) < Ra)

k=1 j=k
=> (P - )H (42)
k=1 =k

where the first equation follows from the law of total probi#piand the second from the chain rule with the definition

Jj—1

ﬁ ) < Ry)(\(Ri(k) > Ry) () (Ralisk) < Ro)| . (43)

i=k

q( k) Pr R2 ja
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VI. MULTIPLE-ANTENNA LINKS

While the analysis has focused so far on single-antenn&regstin this section we elaborate on some of the additional
challenges and opportunities that arise in the design ofpcession for HARQ buffer management when considering pieki
antenna, or MIMO, links. Specifically, we consider a MIMOMWiwith N, transmit antennas anly,. receive antennas. The

N, x 1 received vector at each symbol of ti#h retransmission can be written as
Y; = VSNRH, X, + Z;, (44)

where SNR is the average signal to noise ratio per receianaat theN, x N; channel matrixtH,; has unit power elements
and changes independently at each retransmissionythe1 vector of transmitted symbolX; has unit average power, i.e.,
E[||X;]|?] = 1; and we have the additive noig ~ CA/(0,I). We focus on Gaussian signaling, by settdg~ CN(0,1/N;),
on baseband compression and, for its relevance, on HARQVERalso assume single-layer transmission and sufficieatfel
blocklengths so as to invoke standard information theomresults. Extensions are left for future work.

As done throughput this paper, we assume that the receingpresses and stores the packets by equally dividing the HARQ
buffer. However, while in the single-antenna case, underattiditive Gaussian quantization noise model, this alioc&ully
determines the quantization noise power, and hence thetigaton strategy, with a multiple-antenna receiver a n@sigh
degree of freedom arises. Specifically, the designer catraldine correlation of the additive Gaussian quantizatimise
across the received antennas. As discussed in, .., 2], Juch correlation can be equivalently realized via asfarm
coding strategy, whereby the received signal is first praegdy a linear transform and then independent noise is atided
the elements of the resulting signal. We elaborate on thisagezh and on the optimization of the linear transform in remst
of this section.

If the n-th retransmission is not successful, the sigWalreceived at the-th transmission is compressefbr the first time

if 7 = n or recompressed, by removing the current enhancement (&igef3), if i < n— as
?i,n = Ai,nYi + Qia (45)

whereA,; ,, is a transform coding matrix to be calculated add~ CN(0,1) is the vector of independent Gaussian quantization
noises. Note that moddl (45) is consistent with the assurnedessive refinement strategy (see Elg. 3) only if the toanss
A, are selected so that the Markov chaif — Yi,i — Yi,iﬂ e = YLNmrl is preserved (see Appendix). This will be

ensured by the strategy proposed below.

Assuming joint encoding across all transmission antensaes, (e.g.,[[23]), the achievable rate of HARQ-IR, at thth
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attempt, can be written as the sum of the mutual informations

n—1

I(Xn; Yo) + > I(X5; Yim). (46)

i=1

Therefore, we propose to design the transform majx, so as to optimize(46) under the constraint that the HARQébuff
is equally allocated to all packets. Defini§y ,, = Aj,nAiyn, the optimization problem is stated as

- N SNR
maximizey, , -0 1(X;;Y;,) = logdet <I +Q;n <I + N
t

H1H3)> —logdet (I+ ;)

N SNR
S.t. I(Yi; Yi,n) = lOg det (I + Qi,n (I + N HZHI)> < (47)

t n—l

Following [22], given the eigenvalue decompositib# (SNR/Nt)HZ-Hj = Udiag(\;. 1, - - -, A, ) UT with unitary matrixU

and ordered eigenvalues; > --- > \; ., an optimal solution is given bﬂ;n = Udiag(ain.1,---, %inN,) Ut with
1 1 *
i = | (1-5) -1] (48)
Hn Ai,l
where Lagrangian multiplier,, is selected so that the condition
N, C
> log(1 + aimahiy) = —— (49)
n—1

=1

is satisfied. We observe thdt {48)49) guarantee that tiesga,; for [ = 1,..., N, are non-increasing functions of the
right-hand side of[{49). This can be seen to imply the Markiozic mentioned above and hence the feasibility of sucoessiv

refinement, as further elaborated in the Remark below.

Remark 8. The transform coding compression stratdgyl (45) under tbpgsed optimal design prescribes the choice of matrix

A, , as

Ai,n = dlag (ﬂ [OG m T 5o /O‘i,mNr) UI (50)

This can be in practice accomplished by multiplying the ines@ signal by the orthogonal transform matrblj and then
multiplying the entries of the resulting vector by the cepending gains/a; ,,; prior to compression with independent unit-
power quantization noises. Note that the matflix is the Karhunen-Loeve transform for the received signal hadce the
output vector has independent entries that can be indepelydguantized with no loss of optimality (see e.g..] [22H])2 We
also observe that the fact that the gaiR,; is non-increasing with respect to =4, ..., Np,o, — 1 for everyl =1,..., N,

proves that the Markov chail; — Y;, — Y, 11— Yin

max

_1 holds and hence successive refinement can be employed as

discussed in SeEll and detailed in the Appendix.

With the optimal solutior®2; ..., Q;,_, , based on[(48), the probability of an unsuccessful transomissp to then-th
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retransmission is obtained as

[ (X3 Yo, +Z (Xi;Yin) <R

SNR SNR
logdet | T+ logdet [ I+ QF
r [ ogae < ) Z ogdae < + 7,1 < N

—logdet (I+9;,) <R/,

=)

(51)

which can be used if2) to evaluate the throughput.

VII. OPTIMIZING THE BLOCKLENGTH

In the previous sections, we made the classical assumptairthie blocklengtil is large enough so as to be able to invoke
the asymptotic information-theoretic characterizatiforsachievable communication and compression rates. isction, we
instead turn to the investigation of the impact of the s@ecof the blocklengthl, on the HARQ throughput. This study is
motivated by the facts that a lardegenerally entails a smaller probability of error and a mdfeative (vector) quantization
but it also requires the storage of more information in theR@Abuffer. An optimal value of. is hence expected to result
from the trade-off between these effects.

In order to study the impact of the blocklength we leverage recent information-theoretic studies on thigefblocklength
performance of channel coding [25] and source coding [26]this section, our approach is based on the same type of
approximation proposed in_[12] that are motivated by thelissi [25], [27]. Furthermore, to account for the possipilio
optimize the blocklengtt., we consider the size of the HARQ buffer to be described bytated number of bitsB- that it
can store (and not by the normalized valG® In this fashion, an increase ih does not entail a larger HARQ buffer. We
define asb the total number of bits to be communicated in an HARQ sesdtamally, similar to the previous section, we
focus on the performance of HARQ-IR for a single-antennk Viith Gaussian signaling and baseband compression, wéth th

understanding that settingc — 0 and N,,.. = 1 yields the performance of HARQ-TI.

A. Throughput Analysis

As done throughout this paper, for HARQ-IR, we assume thatdéiceiver compresses and stores every packet by allocating
an equal fraction of the HARQ buffer to all stored packetsoider to account for the effect of a finite blocklendtion the
performance of the compressor, we leverage the main real§]. Accordingly, for a given tolerated performanggthat an

optimal quantizer fails to compress a Gaussian signal wathigs P and a given quantization noise variancg the necessary
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storage space is approximately given byl [26]

L <1og2 <1 + ;) + @Q‘%q)) , (52)

where the rate-dispersion factty is defined ad/, = 1/2logj e. Note that the term/V,, /LQ ! (¢,) measures the redundancy
due to finite blocklength effects and that this redundancyeases with a smaller probability of compression eryjoMoreover,
we observe that a quantizer failure can be detected by egilcglthe resulting distortion.

In order to apply the resul{_(52) to the analysis of HARQ-IRe wbserve the following. First, the numba¥(n) of
successfully compressed, and hence stored, packets @tioe tn + 1)-th transmission is a random variable whose distribution
depends on the selection f Here, we assume that each pacKeat transmission, in case of unsuccessful decoding, is stored
with probability 1 — ¢, or discarded due to a compression failure with probabiljtyindependently for alf = 1,. .., Ny,qq.
The independence assumption follows from the independehdtiee signalsY;, i = 1,..., N4 AS a result, the variable
N(n) is binomial with parameten and1 — ¢,. A second comment is thdt (52) applies also in the presenseiafessive
refinement since, with Gaussian sources and mean squacediistribution, successive refinement can be optimallyquared
by quantizing at each layer the residual between the sourdettee previous coarser description, which is also a Gaussia
source [[15].

For a given numbel,(n) of previously stored packets, If is large enough, the transmission rate of HARQ-IR atsikth

transmission can be written as

Ng(n—1)
SNRH,|?
R(n) = log, (1+ SNRH,|*) + Z log, (1 + T) : (53)
i=1 i,Ns(n—1)
Whereo—st(n_l) is obtained from[{52) as
SNR|H;|? + 1
7ty = b (54

9Bo/(LN.(n=1))=/Vy/LQ " (eq) _ 1
Thus, by using[(83) and the Gaussian approximation use€d2j iiispired by [25], [27], the probability of an unsuccessf

transmission up to the-th attempt can be approximated as

P~ E |0 R(n)+1/(2L)log, L —b/L 7 (55)
VVe/L
whereb is the number of information bits; the channel dispersioncfion V. is defined as
Ns(n—1) -2
- SNRlH‘|2
c= | Nan—1)+1— (1+SNRH,[>) "~ 14— log2 e: 56
V, (n—1)+ ( + SNRH,| ) ; ( + 1+Ui2]v3(n_1) og5 ¢€; (56)

and the expectation is taken over the channel and the varféllh — 1), which are mutually independent. Usirig(55) [ih (2)

yields an approximation on the achievable throughput, wivdl be taken here as the performance metric of interest.
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VIIl. NUMERICAL RESULTS

In this section, we evaluate the throughput performance AR in the presence of a finite buffer under Rayleigh fading,
i.e., all channeldi; are independent zero-mean unit-power complex Gaussi&bles, via numerical results. We first assume
standard single-layer transmission and a large blockieagtstudied in Se€ ]Il and Séc.]IV, and then we consider tipadmn
of layered coding and of an optimized blocklength as ingestid in Sed_V and Selc. VI, respectively. Lastly, we stuty t
optimal quantization strategy for a MIMO link as proposedSiec[V].

We start by considering Gaussian signaling and plot theutitiput of the HARQ schemes under study versus the normalized
buffer sizeC' in Fig.[  for R = 4 bits/s/Hz, N,,,... = 10, and SNR= 10 dB. HARQ-IR is seen, as expected, to outperform
all other strategies, but its throughput gain depends glyoon the available buffer capacity. As for HARQ-CC, C&S is
observed to be preferred over S&C, showing that the C&S masirauses the receiver's memory more efficiently by storing
the combined packet rather than the individual packets.elher, the conventional Chase combiner that does not atcoun
for the impact of quantization is seen to be highly suboptimahe regime of lowC'. This performance loss is recovered
by implementing adaptive storing, here shown with a value) afbtained via numerical optimization for each value(®f
For example, forC' = 5 bit/s/Hz, the optimal value ofi was found to be equal td. Note that, with adaptive storing, the

S&C mechanism outperforms C&S in the low regime(f although this is an artifact of the simple adaptive stofadjcy
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Fig. 6. Throughpufl’ of HARQ-IR versus the transmission rate with Gaussian signaling and baseband compression (SNR dB and Ny,,q. = 10).

considered here and could be fixed by implementing more stighied policies.

In order to illustrate the importance of accounting for thaikble HARQ buffer capacity when designing the HARQ
strategy, as done, e.g., with limited buffer rate matchimd-TE [2], [28], we plot the throughput of HARQ-IR versus the
transmission raté? with SNR= 10 dB, N,,.. = 10, and different values of' in Fig.[8, It can be seen that the optimal value
of R depends significantly on the value 6f, ranging from around.5 bits/s/Hz forC' = 1 to R = 8 bits/s/Hz forC = 10
bits/s/Hz. Further discussion on the advantages of adppti@a HARQ strategy to the HARQ buffer via layered coding and
blocklength optimization can be found below.

We then turn to the performance with BICM under both basebamdl LLR compression. Fid.] 7 and Figl. 8 show the
throughput of different HARQ schemes under both compresstoategies withN,,,, = 10 for two modulation schemes.
Specifically, for Fig[ ¥, we set the constellation4€QAM, i.e., M = 4, and the other parameters &= 1.6 bits/s/Hz and
SNR = 5 dB; instead, for Figl18, we set the constellationl®QAM, i.e., M = 16, with R = 3.4 bits/s/Hz and SNR= 10
dB. Note that adaptive storing is not considered here inrai@@reserve the legibility of the figure but the performamgth
adaptive storing follows the same considerations as for[#idt is seen that baseband compression is generally aatyeois
over the conventional LLR compression and that the relaji® is more pronounced for simpler HARQ strategies such as
Tl and CC. This suggests that the use of a more sophisticateddér, as in HARQ-IR, reduces the performance loss of a
less effective compression strategy. Moreover, by compdfig.[T and Fig[18, we can see that the performance loss of LLR

compression increases as the size of the constellationsgeoger, particularly for simpler HARQ schemes. This is tlu¢he
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larger number of LLR values that need to be compressed aszhe®the constellation increases.
We now discuss the performance enhancement that can bex@dbtaia two-level layered coding as presented in Séc. V.

To this end, Fig[l® shows the throughput of HARQ-TI and HARRwith R = 4 bit/s/Hz, SNR= 10 dB, andN,,.. = 10.
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Fig. 9. Throughpufl’ of HARQ-TI and HARQ-IR versus the normalized buffer sizefor Gaussian signaling and baseband compression withddyarding

with optimal R; (R = 4 bit/s/Hz, SNR= 10 dB, and N;,,q2 = 10).

The curves are derived by optimizing numerically over theieaf the rateR; of the first layer with0 < R; < R, and we
consider different values of the power splitting factorlt is first observed that the throughput is quite sensitivéhe choice
of the power splitting factor.. Moreover, confirming the discussion in SEd. V, we see thatprformance gain of layered
coding is particularly pronounced in the regime of I For instance, the throughput is increasedBywith layered coding
at C' = 0 bit/s/Hz with « = 0.6, but only by2% for a sufficiently largeC.

Next, we study the throughput performance of HARQ-IR for awal link in Fig. [I0 following the treatment in SeC._VI.
We plot the throughput gain of HARQ-IR versus the total reediSNR for different numbers of transmit/receive anterfoas
R = 5 bit/s/Hz, C' = 5 bit/s/Hz, andN,,.., = 10. The performance with the optimal transform coding matisdxd on[(48) is
compared with a baseline solution in whigh ,, = kI, wherek is selected so as to satisfy the conditibnl (49). In Eig. 16, th
throughput gain is seen to be particularly significant asntenber of antenna increases and in the regime of small eteiv
SNR.

We then discuss the impact of finite blocklength in the presef a limited HARQ buffer as per the discussion in $ec] VII.
Fig.[13 shows the throughpiit versus the blocklength for different total buffer size$3- with ¢, = 107%, SNR= 5 dB, and
N = 10. An increase inB¢ is seen to yield a significantly enhanced throughput for aadyes of the blocklengtti, unless
L is large enough to overwhelm the limited HARQ buffer. Morenwa largerB¢ calls for a reduction in the blocklength

in order to optimize the throughput. This is because, witargdr HARQ buffer, more retransmissions can be accommddate



JOURNAL OF BTEX CLASS FILES, FEBRUARY 2015 25

100

90
8§

70

60

50

40

Throughput gain [%]

30

20

10

0 Il
-2 0 1
Total received SNIRIrSNR [dB]

Fig. 10. Throughput gain of HARQ-IR versus the total recéi@NR N,.SNR for Gaussian signaling and baseband compresgtos: ¢ bit/'s/Hz, C = 5
bit/s/Hz, andN, 4z = 10).

and hence it is advantageous to transmit the first packet avithore aggressive ratg L. Finally, a smaller value ob, here

b = 1000, yields essentially the same throughput of a larger valeeg tbh= 10000, while entailing a smaller average delay.
For example, for the respective throughput maximizing @alof L and B = 30000, we have the average delay (seel[12])
LE[N] = 451 with b = 1000 bits andLE[N] = 4642 with b = 10000 bits.

Finally, we elaborate on the effect of the compression faifrobabilitye, in Fig.[13. We seb = 1000 bits, SNR= 5 dB,
andN,,., = 10. As discussed in Selc. Y11, the choiceqfis one between a less significant back-off from the theaaktiptimal
distortion (largee,) and a smaller probability of quantization failure (sma)). For small HARQ buffers, the quantization
noise is large irrespective choice @f and hence a smad,, which minimizes the probability of dropping received peiskdue
to quantization errors, is to be preferred. Instead, faydadARQ buffers, the performance loss due to an excessivie-dfac

from the optimal distortion is significant and then a largalue of¢, is preferable.

IX. CONCLUSIONS

Motivated by the observation that, in modern wireless comication standards, such as LTE, the chip area occupied by
the HARQ buffer is becoming increasingly significant, thisriw has taken an information-theoretic view of the probleim o
HARQ buffer management. With reference to the questionsdskthe introduction, our analysis has provided three iz

results. () We have quantified the performance advantage that can lvaesicby more sophisticated HARQ schemes such
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as HARQ-IR as a function of the HARQ buffer size, demonstiatihat the gains depend critically on the available buffer
resources.i{) We have shown that storing baseband samples is generabiytdjeous over the conventional strategy of storing
LLRs, particularly for larger constellations. Moreoveaseband compression enables sophisticated compressiondgies to

be implemented for multiple-antenna links, such as transfmding (see questiomv). This conclusion suggests that advanced
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compression mechanisms have the potential to dramaticadiyce the necessary HARQ memoiiii.) (\We have investigated
the potential benefits of buffer-aware transmission by iemgg layered modulation and the optimization of the $raission
blocklength. The results demonstrate that layered madulas particularly advantageous in the presence of smalRBA
buffers, and that smaller blocklengths, and hence a moreeagige transmission rate, are beneficial for larger HAR@ebs!

that can accommodate more received packets.

APPENDIX

As discussed in Se€lIl, the HARQ-CC S&C and HARQ-IR schempsrate by compressing all the received packets
and allocating an equal fraction of the available memorylte@npressed packets. Therefore, a packet that has bezadglr
compressed t&C/(n—1) bits at the(n—1)-th transmission needs to be recompressed attietransmission (if unsuccessful)
to a smaller numbef.C/n of bits. In this section, we explain how this can be accorhglisby using successive refinement
(or layered) coding. In so doing, we demonstrate that thelégu(7) is valid also for recompressed packets. Note that w
discuss here the case of Gaussian signaling, but the treatth8ICM follows in a similar fashion.

Consider the compression of a receivetth packet as in[{1). The packet can be recompressed atMgst — i times since
there are at most as many possible retransmissions in whiéchacket at hand can be reused by the decoder. To enabli this,
the i-th transmission is unsuccessful, the decoder comprd&séy (Using a successive refinement code viNth,.. — i layers,
which corresponds to the progressively less accurate assjons that are stored in subsequent retransmissionsifiSglby,
for each packet, we have the description)%’i_,n =Y.+ Qinin (@ forn =i,i+1,..., Nmax — 1. The corresponding
guantization noise varianceﬁn are increasing im, since the allocated memory becomes smaller in later tressgmns, i.e.,

we have the inequalities

2 2 2
0, <051 < S OoiN, (57)

i S

As summarized in Fig.]3 for each packietthe decoder produces the “base layer” descripffgw which has the

maz—11

largest quantization noise variamz%wa_l, and the “refinement Iayeré?’in YivaaI,g, ce Y“ with progressively

maz—25
smaller quantization noise variances as pet (57). Atjtlie retransmission, with = i, ..., Ny,ee — 1, only the descriptions
YiNpwot1s Yin,.._2,..., Y;; are stored and the higher refinement layers are discarded.

Based on the discussion above, we can write the quantizatises as

Qin = Z AQ; j, (58)

i=i

where the variableAQ; ; ~ CN (0, aﬁj —Uzjil) are independent and represent the increase in quantizadise variance in

going from the(j — 1)-th description to thg-th (we setazi_1 = 0). This shows that the Markov chalr} — Y” — ffi,iﬂ cee—
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Yi n....—1 holds. Moreover, using standard information-theoretiulis on the performance of successive refinement (see, e.g.

[15, Ch. 13]), we obtain that the numbg, ,, of bits per symbol needed to store theh description is given by
Rin = 1(Y5;Yi + Qin|Yi + Qint1) (59)

form=4d,...,Npew —2andR; n,,..—1 = 1(Ys;Yi + Qi n,...—1). The overall number of bits per symbol that need to be

stored at the:-th transmission (if unsuccessful) is hence given by

Nmaz—1

Z R ; =1(Y;Yi + Qin), (60)

Jj=n

which can be seen by recalling the definition of condition Lnallninformatiou and noticing that, because of the mentioned
Markov chain relationship, we haveY;|Y; + Qin,Y: + Qint1) = h(Yi|Y: + Q;.n). We conclude that the equalityl (7) holds

also for recompressed packets.
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