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Abstract—This paper investigates the average throughput of
a wireless powered communications system, where an energy
constrained source, powered by a dedicated power beacon (PB),
communicates with a destination. It is assumed that the PB is
capable of performing channel estimation, digital beamforming,
and spectrum sensing as a communication device. Considering
a time splitting approach, the source first harvests energy from
the PB equipped with multiple antennas, and then transmits
information to the destination. Assuming Nakagami-m fading
channels, analytical expressions for the average throughput are
derived for two different transmission modes, namely, delay
tolerant and delay intolerant. In addition, closed-form solutions for
the optimal time split, which maximize the average throughput
are obtained in some special cases, i.e., high transmit power
regime and large number of antennas. Finally, the impact of co-
channel interference is studied. Numerical and simulationresults
have shown that increasing the number of transmit antennas at
the PB is an effective tool to improve the average throughput
and the interference can be potentially exploited to enhance
the average throughput, since it can be utilized as an extra
source of energy. Also, the impact of fading severity level of the
energy transfer link on the average throughput is not significant,
especially if the number of PB antennas is large. Finally, itis
observed that the source position has a great impact on the
average throughput.

Index Terms

Energy beamforming, Multiple antennas, Resource allocation,
Wireless powered communications.

I. I NTRODUCTION

With the rapid evolution of wireless communications sys-
tems, handheld mobile devices such as smartphones and
tablets, have become one of the primary means to access the
Internet. Since these devices are powered by battery with finite
capacity, they need to be frequently plugged into the power
grid for recharging, which greatly affects the user experience.
As such, in an effort to prolong the operational duration of
mobile devices, energy harvesting techniques, which scavenge
energy from natural resources such as solar and wind, were
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proposed [1, 2]. Ideally, this would allow for perpetual oper-
ational time. Nevertheless, the inherent randomness as well
as the intermittent property of nature resources makes stable
energy output an extremely challenging task. Hence, it may
not be suitable for wireless services with stringent quality-of-
service (QoS) requirements.

A. Literature

One of the promising solutions to address the above limi-
tation is to employ radio frequency (RF) signals-based energy
harvesting, which can provide stable energy supply, because
sufficient level of control over the transmission of RF signals
is possible [3, 4]. Since RF signals can carry both energy and
information, a new research area, referred to as simultaneous
wireless information and power transfer (SWIPT), has recently
emerged and has captured the attention of the research commu-
nity. The pioneering works of Varshney [5] and Grover et al.
[6] have investigated the fundamental tradeoff between theca-
pacity and harvested energy for SWIPT systems. Furthermore,
practical architectures for SWIPT systems were proposed in
[7], where the optimal transmit covariance achieving the rate-
energy region was derived. Later in [9], the effect of imperfect
channel state information (CSI) was considered, while sophis-
ticated architectures improving the rate-energy region were
proposed in [10, 11]. Moreover, the applications of SWIPT
in orthogonal frequency division multiple access (OFDMA)
systems and multiuser systems were considered in [12–15].
In addition to the point-to-point communication systems, the
application of SWIPT in cooperative relaying networks has
also been under extensive investigation [16–26]. Specifically,
Nasir et al. in [16] studied the throughput performance of
an amplify-and-forward (AF) half-duplex relaying system for
both time-switching and power-splitting protocols, while[17]
considered performance of the full-duplex relaying systems.
Ding et al. in [18] considered the power allocation strategies
for decode-and-forward (DF) relaying system with multiple
source-destination pairs. A novel and low-complexity antenna
switching protocol was proposed in [19] to realize SWIPT.
Relay selection was considered in [21], while the impact of
multi-antenna relay was investigated in [22], and extension to
the two-way relaying was studied in [20]. More recently, the
performance of energy harvesting cooperative networks with
randomly distributed users/relays was studied in [23–25].

In all above-mentioned papers, an integrated base station
(BS) architecture is assumed, which acts simultaneously as
the information source and energy source. However, due to

http://arxiv.org/abs/1510.01812v2


2

the huge gap on the operational sensitivity level between the
information decoder (in the order of -100 dBm) and the energy
harvester (in the order of -10 dBm), it is only feasible for
the BS to power mobile devices within short distance (e.g.,
less than 10 meters) [27]. As such, to enable a full network
support for SWIPT, the BS should be deployed in extremely
high density (e.g., the cell radius of a BS should be in the range
of 10-15 meters), which would incur enormous cost and hence
is deemed impractical. Responding to this, Huang and Lau
proposed in [28] a novel network architecture, where dedicated
stations referred to as power beacons (PB) are overlaid witha
cellular network to power mobile devices. Since the PB does
not require any backhaul connections, the associated cost of
PB deployment is much lower, hence, dense deployment of PB
to ensure network coverage for SWIPT is practical. In [28],
the requirement on the coupled relationship between the PB
and BS densities under an outage probability constraint was
characterized, which provides useful guidelines for the design
of practical wireless powered communications networks.

B. Motivation and Contributions

Different from the work in [28], which focuses on a large
scale network, this work can be viewed as the small scale
counterpart. In particular, we consider a point-to-point com-
munication link, where the source is powered by a dedicated
PB. The time splitting approach is adopted, i.e., first, the
source harvests the energy from the PB, and then performs
information transmission with the harvested power. The main
objective of this work is to understand the fundamental limit
of wireless powered communication links and characterize the
impact of key system parameters on the system performance.
To this end, we analyze the average throughput of two different
transmission modes, namely,delay tolerant and delay intol-
erant. For both modes, we also investigate the optimal time
splitting policy maximizing the average throughput. Finally,
the impact of co-channel interference is also studied.

The main contributions of the paper can be summarized as
follows:

• Considering the noise limited scenario, we present exact
closed-form expressions of the average throughput for
both the delay intolerant and the delay tolerant trans-
mission modes. In addition, simplified analytical approx-
imations are also provided for special cases, such as in
the high power regime and for large number of antennas,
based on which, closed-form solutions are derived for the
optimal time split maximizing the average throughput.

• Considering the interference plus noise scenario, we
present an exact integral expression for the average
throughput for the delay intolerant transmission mode,
and tight throughput bounds for both transmission modes.

Numerical and simulation results have shown that putting
more antennas at the PB would significantly improve the
system throughput. This is rather intuitive, since the morethe
antennas, the sharper the energy beam, which in turns yields
higher energy efficiency. In addition, the findings confirm
the dual roles of co-channel interference, i.e., it can be
either beneficial or detrimental, depending on the propagation

environment and system setup. Moreover, it was revealed that
the impact of fading severity level of the energy transfer link
on the throughput is not significant, especially if the number
of PB antennas is large. Finally, it was shown that the source
position has a significant impact on the average throughput.
For the noise only scenario, the throughput is a symmetric
function of the source position, and the worse case occurs
when the source is located at the middle of the PB and
destination, while the best case appears when the source moves
close to either the PB or destination. On the other hand, for the
interference plus noise scenario, the throughput is no longer a
symmetric function of the source position, since the optimum
position of the source depends on both the source transmit
power and interference power.

C. Structure and notations

The remaining of the paper is organized as follows. Section
II provides an detailed introduction of the considered system
model. Section III presents some preliminary mathematical
results. Section IV studies the throughput performance of noise
only scenario, while Section V deals with the interference plus
noise scenario. Numerical results and discussions are given in
Section VI. Finally, Section VII summarizes the paper.

Notation: We use bold lower case letters to denote vectors
and lower case letters to denote scalars.‖h‖ denotes the
Frobenius norm;E{x} stands for the expectation of the random
variablex; ∗ denotes the conjugate operator, while† denotes
the conjugate transpose operator;Γ(x) is the gamma function;
Kv(x) is thev-th order modified Bessel function of the second
kind [29, Eq. (8.407.1)];Ei(x) is the exponential integral
function [29, Eq. (8.211.1)];ψ (x) is the Digamma function
[29, Eq. (8.360.1)];Gm,np,q (·) is the Meijer G-function [29, Eq.
(9.301)].

II. SYSTEM MODEL

We consider a point-to-point communication system where
the source S communicates with the destination D, as depicted
in Fig. 1. We assume that S is an energy constrained mobile
node, hence relies on the external energy charging via wireless
power transfer from a dedicated PB.1 Both S and D are
equipped with a single antenna, while the PB is equipped with
N antennas. Full channel state information of the link between
the PB and S is assumed at the PB. In practice, the channel
can be estimated by overhearing the pilot sent by the source.

Assuming a block time ofT , during the first phase of
duration τT , where 0 < τ < 1, S harvests energy from
the PB. In the remaining time of duration(1 − τ)T , S
transmits information to D. Please note, such a two-stage
communication protocol has also been considered in prior
works such as [32], where it was termed as the “harvest-
then-transmit” protocol. We now consider two separate cases
depending on the existence of co-channel interference.

1In the current work, PB only supplies wireless energy to the source, and
does not participate in the information transmission. However, similar to [30,
31], it is assumed that the PB is empowered with the functionality of a
communication entity, and is capable of performing tasks such as channel
estimation, digital beamforming, and spectrum sensing, etc.
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Fig. 1: System model: PB, S, D, and I denote the power
beacon, source, destination, and interferer, respectively.

A. Noise Limited Scenario

For the noise limited case, during the energy harvesting
phase, the received signal at S can be expressed as [7, 8]

ys =

√

P

dα1
hxs + ns, (1)

where P is the transmit power at the PB,d1 denotes the
distance between PB and S,α is the path loss exponent,xs is
anN × 1 signal vector, andns is the additive white Gaussian
noise (AWGN) withE{nsn∗

s} = N0.
Due to the relatively short power transfer distance, the line-

of-sight path is likely to exist between the PB and S, hence,
it is a natural choice to use the Rician distribution in orderto
model the PB to S channel. However, the complicated Rician
fading probability density function (pdf) makes the ensuing
analysis extremely difficult. On the other hand, it is well
known that the Nakagami-m fading distribution provides a
very good approximation to the Rician distribution. Motivated
by this, and to simplify the analysis, we adopt the Nakagami-m
fading to model the PB to S channel in this paper. Therefore,
the elements ofh = [hi], i = 1, · · · , N , are assumed to be
independent and identically distributed (i.i.d.) with uniformly
distributed phase and the magnitude,x = |hi|, following a
Nakagami-m pdf

p(x) =
2

Γ(m)

(m

Ω

)m

x2m−1e−(
m
Ω )x

2

, x ≥ 0, (2)

whereΓ(·) denotes the gamma function,m ,
E
2[x2]

Var[x2] , and

Ω , E[x2]. Without loss of generality, we setΩ = 1.
Since the PB is equipped with multiple antennas, energy

beamforming is applied to improve the efficiency of energy
transfer, i.e.,

xs = wse, (3)

wherew is the beamforming vector with‖w‖2 = 1, while se
is the energy symbol with unit power. It is easy to observe
that the optimal beamforming vector is given by

w =
h
†

‖h‖ . (4)

As such, the total received energy at the end of the first phase
can be computed as

En =
η‖h‖2PτT

dα1
, (5)

where0 < η < 1 is the energy conversion efficiency.
In the second phase, S transmits information to D using the

energy harvested in the first phase. Hence, the received signal
yD at D is given by

yD =

√

En
(1 − τ)Tdα2

gs0 + nd, (6)

where d2 denotes the distance between S and D,g is the
channel coefficient following complex Gaussian distribution
with zero-mean and unit variance,s0 is the information symbol
with unit energy, andnd is the AWGN with varianceN0.
Therefore, the end-to-end signal to noise ratio (SNR) can be
computed as

γN =
τη‖h‖2|g|2P

(1− τ)dα1 d
α
2N0

. (7)

B. Interference plus Noise Scenario

In the current work, we consider the scenario with a single
dominant co-channel interferer. It is worth pointing out that
the single dominant interferer assumption has been widely
adopt in the literature, see [33, 34] and references therein.
Moreover, such a system model enables us to gain key insights
on the joint effect of path loss exponent, network topology
and interference power in a wireless powered network.2 In the
presence of co-channel interference, the received signal during
the energy harvesting phase is given by

ys =

√

P

dα1
hxs +

√

PI
dα3
f1si + ns, (8)

wherePI is the transmit power of the interferer,3 d3 denotes
the distance between I and S,f1 is the channel coefficient
following complex Gaussian distribution with zero-mean and
unit variance,si is the interference symbol with unit energy.
As such, the total received energy at the end of the first phase
can be computed as [10]

EI =
η‖h‖2PτT

dα1
+
η|f1|2PIτT

dα3
. (9)

In the second phase, S transmits the signal to D, and the
received signalyD at D is given by

yD =

√

EI
(1− τ)Tdα2

gs0 +

√

PI
dα4
f2si + nd, (10)

whered4 denotes the distance between I and D, andf2 is the
channel coefficient following complex Gaussian distribution
with zero-mean and unit variance. Therefore, the end-to-end
signal to interference plus noise ratio (SINR) can be computed

2Although the single dominant interferer assumption is adopted, noticing
that the sum of independent and non-identically distributed exponential
random variables follows hyper-exponential distribution, the ensuing analysis
could actually be extended to the more general multiple interferers scenario
by following almost the same derivations.

3Please note, we assume that the interference power remains constant during
the entire communication blockT .
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as

γI =

τη|g|2

(1−τ)dα
2

(

‖h‖2P
N0dα1

+ |f1|
2PI

N0dα3

)

1 + PI |f2|2

N0dα4

. (11)

III. PRELIMINARIES

In this section, we present some preliminary results on
the solutions of some optimization problems, which will be
frequently invoked in the analysis.

Lemma 1: Consider the following function

g(x) = (1− x)

(

1− b
1− x

x

)

, 0 < x < 1, (12)

whereb is a positive real number, then the optimalx∗ which
maximizesg(x) is given by

x∗ =

√

b

b+ 1
. (13)

Proof: It is easy to show that the second derivative of
g(x) with respect tox is given by

g′′(x) = − 2b

x3
, (14)

which is strictly smaller than zero. Hence,g(x) is a concave
function with respect tox. Therefore, a uniquex∗ which
maximizesg(x) exists, and can be computed by solving

g′(x) = −1− b+
b

x2
= 0. (15)

This completes the proof.
Lemma 2: Consider the following function

g(x) = (1− x) exp

(

− b

x

)

, 0 < x < 1, (16)

whereb is a positive real number, then the optimalx∗ which
maximizesg(x) is given by

x∗ =

√
b2 + 4b− b

2
. (17)

Proof: See Appendix A.
Lemma 3: Consider the following function

g(x) = (1− x) ln

(

1 +
bx

1− x

)

, 0 < x < 1, (18)

whereb is a positive real number, then the optimalx∗ which
maximizesg(x) is given by

x∗ =
eW( b−1

e )+1 − 1

b+ eW( b−1

e )+1 − 1
, (19)

whereW (x) is the Lambert W function [35].
Proof: See Appendix B.

Lemma 4: Consider the following function

g(x) = (1 − x)

(

ln
x

1− x
+ a

)

, 0 < x < 1, (20)

wherea is a real number, then the optimalx∗ which maximizes

g(x) is given by

x∗ =
eW(ea−1)+1−a

eW (ea−1)+1−a + 1
. (21)

Proof: It can be shown that the second derivative ofg(x)
with respect tox is given by

g′′(x) = − 1

x2
− 1

x(1 − x)
, (22)

which is strictly smaller than zero, henceg(x) is a concave
function with respect tox. Therefore, the optimalx∗ which
maximizesg(x) can be obtained by

g′(x) = −a+ 1

x
− ln

x

1− x
= 0 (23)

The desired result can then be obtained by following the
similar manipulations as in the proof of Lemma 3.

IV. N OISE L IMITED SCENARIO

In this section, we focus on the noise limited scenario, and
study the achievable average throughput of wireless powered
communication network.

A. Delay intolerant transmission

For delay intolerant transmission, the source transmits ata
constant rateRc, which may be subjected to outage due to
fading. Hence, the average throughput can be evaluated as

RDC(τ) = (1 − Pout)Rc(1 − τ), (24)

wherePout is the outage probability.
Proposition 1: When the source transmission rate isRc,

then the average throughput of the system is given by

RDC(τ) =
2Rcm

Nm
2

Γ(Nm)
(1 − τ)

(

(1− τ)c1γth
τ

)
Nm
2

KNm

(

2

√

(1 − τ)mc1γth
τ

)

, (25)

whereΓ(x) is the Gamma function [29, Eq. (8.310)],Kn(x)
is the modified Bessel function of the second kind [29, Eq.
(8.432)],c1 =

dα
1
dα
2
N0

ηP andγth = 2Rc − 1.
Proof: The key is to obtain the outage probability of the

system, which can be written as

Pout = Pr {γN < γth} = Pr

{

‖h‖2|g|2 < (1 − τ)c1γth
τ

}

.

(26)

According to [36],‖h‖2 is a Gamma random variable with
pdf given by

p(x) =
mNm

Γ(Nm)
xNm−1e−mx, for x ≥ 0. (27)

Please note that the cumulative distribution function (cdf) of
‖h‖2|g|2 can be obtained by invoking [37, Eq. 8] with some
algebraic manipulations. However, the resulting expression
involves multiple summations. Here we adopt a slightly differ-
ent approach to obtained a simple alternative cdf expression.
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Conditioned on‖h‖2, the cdf of‖h‖2|g|2 is given by

F (x|‖h‖2) = 1− e
− x

‖h‖2 . (28)

To this end, averaging over‖h‖2, with the help of [29, Eq.
3.471.9], the unconditional cdf can be computed as

F (x) = 1− 2(mx)
Nm
2

Γ(Nm)
KNm

(

2
√
xm
)

. (29)

The desired result can be then obtained after some simple
algebraic manipulations.

Having characterized the average throughput of the system,
the optimal time splitτ could be obtained by solving the
following optimization problem

τ∗ = argmax
τ

RDC(τ)

s.t. 0 < τ < 1. (30)

In general, due to the complexity of the involved expression,
obtaining an exact closed-form solution ofτ∗ is very challeng-
ing. However, it can be efficiently solved by a one-dimensional
search, or instead, it can be numerically evaluated using the
build-in function “NSlove” of Mathematica.

Next, to gain more insights, we now look into some special
cases, where closed-form solutions ofτ∗ can be obtained.

Corollary 1: In the high transmit power regime, i.e.,P →
∞, τ∗ is given by

τ∗ =

√

mc1γth
mc1γth +Nm− 1

, (31)

wherec1 andγth is given in Proposition 1.
Proof: WhenP is sufficiently large, using the asymptotic

expansion ofKn(x) given in [38, Eq. 9.6.11], the outage
probability can be accurately approximated by

Pout ≈
m

mN − 1

(1− τ)c1γth
τ

. (32)

Substituting (32) into (24), we have

RDC(τ) = 2Rc(1− τ)

(

1− m

mN − 1

(1− τ)c1γth
τ

)

. (33)

To this end, invoking Lemma 1 yields the desired result.
Eq. (33) is a simple expression which can be efficiently

used to analyze the impact of critical system parameters, such
as transmit powerP , number of antennasN and transmission
rateRc on the optimal time split.
Remark 1: τ∗ is a monotonically decreasing function ofP
andN . This can be easily concluded when the transmit power
P is large, to harvest the same amount of power, much less
time is needed. Similarly, when the number of antennasN is
large, the energy beamforming gain increases sharply, which
also reduces the required time for energy harvesting.
Remark 2: τ∗ is a monotonically decreasing function of the
Nakagami-m fading parameterm. Since a largerm implies
less severer fading environment, this indicates that shorter
energy harvesting time is needed if the fading condition im-
proves. In addition, whenm→ ∞, i.e., the channel becomes
deterministic, the optimalτ∗ =

√

c1γth
c1γth+N

.

Remark 3: As expected,τ∗ is a monotonically increasing

function of Rc. WhenRc becomes large, to enable reliable
communication at a higher data rate, a larger transmit power
is required, hence, more time is needed for energy harvesting.

Next we consider the scenario where the number of antennas
is large.

Corollary 2: In the asymptotically large number of anten-
nas regime, i.e.,N → ∞, the optimalτ∗ is given by

τ∗ =
1

2

(
√

(c1γth
N

)2

+
4c1γth
N

− c1γth
N

)

, (34)

wherec1 andγth is given in Proposition 1.

Proof: In the asymptotically large number of antennas
regime, according to the law of large numbers, we have

‖h‖2 ≈ N. (35)

As such, the outage probability of the system can be approx-
imated as

Pout ≈ Pr

(

|g|2 < (1− τ)c1γth
Nτ

)

= 1− exp

(

− (1− τ)c1γth
Nτ

)

. (36)

Substituting (36) into (24), we have

RDC(τ) = Rc exp
(c1γth

N

)

(1− τ) exp
(

−c1γth
Nτ

)

. (37)

To this end, invoking Lemma 2 yields the desired result.

Now, if f(x, y) =

√

(

x
y

)2

+ 4x
y − x

y , then

df(x, y)

dx
=

1

y





(

x

y
+ 2

)

(

(

x

y

)2

+
4x

y

)−1/2

− 1



 (38)

>
1

y





(

x

y
+ 2

)

(

(

x

y

)2

+
4x

y
+ 4

)−1/2

− 1



 = 0. (39)

Similarly, taking the first derivative off(x, y) with respect to
y, it can be easily shown thatdf(x,y)dy < 0. As such, once again
we can establish thatτ∗ is a monotonically decreasing function
of P andN , and is an monotonically increasing function of
Rc.

B. Delay tolerant transmission

In the delay tolerant transmission scenario, the source trans-
mits at any constant rate upper bounded by the ergodic capac-
ity. Since the codeword length is sufficiently large compared
to the block time, the codeword could experience all possible
realizations of the channel. As such, the ergodic capacity
becomes an appropriate measure. Hence, the throughput of
the system is given by

RDT = (1− τ)Ce, (40)

whereCe is the ergodic capacity of the system.

Proposition 2: The average throughput of the system is
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given by

RDT(τ) =
(1 − τ) log2 e

Γ(mN)
G1,4

4,2

(

τ

(1 − τ)c1m

∣

∣

∣

∣

1−mN,0,1,1

1,0

)

,

(41)

whereGm,np,q (x) is the Meijer G-function [29, Eq. 9.301].

Proof: Starting from the definition, the ergodic capacity
can be computed as

Ce = E {log2 (1 + γN )} . (42)

Now, from the cdf expression given in Eq. (29), with the help
of the derivative property of bessel K function [38, Eq. 9.6.28],
the pdf of‖h‖2|g|2 can be obtained as

f(x) =
2mNm

Γ(Nm)

( x

m

)
mN−1

2

KmN−1(2
√
mx). (43)

Hence, we have

Ce =
2 log2 e

Γ(Nm)
×

∫ ∞

0

ln

(

1 +
τx

(1 − τ)mc1

)

x
mN−1

2 KmN−1(2
√
x)dx. (44)

To proceed, we first express the logarithm in terms of a Meijer
G-function as [39, Eq. 8.4.6.5]

ln

(

1 +
τx

(1− τ)mc1

)

= G1,2
2,2

(

τx

(1− τ)mc1

∣

∣

∣

∣

1,1

1,0

)

, (45)

then the desired result can be obtained after some algebraic
manipulations with the help [29, Eq. 7.821.3].

Having obtained the average throughput of the system, the
optimal time splitτ could be found by solving the following
optimization

τ∗ = argmax
τ

RDT(τ)

s.t. 0 < τ < 1. (46)

Due to the presence of Meijer G-function, it is hard to derive
an exact closed-form solution forτ∗. Motivated by this, in the
following, we present a simple lower bound for the throughput
Rl

DT
(τ).

Corollary 3: The average throughput of the system is lower
bounded by

Rl
DT

(τ) =

(1− τ) log2

(

1 +
τ exp {ψ(mN)− lnm+ ψ(1)}

(1− τ)c1

)

, (47)

and the optimalτ∗ which maximizes the lower boundRl
DT

is
given by

τ∗ =
eW( a−1

e )+1 − 1

a+ eW( a−1

e )+1 − 1
, (48)

where a = exp{ψ(mN)−lnm+ψ(1)}
c1

, ψ(x) is the digamma
function [29, Eq. 8.360] andW (x) is the Lambert W function.

Proof: Using the fact thatlog(1 + exp(x)) is a convex
function with regard tox, the ergodic capacity can be lower

bounded by

Ce ≥ log2 (1 + exp {E {ln γ}})

= log2

(

1 +
τ

(1 − τ)c1
exp

{

E

{

ln ‖h‖2 + ln |g|2
}}

)

.

Utilizing [29, Eq. 4.352], we obtain

E

{

ln ‖h‖2
}

=
mNm

Γ(Nm)

∫ ∞

0

lnxxmN−1e−mxdx

= ψ(mN)− lnm, (49)

which completes the first half of the proof. As forτ∗, it can
be obtained by invoking Lemma 3.

Similarly, we now look at the high SNR regime, and we
have

Corollary 4: In the high SNR regime, i.e.,P → ∞, the
average throughput can be approximated by

RDC ≈ 1− τ

ln 2
×

(

ln
τ

1− τ
+ ln

ηP

dα1 d
α
2N0

+ ψ(mN)− lnm+ ψ(1)

)

,

and the correspondingτ∗ is given by

τ∗ =
eW(ea−1)+1−a

eW (ea−1)+1−a + 1
, (50)

with a being

a = ln
ηP

dα1 d
α
2N0

+ ψ(mN)− lnm+ ψ(1). (51)

Proof: In the high SNR regime, the ergodic capacity can
be approximated by

Ce ≈ E {log2 γN}

=
1

ln 2

(

ln
τ

1− τ
+ ln

ηP

dα1 d
α
2N0

+ E

{

ln ‖h‖2
}

+ E

{

ln |g|2
}

)

=
1

ln 2

(

ln
τ

1− τ
+ ln

ηP

dα1 d
α
2N0

+ ψ(mN)− lnm+ ψ(1)

)

.

To this end, invoking Lemma 4 yields the desired result.

V. I NTERFERENCE PLUSNOISE SCENARIO

In this section, we consider the interference plus noise
scenario. For both transmission modes, analytical expressions
for the average throughput are presented.

A. Delay intolerant transmission

Proposition 3: When the source transmission rate isRc,
then the average throughput of the system is given by (52)
shown on the top of the next page, whereρ1 = P

N0dα1
, ρI =

PI

N0dα3
, b1 =

N0d
α
4

PI
, andb2 =

τηN0d
α
4

(1−τ)dα
2
PI

.
Proof: See Appendix C.

Proposition 3 provides an exact integral expression for the
average throughput of the system, which may not be amenable
for further manipulations. Alternatively, the following upper
bound on the average throughput can be efficiently used.
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RDC(τ) =
Rc(1− τ)mNm

ρNm1 ρI

(

Nm
∑

t=1

(−1)t−1

(Nm− t)!

(

1

ρI
− m

ρ1

)−t ∫ ∞

0

xNm−t+1

x+ γth
b2

e
−mx

ρ1
−

b1γ
th

b2x dx

+

(

m

ρ1
− 1

ρI

)−Nm ∫ ∞

0

xe
− x

ρI
−

b1γ
th

b2x

x+ γth
b2

dx



 . (52)

Corollary 5: When the source transmission rate isRc, the
average throughput of the system is upper bounded by

RDC(τ) ≤ Ru
DC

(τ) = Rc(1− τ)(1 − P l
out

), (53)

whereP lout is given by (54) shown on the top of the next page,
andEi(x) is the exponential integral function [29, Eq. 8.211].

Proof: The key is to notice that the exact end-to-end SINR
γI can be tightly bounded byγuI as

γI ≤ γuI = b2ZV, (55)

whereZ = |g|2

|f2|2
. Please note,γuI could also be interpreted

as the signal to interference ratio in an interference-limited
scenario. It is easy to show that the cdf of the random variable
(RV) Z is given by

FZ(x) =
x

1 + x
. (56)

Hence, utilizing the pdf ofV given in (80), and with the help
of the integration formula [29, Eq. 3.354.5], we obtain the
desired result.

Having characterized the average throughput of the system,
the optimal time splitτ∗ can be obtained by solving the
following optimization problem

τ∗ = argmax
τ

Ru
DC

(τ)

s.t. 0 < τ < 1. (57)

In general, due to the complexity of the involved expression,
obtaining an exact closed-form solution ofτ∗ is very challeng-
ing. However, a one-dimensional search can used to efficiently
obtain the optimal solution. Or one can simply invoke the
build-in function “NSlove” of Mathematica to getτ∗.

B. Delay tolerant transmission

When the delay tolerant transmission mode is considered,
we present the following key result.

Proposition 4: If the delay tolerant transmission mode is
considered, the average throughput of the system can be lower
bounded as

RDL(τ) ≥ RlDL(τ) = (1− τ) log2

(

1 +
aτ

1− τ

)

(58)

and the optimalτ∗ maximizing the lower boundRlDL(τ) can
be computed via

τ∗ =
eW( a−1

e )+1 − 1

a+ eW( a−1

e )+1 − 1
, (59)

wherea is given by

a =exp

{

ψ(1) + eb1Ei(−b1) + ln
η

dα2
+ a0

}

, (60)

with
Proof: See Appendix D.

VI. N UMERICAL AND SIMULATION RESULTS

In this section, Monte Carlo simulation results are presented
to validate the analytical expressions derived in the previous
sections. All the simulation results are obtained by averaging
over 106 independent trials. Unless otherwise specified, the
following set of parameters were used in simulations:Rc =
1 bps/Hz, hence the outage SNR threshold is given byγth =
2Rc − 1 = 1. The energy conversion efficiency is set to be
η = 0.4, while the path loss exponent is set to beα = 2.5, the
Nakagami-m parameter is set to bem = 4, which corresponds
to a Rician factor ofK = 3 +

√
12. The distances between

the PB and S, S and D are set to bed1 = 8m andd2 = 15m,
respectively.

Fig. 2 illustrates the throughput of delay intolerant trans-
mission with a fixedτ for both the noise limited case and
the interference plus noise case. In both figures, it can be
readily observed that putting more antennas at the PB can
significantly improve the achievable throughput. However,
when the transmit power is sufficiently large, the benefit of
adding extra antennas quickly diminishes. This phenomenon
is quite intuitive, since increasing the number of antennascan
provide higher energy beamforming gain, hence, the amount
of the harvested energy at the source improves, which in
turn reduces the outage probability of the system. On the
other hand, with sufficiently large transmit power, the system
is no longer energy limited. In this regime, the throughput
performance is limited by the constant transmission rateRc.
For instance, givenRc = 1, with a fixed τ = 0.5 or 0.4,
the maximum achievable throughputRc(1 − τ) is 0.5 and
0.6, respectively, as shown in the Fig. 2. In addition, we
see that the analytical upper bound (53) remains sufficiently
tight, especially when the interference is strong, where the two
curves overlap.

Fig. 3 shows the throughput of delay tolerant transmission
with a fixedτ for both the noise limited and interference plus
noise cases. Similar to the delay intolerant case, we observe
that increasing the number of antennas improves the average
throughput. In addition, the analytical lower bound (47) and
(58) are quite tight and tends to the exact values when the
transmit power is sufficiently large, i.e.,P/N0 ≥ 70 dB.
Moreover, the choice ofτ has a significant impact on the
achievable throughput. At low transmit power level, a larger τ
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P lout =
γthm

Nm

b2ρNm1 ρI

(

Nm
∑

t=1

(−1)t−1

(Nm− t)!

(

1

ρI
− m

ρ1

)−t
(

(−1)Nm−t−1

(

γth
b2

)Nm−t

e
γ
th

m

b2ρ1 Ei

(

−γthm
b2ρ1

)

+

Nm−t
∑

k=1

(k − 1)!

(

−γth
b2

)Nm−t−k
(ρ1
m

)k
)

−
(

m

ρ1
− 1

ρI

)−Nm

e
γ
th

b2ρI Ei

(

− γth
b2ρI

)

)

. (54)

a0 =
mNm

ρNm1 ρI

(

Nm
∑

t=1

(−1)t−1

(Nm− t)!

(

1

ρI
− m

ρ1

)−t(
(ρ1
m

)mN−t+1

Γ(mN − t+ 1)
(

ψ(mN − t+ 1) + ln
ρ1
m

)

)

+

(

m

ρ1
− 1

ρI

)−Nm

(ρI (ψ(1) + ln ρI))

)

. (61)
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Fig. 2: Throughput of delay intolerant transmission for a
fixed τ with d3 = d4 = 10m.

is preferred, while at high transmit power level, the opposite
holds. This is also intuitive, since to guarantee reliable infor-
mation transmission, i.e., to maintain low outage probability, a
minimum amount of source energy is required. As such, when
the transmit power level is low, it is desirable to spend more
time to harvest energy, when the transmit power is high, only
a smaller portion of time is needed for energy harvesting.
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Fig. 3: Throughput of delay tolerant transmission for fixedτ
with d3 = 10m andd4 = 20m.

Fig. 4 examines the accuracy of the analytical approxi-
mations of the optimalτ∗. As illustrated in Fig. 4(a), the
high P/N0 approximation according to (31) is quite tight for
moderate transmit power level. In addition, the accuracy of
the approximation improves when either the transmit power
becomes large or the number of antennas increases. Fig.
4(b) investigates the accuracy of the largeN approximation
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according to (36). Surprisingly, we see that, regardless ofthe
transmit power level, the approximation performs extremely
well, even for small number of antennas, i.e.,N = 2.
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Fig. 4: Verification of the analytical expressions for the
optimal τ∗.
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differentN with τ = 0.4.

Fig. 5 investigates the impact of Nakagami-m fading pa-
rameterm on the achievable throughput of delay intolerant

transmission. As can be readily observed, when the number
of PB antennasN is small, i.e.,N = 1, a largerm leads to a
higher throughput. While for relatively largeN , i.e.,N = 10,
the impact ofm on the achievable throughput is marginal. The
reason is that increasingN mitigates the effect of channel
fading due to the channel hardening phenomenon. As such,
the benefit by increasingm is substantially reduced.

Fig. 6 investigates the impact of interference powerPI/N0

on the system throughput with optimizedτ . We observe an
interesting phenomenon that the system throughput in the
presence of strong interference is larger than that of the noise
limited case when the transmit power is low. However, when
the transmit power becomes large, the strong interference
results in a significant throughput loss. This phenomenon is
a clear demonstration of the two-sided effect of interference
in wireless powered communications systems. On one hand,
the interference is beneficial when exploited as an additional
source of energy, and this effect is most pronounced when the
transmit power is low. On the other hand, the interference is
detrimental since it corrupts the information signal.
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Fig. 6: Achievable throughput of delay tolerant transmission
with optimizedτ : N = 2, d3 = 5m andd4 = 15m.

Fig. 7 investigates the impact of source position on the
achievable throughput of the system. In the simulations, we
assume that the PB, S, and D are located on a line, and the
distance from PB to D isd1 + d2 = 30 m. In the presence
of interference, we assume that the distance between I and D
is d4 = 15m, and the included angle between sides I-D and
PB-D is θ = π/6. Hence, the distance between I and S can
be computed viad3 =

√

d22 + d24 − 2d2d4 cos(θ). We observe
that, for the noise only scenario, the throughput is a symmetric
function ofd1 andd2, and interestingly, we see that the worst
case appears when S is located at the middle point. This can
be explained by the fact that the effective SNR is determined
by dα1 d

α
2 as shown in (7) which attains the maximum value

when d1 = d2 = 15. On the other hand, in the presence of
interference, the throughput is no longer a symmetric function
of d1 and d2, and the optimal location of the S depends on
both the source transmit power and interference power.

Fig. 8 studies the joint effect of path loss exponentα
and interference distances on the achievable throughput for
the delay tolerant transmission mode withPI/N0 = 30 dB,
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Fig. 7: Impact of source position on the achievable system
throughput with optimizedτ whenN = 6 andm = 4.

P/N0 = 30 dB andd3 + d4 = 20 m. The throughput curves
associated with the noise only scenario are also plotted for
comparison. We can readily observe that asd3 becomes larger,
the achievable throughput is reduced. This is rather intuitive
since whend3 increases, the energy harvested at the source
from the interference signal decreases, while the interference
inflicted at the destination becomes more severe. Moreover,
we see an interesting behavior that, for differentα, the range
of d3 over which interference has a positive impact on the
average throughput varies. The larger theα, the wider the
range. This can be explained as follows: For a given transmit
power level, whenα becomes larger, the amount of energy
received at the source is significantly reduced, as such the extra
energy contribution from the interference signal becomes more
critical. In addition, with a largerα, the detrimental effect
of the interference caused at the destination is substantially
diminished. Hence, even if the distance between the interferer
and the source increases, the benefit of the supplying addi-
tional energy to the source still overweights the negative effect
of causing the degradation of the information signal.
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Fig. 8: Achievable system throughput with optimizedτ for
differentα whenN = 2 andd3 + d4 = 20m.

Fig. 9 shows the joint effect of path loss exponentα and
interference power on the achievable throughput for the delay

tolerant transmission mode withP/N0 = 40 dB. As we can
readily observe, whether the interference has a positive effect
on the achievable throughput is closely related to the valueof
α. For α = 2, the interference appears to be an undesirable
factor. However, forα = 2.5, 3, the presence of strong
interference could actually improve the system throughput.
Moreover, a close observation of the curves associated with
α = 2.5 reveals that, the effect of interference on the system
throughput also depends heavily on the interference power.
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Fig. 9: Achievable system throughput with optimizedτ for
differentα whenN = 2, d3 = 8m andd4 = 15m.

VII. C ONCLUSION

This paper considered a point-to-point wireless powered
communication system, which may find potential applications
in future medical, sensor, and underwater communications
systems. A detailed investigation on the average throughput
of such systems was presented. For both delay intolerant
and delay tolerant transmission modes, analytical expressions
for the average throughput were derived, which provided
efficient means for the evaluation of the average throughput.
In addition, the optimal time split maximizing the average
throughput was examined, and closed-form approximations
were obtained, which were shown to be very accurate. Since
the optimal time split does not depend on the instantaneous
channel state information, it is a low complexity solution to en-
hance the system throughput. Finally, the impact of co-channel
interference on the average throughput was studied, and the
findings suggest that whether the co-channel interference will
exert a positive or negative impact on the average throughput
depends on the propagation environment and system setup,
i.e., the path loss exponent, transmit power, network topology,
and interference power.

Wireless powered communications is a newly emerged area,
and there are still many theoretical and practical challenges
to be tackled. For instance, the minimum required energy to
activate the circuit is an important constraint to be taken into
consideration; the scenario where energy storage is available
at the mobile is highly relevant; the multiuser scenario [41],
which can better exploit the available wireless power, is also
an interesting topic for future study.
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APPENDIX A
PROOF OFLEMMA 2

The first derivative ofg(x) with respect tox can be
computed as

g′(x) = − exp

(

−b
t

)

+
b(1− x)

x2
exp

(

−b
t

)

. (62)

Settingg′(x) = 0, the root of interest is

x∗ =

√
b2 + 4b− b

2
, (63)

it is easy to show that0 < x∗ < 1. Now, the second derivative
of g(x) is

g′′(x) = − b

x2
exp

(

−b
t

)

+
b2(1− x)

x4
exp

(

−b
t

)

+

(

a

x2
− 2a

x3

)

exp

(

−b
t

)

. (64)

Solving g′′(x) = 0 results in

x⋆ =
b

b+ 2
. (65)

To this end, it is not difficult to show thatg′′(x) < 0 when
x > x⋆; andg′′(x) > 0 whenx < x⋆. Hence,g(x) is a convex
function when0 < x ≤ x⋆, and g(x) is a concave function
whenx⋆ < x < 1.

Observing thatg(x) → 0 whenx→ 0, hence, in the regime
of 0 < x ≤ x⋆, the maximum ofg(x) is attained at point
x = x⋆. Now, let us turn to the second regimex⋆ < x < 1.
To start, we find it is important to understand the relationship
betweenx⋆ andx∗.

x⋆

x∗
=

2b

(b + 2)(
√
b2 + 4b− b)

=
2b(

√
b2 + 4b+ b)

(b + 2)(b2 + 4b− b2)
(66)

<
2b+ 2

2(b+ 2)
< 1. (67)

Hence,x⋆ < x∗. Recall thatg(x) is a concave function in
the second regime, the maximum ofg(x) is achieved at point
x = x∗.

APPENDIX B
PROOF OFLEMMA 3

The second derivative ofg(x) with respect tox could be
computed as

g′′(x) =
b2

(x− 1)((b − 1)x+ 1)2
, (68)

which is strictly smaller than zero. Hence,g(x) is a concave
function with respect tox. As such, there exist an uniquex∗

which maximizesg(x), and can be obtained by solving the
following equation.

g′(x) =
b+ bx

1−x

1 + bx
1−x

− ln

(

1 +
bx

1− x

)

= 0. (69)

Now, make a change of variabley = 1 + bx
1−x , we have

b− 1 + y = y ln y, (70)

After some simple algebraic manipulations, we get

b− 1

e
= eln

y
e ln

y

e
. (71)

Recalling the definition of Lambert W function,y can be
expressed as

y = eW( b−1

e )+1. (72)

Hence,x∗ could be solved as

x∗ =
eW( b−1

e )+1 − 1

b+ eW( b−1

e )+1 − 1
. (73)

APPENDIX C
PROOF OFPROPOSITION3

To get the average throughput, the main task is to obtain the
outage probability of the system. Hence, we start by looking
at the end-to-end SINR, which can be alternatively expressed
as

γI = b2UV (74)

where U = |g|2

|f2|2+b1
, and V = ‖h‖2ρ1 + |f1|2ρI . To

characterize the statistical distribution ofγI , the distributions
of random variablesU andV are required. We start withU .
The cdf ofU can be written as

FU (x) = Pr

{ |g|2
|f2|2 + b1

≤ x

}

. (75)

Since |g|2 is an exponentially distributed random variable,
conditioned on|f2|2, we have

FU (x||f2|2) = 1− e−b1xe−|f2|
2x. (76)

Averaging over|f2|2, the unconditional cdf can be obtained
as

FU (x) = 1− e−b1x
∫ ∞

0

e−(1+x)ydy (77)

= 1− e−b1x

1 + x
(78)

Now, taking into account thatV is the sum of two in-
dependent random variables following chi-square distribution
and exponential distribution, respectively, the characteristic
function ofV can be computed as

ΦV (s) =
1

(ρ1s/m+ 1)Nm(ρIs+ 1)
. (79)

To this end, taking the inverse Laplace transform with the help
of [40, Eq. 5.2.21] yields,

fv(x) =
mNm

ρNm1 ρI

(

Nm
∑

t=1

(−1)t−1

(Nm− t)!

(

1

ρI
− m

ρ1

)−t

xNm−te
−mx

ρ1

+

(

m

ρ1
− 1

ρI

)−Nm

e
− x

ρI

)

. (80)
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Hence, the exact outage probability can be computed as

Pout = E

{

FU

(

γth
b2V

)}

. (81)

To this end, the desired result can be obtained after some
algebraic manipulations.

APPENDIX D
PROOF OFPROPOSITION4

Using Jensen’s inequality, the ergodic capacity can be lower
bounded by

Ce ≥ log2 (1 + exp {E {ln γI}}) . (82)

To evaluateE {ln γI}, the key is to compute the expectation
of lnU and lnV , which we do in the following.

E {lnU} = E

{

ln |g|2
}

− E

{

ln(|f |2 + b1)
}

(83)

= ψ(1) + eb1Ei(−b1), (84)

where we have used the integration formula [29, Eq. (4.337.1)]
∫ ∞

0

e−µx ln(x+ β)dx =
lnβ − eµβEi(−µβ)

µ
. (85)

Similarly, using the pdf ofV given in Eq. (80),E {lnV }
can be computed as (86), where we have used the integration
formula [29, Eq. (4.352.1)]

∫ ∞

0

xv−1e−µx lnxdx =
1

µv
Γ(v) (ψ(v)− lnµ) . (87)

To this end, pulling everything together yields the desired
result.
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