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Abstract

Generalized frequency division multiplexing (GFDM) is &eat multicarrier 5G waveform candi-
date with flexibility of pulse shaping filters. However, thexibility of choosing a pulse shaping filter
may result in inter carrier interference (ICI) and inter $ohinterference (ISI), which becomes more
severe in a broadband channel. In order to eliminate theri@ll@l, based on discrete Gabor transform
(DGT), in this paper, a transmit GFDM signal is first treatedam inverse DGT (IDGT), and then
a frequency-domain DGT is formulated to recover (as a reckithe GFDM signal. Furthermore, to
reduce the complexity, a suboptimal frequency-domain D@lled local DGT (LDGT) is developed.

Some analyses are also given for the proposed DGT basedeaecei

Index Terms

Discrete Gabor transform (DGT), generalized frequencisidim multiplexing (GFDM), inter carrier

interference (ICl), inter symbol interference (ISI).

. INTRODUCTION

Generalized frequency division multiplexing (GFDM) [1B}[has attracted much attention
in recent years as a candidate waveform of 5G cellular systiemits low spectral leakage
due to the flexibility of its pulse shaping filter|[1]-[8], [418]. A pulse shaping filter with
better spectral property, however, may cause intersymitekference (ISI) and inter carrier

interference (ICl), which becomes more severe in a broadiichannel and may cause problems
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at the receiver. Among the methods in [1]} [2] for signal remy in the receiver for a GFDM
system, matched filter (MF) receiver maximizes the sigoakdgise ratio (SNR) while causing
self-interference from the nonorthogonality of the trarismaveform. Zero-forcing (ZF) receiver
can cancel the self-interference at the price of the chanaisle enhancement. To reduce the
high self-interference in MF, MF with successive interfeze cancellation (MF-SIC) receiver is
presented in [2] at the cost of high-complexity iterativegassing. Linear minimum mean square
error (MMSE) receiver can improve the performance of ZF ixeze However, based on the
transmitter matrix for generating the GFDM signal, thes@®GFeceivers have high complexities
proportional to the square of the total number of the databs}sin a GFDM symbol. To obtain
a low-complexity implementation in the GFDM receiver, khem fast Fourier transform (FFT)
and inverse FFT (IFFT), FFT-based ZF/ME [1], FFT-based ME-f5] and several techniques
for MF [8], [16]-[18], ZF [8], [17], [18], and MMSEI[7], [[17],[18] are proposed. In the ideal
channel, among the low-complexity methods, the ZF/MF resein [17], [18] can obtain the
lowest complexity by splitting the multiplication of theatxsmitter matrix and discrete Fourier
transform (DFT)/inverse DFT (IDFT) matrix into small blackvith FFT/IFFT implementation.
In a broadband channel, besides the complexity of the tqokesithemselves, another key factor
is the channel equalization that should be considered irrdbeiver. Since the direct channel
equalization in time domain in_[1] has a high complexity pydnal to the square of the total
number of the data symbols in a GFDM symbol, frequency dormagimlization (FDE) can be
used to reduce the complexity [17], [18]. In this case, theppsed receivers in [17], [18] have
lower computational cost than the low-complexity recesver [1]. Unfortunately, compared to
the orthogonal frequency multiplexing division (OFDM) edeer, the FDE[[17],[[18] needs extra
FFT/IFFT operations, where in [17], [18], it is called ZF/Mé&ceiver directly and its complexity
will be compared in details.

In this paper, to simplify the GFDM receiver for a broadbamémnel similar to the OFDM
receiver, a relationship between a GFDM signal and disdBatbor transform (DGT) |9]+-[11]
is first investigated, similar to [4][ [6], i.e, a transmit BM signal is an inverse DGT (IDGT)
of a data array. Then, according to DGT [9]-[11], a frequedoyain DGT is proposed for
GFDM signal recovery, which is different from the time-dam®GT in [4], [6] causing high-
complexity time-domain channel equalization. By analgzihe interference after the frequency-
domain DGT for GFDM signals, we conclude that the coherenmedidth, related to the

reciprocal of the maximum channel delay, and the roll-offtéa of a transmit waveform are
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two key factors of the interference in a GFDM system, wheghhioherence bandwidth and
small roll-off factor can make the GFDM signal recovered I tfrequency-domain DGT
much like OFDM. Furthermore, to reduce the complexity of thegquency-domain DGT in

the whole band, a suboptimal frequency-domain DGT in loeddbsnds, called local DGT
(LDGT), is proposed. Simulation results show that the fesgry-domain DGT with small roll-

off factor can achieve considerable bit-to-error rate (BEpRrformance close to OFDM, and
LDGT significantly reduces the complexity of the frequemtymain DGT with a small BER

performance degradation.

The rest of the paper is organized as follows. In Section HDG! signals are formulated in
transmitter as IDGT and in receiver as DGT, and the frequelmyain DGT is proposed. In
Section 1ll, a received GFDM signal is formulated by the freqcy-domain DGT followed by
analyzing the interference generated in the frequencyaito@GT, and LDGT is presented and
analyzed for complexity reduction. In Section IV, simutatiresults for the frequency-domain
DGT, LDGT, and several other existing GFDM signal recovemtimods are presented. Finally,
in Section V, this paper is concluded.

[I. GFDM, DGT, IDGT, AND FREQUENCY¥DOMAIN DGT

In this section, transmitted and received GFDM signals amg briefly introduced. Then,
based on the theory of DGT, an IDGT is investigated for a tratted GFDM signal. Lastly, a
frequency-domain DGT is proposed for the GFDM signal recpve

A. GFDM Sgnal

In GFDM transmitter, bit streams are first modulated to camgymbolsi; ,,, that are divided
into sequences M symbols long. Each sequence (as a veafos) [d},dT, ... d%, ,]7 with
d,, = [dom, dvmy - -+ dg_1.m]7, m=0,1,..., M—1, is spread oK subcarriers irM time slots.
Therein,dy ,,, is the transmitted data on tlikth subcarrier in thenth subsymbol of each GFDM
block. The data symbols are taken from a zero mean indeperahehidentically distributed

(i.i.d) process with the unit variance. Eadp,, is transmitted with a pulse shaping filtér [1]
Grm(n) = g ((n—mE)y) e 725", (1)
where the signal sample indexqis= 0,1,..., N — 1 with N = KM satisfying the condition

of critical sampling in DGT{-) v denotes the modulo df, andg(n) is a prototype filter whose
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time and frequency shifts arg, ,.,(n). By the superposition of all the filtered, ,,,, the GFDM

signal in transmission is
K-1M-1

2(n) =Y > dimgrm(n). (2)

k=0 m=0
At the receiver, the received GFDM signal is

y(n) = h(n) x x(n) + w(n), ()

where « denotes the linear convolution operatioi() is the channel response in the time
domain, andw(n) is the AWGN noise with zero mean and variance
Assuming perfect synchronization and long enough cyclefipr(CP) against the maximum

channel delay are implemented, the frequency-domain ssjme of [3) can be written as
Y(l) = H()X() + W(l), (4)

wherel =0,1,..., N — 1, X({) is theN-point DFT of z(n) as

K—-1M-1
X0 =" demGrm(l), (5)
k=0 m=0
and Gy (1) is theN-point DFT of g, ,,(n) as
N-1
o1
Grm(l) = D gm(n)e 274"
n=0
Nl I+kM
= gl(n—mK)y)e > N"
n=0
N—-1-mK
I ST () e R R
n'=—mK
N—-1-mK
— e—j2ﬂﬁm6—j2ﬂkm Z g((n/)N)e—jZW%n’
n'=—mK

N-1

. 1 . I+kM

— 6_]2ﬂﬁm§ g(n)e—]27r N
n=0

= G((I + kM) y)e 92, (6)

whereG(l) for [ = 0,1,..., N — 1 is the N-point DFT of g(n) for n = 0,1,..., N — 1, and
thus the frequency and time shifts 6f1) are Gy, ,,,(1) shown in Fig[lL. In Fig[]1,

G((Dw) = (7)

0, otherwise
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where f(I) is a baseband-equivalent window function in the frequenasnhain, for example,
the raised cosine (RC) function, the root raised cosine (Riefiction and the Xia pulse [13],
integerl is in the finite interval—N/2, N/2 — 1], andr is a positive integer satisfying < N/2
and denotes the window width. Additionally, the local prdpeof G(I) can save the storage

compared to théV x N transmitter matrix in[[1].

(k-1)M  kM-7 kM-3r kM kM+Gr kM+r (k+1)M !

Fig. 1. Frequency-domain GFDM transmitting filté¥. ., (1) where3 = 1/(1 + 8) and 3 is the roll-off factor ofg(n).

To demodulate the GFDM signal after the time-domain chaegeklization, MF, ZF, linear
MMSE, and MF-SIC receivers are proposed [in [1]. However, mwitee transmitter matrix has
a large size, these receivers with the time-domain charmedlization have high complexities.
Our goal here is to simplify the GFDM receiver with insignéit ICIl and ISI.

B. DGT, IDGT, and Frequency-Domain DGT

Without the channel influence, i.e., in an ideal channel, raeo to cancel the ISI and ICI
for the GFDM signal recovery, the properties of the trantaditGFDM signal should be first
investigated. To do so, let us briefly review DGT and IDGT.

For a signakz(n), n =0,1,..., N — 1, its DGT is defined as

N-1

dign = Y (n)7f (), 8)

n=0
where the time and frequency shifts of an analysis winddw) are

kM

Yeam(n) = ((n —mK)y) e 78", (9)
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The IDGT ofdj ,, are defined as

K-1M-1

1) = 373" dimg ((n — mK) ) e 97k, (10)

k=0 m=0
where g(n) is a synthesis window, which is the same as the GFDM transthitignal in [(R).
When g(n) and~(n) satisfy the following Wexler-Raz identityl;. ,, and z(n) in (8) and [10)

are the same:

=z

mM

g(n+ kK)e 7* N "y (n) = §(k)6(m)

3
Il
o

0<kE<M-1, and 0<m<K-—1. 11

In this case, DGT is the receiver while IDGT is the transmitéend (8) and[(10) form a pair.
Furthermore, from[(5) and_(10LI(5) is the IDGT &f,,, in the frequency domain. Thus, from
@), the frequency domain DGT, as a pair with the frequenayaia IDGT in (3), is

N-1
1 ]
dim = ; X(Thm(0), (12)
wherel/N is from theN-point IDFT and
Lrom(l) = D((L+ kM) y)e 72mai, (13)

which are the frequency and time shiftsofl) for [ =0,1,..., N — 1, andI'(/) is the N-point
DFT of ~(n). According to the Wexler-Raz identity [[9]-[11], the biootdponality between the

synthesis window~ (/) and the analysis window(!) is expressed by

=2

1 g2l gy m
P G((l +mM)y)e® T (1) = 6(k)5(m)

Il
=)

0<k<M-1,and0<m< K —1. (14)

In summary, for a GFDM signal over an ideal channel, it can dmovered by its DGT in
either time domain[{8) or frequency domainl(12). In other dspi{8) or [1D) is a receiver for
GFDM signals in an ideal channel or a narrow band channel. rf€ason why the frequency

domain DGT is mentioned here is for a broadband channel ih sextion.
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[1l. FREQUENCY¥DOMAIN DGT RECEIVER FORGFDM SGNALS OVER A BROADBAND

CHANNEL

In this section, we formulate a received GFDM signal simtiarOFDM by the proposed
frequency-domain DGT in a broadband channel. Two modelspevposed and analyzed, in
which the frequency-domain DGT in the whole band is congiden the first model and LDGT

is proposed in the second model for the complexity reduction

A. Freguency-Domain DGT Model in the Whole Band

From (3), in a broadband channel, to use the time-domain DGtheareceiver, the time-
domain channel equalization in the whole GFDM symbol of teng has a high complexity,
i.e., O(N?), and the FDE of the channel needs a pairNspoint FFT andN-point IFFT. In
contrast, as we shall see below, aft¢point FFT, the frequency-domain DGT can be adopted
for the GFDM signal recovery, where the channel equalimati@s much lower complexity
than the time-domain equalization and reduces an IFFT cosdp® FDE. Moreover, after the
frequency-domain DGT for the coded GFDM signal, without eecli channel equalization, the
signal with the channel information can be directly useddlzwaate the soft information for the
decoder.

Substituting [(#) into[(12), the frequency-domain DGT of tieeeived GFDM signal’(/) in

the broadband channel is expressed by
N-1

1 *
Yion = ~ Z Y (T m(D)

1 N-1 1 N-1

= 5 2 HOX W) + 5 Y WO (0)
[ j -

=5 2o HEM)XOL, () + 5 ) (H() = H(EM))X(OF Z (OT%m(D)

=0 =0 =0

H(kM)dgm + Qe + Viem,s (15)

(H(l) — H(M)X (DT*((1 4+ kM) )e?? it (16)
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and
N-1

U = NZW YD ((1+ kM) y)e?> it (17)
=0

It is shown in [15) that after the frequency-domain DGT, tkenf)-th GFDM symbolY, ,,, has
the similar format to the received OFDM symbol in the frequedomain. Then, the symbol-
by-symbol detection is

aAlk = arg dmlns |Yim — H(kM)dk,m|2, (18)

km

whereS is the signal constellation.

From (15) one can see that the received signal is corruptetidyjnterference?; ,,, and the
channel noisel;, ,,,. For the frequency-domain DGT, the distortion compose&,0f, and ¥, ,,,
is different from the Gaussian noise in OFDM systems. Simee Gaussian noise paty ,,
can be studied easily and similarly to before, we focus owalyass on the interferencg, ,,,.
It is shown in [16) that2 ,, is affected by the channel respongé/) and the shifted analysis
window I ,,,(7), which will be analyzed in the following.

AssumingE{dd”} = Iy with the identity matrixly andd = [doy, .. .,dx-10,do1, -, drx—1.0-1)"

the variance ofl, ,, can be expressed by

—E {% 2 (H(l) — H(kM))* X* ()T (1) % Z M) X (D) z,m<l>}
=2 Z Z E{(H M) (H(D) — H(EM))} E{X* )X (1) }Tm (DT, (D)

where E{-} denotes the expectation. Suppose tNatpaths are in the Jakes’ model [15] of the
Rayleigh fading channel with the discrete maximum Doppleit ¢, the index set of the paths
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is V, and P, is the average power per path in the fading channel. Then,aneobtain
E{(H(l) — H(kM))"(H(I) - H(kM))}
= X B} S S S B (rh(a) e

nc€N nceN nc€N nceN
3 Y BE{(noh(ne)y @ ez 1NN B (n)h(n)} 2N e iR e
nceN ficeN nceN ficeEN
— Z Z P, Jy (27?— —n )) (eﬂ”%m — ejz’r%’%) (e‘jz’r%ﬁc — e‘jz’rk_lyﬁc>
nc€N nceN

2kp(ne — ne) VA kM o T o RM -
Z Z th <ej27rﬁnc . 6327FTTLC> <e—j27rﬁnc _ e—j27rTnc)
s's' 2N

nceN fceEN s=0
B th (7?/@) Z <6—j27r%ﬁc _ 6—j2w%ﬁc) Z (ne — ﬁc)zs <ej27r%nc _ €j2nk—1{yfnc)
nceN nceN

= Ru(l,1, kM), (19)

where Jy(+) is the zeroth order Bessel function of the first kind and(or 7.) is the index of

the channel path. It is noted frorh (19) that the large distabpetween (or [) and kM will
increase the differences of the exponential functions. Whe distance between\/ and! is
smaller than or equal to the coherence bandwidth, the diffags of the exponential functions
are small, that isF7 (/) is close toH (kM). Thus, the result of (19) is small. On the contrary,
when the distance betweén/ and! exceeds the coherence bandwidth, the increased difference
H(l) — H(kM) enlargesRy (1,1, kM). On the other hand, with the reduced maximum channel
time delay, that is the increased coherence bandwidth,iffezethce ofn, — 7. in (19) becomes
small andRy(1,1, kM) also becomes small.

From (B), we can obtain

E{X*(Z)X(l)}E{ SN, Y ZG,;,mud,;,m}

Bl
Il

=}
3
Il
=}

Moreover, according to the local property 6%, (1), we can geGZﬁm(l)Gg,m((lf)N) = 0 when

-1 > 7.
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Thus, the variance o), ,,, is further given by

N—-1 I+7

{0 n} = 3 0 O Rullo T kM)
=0 |=l—-7
K—-1M-1 - )
SN G OGO (DT (D). (20)
k=0 m=0

Eqg. (20) denotes that the variances(f,, is influenced byRy(l,1, kM) and the product of
Gr.m(l) andTy, (1), where Ru(l,1, kM) decreases with the increase of the channel coherence
and the product ot~ ,,(/) andI';,,(!) decreases with the decrease of the roll-off factor. Fig.
compares the variances ©f;,, with different maximum channel delays. It is shown that
when the number of delayed signal samples equals to 1, thémmax channel delay is far
smaller than the length, of a GFDM symbol, and thus,. — n. approaches zero. The result
is that the summation ofy(l,1, kM) is close to zero and the variance qf. ,, approaches
zeros. Obviously, in AWGN channel, the whole band is congbjetlat without channel delay,
that isn. — 7. = 0 (‘or H(l) = 1), we obtainRy(l,[,kM) = 0 and (Y ,, = 0, similar to the
narrowband channel shown in Fig. 3. Thus, the maximum cHatelay, related to the reciprocal
of the coherence bandwidth, is the key factor of the variaofc€, ,,,. On the other hand, with
the increased roll-off factor of7(/), the frequency-domain DGT enlarges the varianc€pf,,

as shown in Fig[I3, due to the decreased time-frequencyizatiain of Iy, (1) and Gy, ,,,(1).
When the roll-off factor is3 = 0, the synthesis window= (/) becomes the rectangular window

and its support lengtBr + 1 becomesi/:

1, le[-M4 M _q]for evenM, [ € [-2=L M1 for odd M,
0, otherwise

andI'(!) is also the same rectangular window @¢/) [10]. In this case,X(!) in (§) and [(6)
becomeK manyM-point DFTs:

K-1 M-1 M-1
X(O) =G +EM)N) D dime 75 = " dy e 723!
k=0 m=0 m=0

forleVy=[N—(k+3M+n N—1—kM|U[N —kM)y, (N—1—(k—1M+n)y],
where whernM is even,n = 0 and whenM is odd,n = % Similarly, Yy ., in (15) becomes the
M-point IDFT

1 - m
Yem =17 > v (e,

eV
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Q.m in (16) becomes

Variance of(2 (dB)

-25

-O-Frequency-domain DGT3=0.1/|
-A-Frequency-domain DGTj=0.9
L I

-30 1 1 1 1
0 10 20 30 40 50 60 70
Delayed sample index

Fig. 2. Variances of; ., with different channel delays and roll-off factors undee thormalized energy of'x,.» (1) in the
9-path Rayleigh fading channel with the maximum channehylgl51 x 10~ %s.

The variance of¥, ,,, in (I7) is
2
E{¥;, Wy} =E { | w| } — Tr{E{T}, WW"T},.}}
, , ) ,
=Tr{T, . E{WW"} T .}
= No*Tr{T},.Tm} = No?||T|]3,
which denotes that the variance Wi, ,,, is unaffected by the frequency-domain DGT, but this
noise will be colored now and may not be white anymore, wiigrg = % Lrm(0), Tem(1), ..o, T (N—
DT, T £ 1[00),0(1),...,0(N=1)]" andW £ [W(0), W(1),..., W (N —1)]".
However, the frequency-domain DGT in the whole band stillses high complexity. Firstly,
to get the received GFDM signail(l), MK-point FFT is required with’s~ log, (M K) complex

multiplications. Then, for the frequency-domain DGT [inl(1he number of complex multipli-

cations required foK many MK-point circular convolutions betweeYi(/) and () is M K2.
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0.025

T T
-O-Broadband channe|
-/\-Narrowband channgl

0.02

0.015

E(QP)

A AN /\ AN /\ /\ AN AS AN /\ A
0 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Roll-off factor 3

Fig. 3. Variances of2s,,, with different roll-off factors in a broadband channel andarowband channel.

After that, based on the DFT-based DGTI[10], the frequermyain DGT in the whole band of
lengthMK can be implemented bylK-point FFT. Lastly, for detecting the data in {18)M/ K
complex multiplications are required frof (kM )dy, .,, and modulus in[(18). Thus, for a larfé
or K, the complexityM K log,(MK) + MK? +2JMK of the frequency-domain DGT receiver
is high. In order to further reduce the complexity of the freqcy-domain DGT in[(15) at the

receiver, the frequency-domain DGT in the local subbangsaposed below.

B. Freguency-Domain Local DGT and A Fast Receiver

1) Frequency-Domain Local DGT: Similar to the running window processing in time domain
in [10], [11], a signalY’(/) with a localized analysis window({) in the frequency domain called
frequency-domain local DGT (LDGT) can be defined below. TH¥IT of Y'(I) to get the K,
m)-th datady ,,, in the subbandkM — L, kM + L] is defined by

~ 1 EM-+L ~
dim = D, YOI}, (21)
l=kM—-L
where
Crm(l) = D(( 4+ kM) y)e 723! (22)
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which are the time and frequency shifts of an analysis wind@iy for [ € [0, LJU[N — L, N —1]
and 2.+1 is the support length of the analysis winddwl). Note that an analysis window
function usually has lowpass property, the non-zero elésnefi’({) areT(0),...,T'(L), I'(N —
L),...,I(N—1). The biorthogonality relationship between the synthesigiow and the analysis
window becomes
L
5 32 GO+ mM)w)e O (1)) = 5(k)5(m)
l=—L

0<kE<M-1 and0<m< K —1, (23)

for J,m =dim, k=0,...,K—1,m=0,...,M — 1. Clearly when the synthesis windaf(!)
is given, the local analysis window(/) can be solved froni{23) if{23) has solutions.

By rearranging[(23) into a matrix vector form and deleting #il-zero rows,[(23) becomes
BI™* = &, (24)

whereB is a(2a—1)M x (2L+1) matrix witha = [££ZH], and27+1 is the non-zero length of
the synthesis window#(1), (2a—1)M andN —(2a—1) M, respectively, denote the number of all
nonzero rows and the number of all-zero rowdin (23), and thei§k+ 1+ (m)aq—1 M, [+ L+1)th
element ofB is

M—k

G(((D + (m) e M)y )& 38 ON = G(((1)x + (m) M) y)e 72 0 O (25)

for k=0,....M -1, mé€ [~a+1,a—1],andl € [-L,L}, T & L[[(N - L),...,T(N —
1),1(0),...,0(L)T, andé; = [1,0,...,0]T is a (2a — 1)M x 1 vector with its first element
equal to 1.

The support length of/(1) always satisfie@r + 1 > M, as an example, for the RC window
shown in Fig.[l, where\/ = 237 for an evenM and M = 237 + 1 for an oddM. Since
0 < 3 <1, we can obtaireT + 1 > 237 + 1 > M, where the equal sign can be obtained when
g = 0. As mentioned above, whefi = 0, the analysis window(/) becomes a rectangular
window the same a&/(l) with the support lengtiM. In this case, the frequency-domain DGT
becomeK manyM-point DFTs. ThenB becomes aid/ x M DFT matrix and[(24) has a unique
solution. Thus, the data easily recovered by a DFT is unigqukis also with the least-squared
error. On the contrary, whef < 3 < 1, we can obtairer + 1 > 257 + 1 > M. Then, we
have (2o — 1)M > 2(L+7+1)— M > 2L+ 1 for 0 < g < 1, which means that there are

more equations than unknowns in}(24). Therefore, in gentralsystem of linear equatioris (24)
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does not have a solution. We next focus on the case-ofs < 1 in the GFDM system in the

following. In this case, we find® in (24) by using the following least squares criterion:

~ 12
', = argmin Hél — BI‘*H2 , (26)
r

whose solution is the pseudoinverse®fi.e.,

T = ((BY)'B*) 7 (B)"e; = (B"B")'B"e, = (B'B") G, 27)

whereGg £ [G(N — L),...,G(N —1),G(0),...,G(L)]" becauséBTé; = G,.

In the following, we prove that the GFDM daﬁa,m demodulated by LDGT with the optimal
solutionfOpt also have the least-squared error compared to the origirBINGdatad;, ,, among
all analysis window function (/) of length 2.+1 as above. Note that in this case it corresponds
to the ideal channel.

In the GFDM system, according t6_(21), the LDGT using the GFBignal X (/) can be

rewritten in the matrix form as
d = Ad, (28)

whered = [doo, dorr—1, - - dots - dg—1.0,dc—1.00-1, - - - dc—1.1) "> d 2 [doo, dopi—1, - - - doq, - -,
dr 1,0, dx—1,Mm-1, - - -,dK—1,1]T, A= [Ao A, - AK—l]T. AE = [A0,1 007 x(N=(2a—1)M) Ao,z]
with [Ags Agi] = Ty, BT and theM x (N — (2a — 1)M) all-zero matrix0ys. (v (2a—1)a1)»

AT is the shifted version oA where the if+1)th row of A} is the cyclic shift of the ifr+1)th
row of A} by kM for m =0,..., M — 1, the (2L + 1) x M matrix I, is defined by

with

®,, £ diag{e /2R WN-L) it (N=D 0 el (30)

From the block-cyclic format ofA, we just need to study any sub-matd in A. By deleting
the all-zero matrix0,«(n—(2a—1)0), ONly I~‘§IL+1BT in Al is left. In the following, we prove
thatT" and its shifts®,,I" in Ty, have the same optimal solutidh,.

For simplicity, by replacingn andk with k andm’ in B, corresponding to the data indices
of dy,, anddy,,, the (M —m)a + 1, (M —m') s + 1+ (k)aa_1 M)th element off'}, B is
given by

S 3 G+ B MDD FEm), (31)

I=—L
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wherek € [-a + 1,a — 1], andm,m’ = 0,M — 1,...,1. To obtaind,,, = djn, the
shifted analysis windows and the shifted synthesis window$31) should also satisfy the
biorthogonality similar to[(23), i.e.[.(81) equals&¢k)d(m —m'). Thus, based on (23) and (24),
(31) satisfying biorthogonality can be expressed as

B® T = &,41, (32)

wheree,,,; = [0,...,0,1,0,...,0]" is a (2a — 1)M x 1 vector with its ((M — m)y + 1)th
element equal to 1 form = 0, M — 1,...,1. SinceB®} has the same numbers of rows and

columns asB, similar to [26), we can also formulate

N (33)

f‘opt = arg min Hém+1 — B@;f‘*
r 2

with the optimal solution

Top = (B*®,,)"B*®,,) ' (B*®,,)"e

m

s o=@ (B"TB)'®,,G, = (;,B"B*®,,) "' Gy,

(34)
where the(l + L + 1,I' + L + 1)th element of®? BTB*®,, is expressed by
M-1
DT GUIDIN A RM)N)G () + kM) ) 301 m=m)
ke m/'=0
=Y "G + EM)N)G* () + kM) )ed 37 =10 Z e~ (=1
kel
=Y "G + EM)N)G () + kM) x)ed 3 MM~ 1+ pM)
kel
=MD G(()y + EM)N)G((U)x + kM)y)6(1 = I + pM), (35)
ke
for K = [0,a—-1|UK —a+1,K -1, m = 0M—1,...,1, ;I € [-L,L] andp =
0,%1,..., iL%J. From [35), one can see that it is independenimofAs a result,
B'B* = ®;B'B*®, = & B'B*®,,, (36)

which proves that the optimal solution with the least-sqdaerror in [[3B) is identical to the
optimal solution with the least-squared error[in](26).
Thus, using the optimai‘Opt for the LDGT of the GFDM signal, for any othdF of length

2L+1, according to[(33), we can obtain

i1 — BT

m~ opt

~ 2
< Hém+1 - Be, |

(37)
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We assume thak{d; ,.dy.} = 1. Sinced,,, for all k andm are i.i.d., based ori (87), we

have

E{Hd_aopt 2

} = B{JI(Iy ~ Aup) ]} = Tr { (T — Acpr) (v — Agp)"'}

K—-1M-1 K—-1M-1
=> > H &, —TH & BT Z Z H ol | — o BTH
k=0 m=0
=T {(IN—A><IN—A>H}=E{\ d } (38)

whereA,,,; can be obtained by replacifigin A with T',,. It is concluded by[(38) that the data
Jhm demodulated by the LDGT with the optimal analysis Windﬁ\g\f)t has the least-squared
error compared to the original dafa,, among all analysis window functiords of length 2.+1
as above. In this case, the channel is ideal.

2) A Fast Receiver: In the receiver for a broadband channel, similar’td (I5);(1e LDGT
for the received GFDM signa (1) in (4) in the subbandkM — L, kM + L] is given by

kM+L

Y YO

l=kM—-L

Yk,m -

==

where

H(EM)X(DT*((1 4+ kM) y)ed?m it (40)

and
~ 1

Vem =75 l:%_LW((l>N)f*(((l>N + kM) y)el*mar O, (41)
where the local analysis window functidi{l) = T',.(/) obtained previously. Then, based on
[39), the k, m)-th symbold, ,, is detected by using.,, similar to [I8).

What is shown previously is that the local analysis windﬁ;M(l) is optimal in terms of the
data recovery, when the channel is ideal or narrowband. Qghtrask what will happen for a
broadband channel, i.e., what will happen if a differentalognalysis window functioi’'(l) of
length 2.+1 is used in[(39):(41). An obvious local analysis windowdtion is the truncated

I'(l) obtained through (14) to the length of®1, i.e., the truncated frequency-domain DGT in
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(15) to the bandkM — L, kM + L]. In this way, we can also obtain a fast GFDM receiver with

the same complexity as the LDGT, which can be expressed by

_ 1 .
Yk,m - N Z Y((Z)N)Fk,m((l)N)
l=kM—-L

where
kM+L

Qem = Z H(()n)X (D8 (1) + kM) y )75 Ox

N-1
- % > HEM)X()I*((1+ kM) y e 5, (43)
=0

and
kM-+L

T =y > WO (D +EM)x)e> 0 (44)

l=kM—L
We next give the optimal analysis window with the least-sgdaerror in the LDGT for the
received GFDM signal when the channel statistics is knowrstll, based on[(39)-(41), the

average-squared error betweHiik M )dy, ,, and Yy, is expressed by
{7} - - sa-ow)
—E {Tr { (F1- A)aa" (A~ A)H}} +E{Tr {CWWHCH})
—E {Tr {ddH (- A)H (- A)}} +Tr {CE {WWH} CH}
— Tt {E {dd"} B { (- A)H (¥ - A)}} + No>Tr {CIyCH)
:Tr{E{(ﬁ—A) (ﬂ—A)H}}+N02Tr{CCH} (45)

where theN x N channel matrixt is defined as

[ H (0)I,,
H(M)Iy

T
(>

I H((K = 1)M)Ty

A= [Ao A, - AK—l]Ts Ag = [Ao,l 007 x(N=(@2a-1)M) Aoz] with [Aoz A0,1] = f‘glL+1H0,2L+1BT,

AT is the shifted version oA that is obtained fromA? by replacingHoo;.; in AL with
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H; 2141, Where the if+1)th row of A is the cyclic shift of the if+1)th row ofgoT by kM for
m=0,...,M —1, and the(2L + 1) x (2L + 1) diagonal channel matri¥l, -, is defined by

Hy.or 1 = diag {H((M — L)y) --- H((kM —1)5) H((kM)y) --- H((kM + L))},
(46)
T, ., and B have been shown if(29) and{25), respectivély,= [C; C; --- Cx_4|T,
Cl = [Co1 Onrx(n—(2a-1yar) Coa] With [Co Coi] = T, .1, CF is shifted version olC{ where
the (m+1)th row of C} is the cyclic shift of therfr+1)th row of C] by kM for m =0,..., M —1.
Considering the property of (B6), we can further rewrite) (45

[{( { (- A) }}+N02Tr{CCH}

{ { < M) [Ty Onrx(za—2u] — f‘I2{L+1Hk,2L+1BT)

>_A

=0

. ( H(kM) [Tas Oprasynt] — T8 Hypp0i BT ) }} + No? Z Tr{ 2L+1r2L+1}

K—-1M-— ~ ~ H
ZZ { {( (kM)é,, ., FHq’ank,zLHBT) <H(k‘M) S FHq’ank,zLHBT) }}
k=0 m=0

K-

1M-1
+ No? Z HI‘H@*
k=0 m=0
K-1M-1 ~ ~ ~ ~
_ (E {|H(kM)*} — GHE { H(EM)H} 5, } T — TVE {Hy 5041 H* (kM) } Go
k=0 m=0
~ - ~ 112
+ TUE {®!,Hy 5., B"B*H},, ,, ®,,} r) + N2g? I‘H2
K—1M-1 B L .
_ (E {|H(kM)*} — GHE { H(EM)H} 5, } T — TVE {Hy 5041 H* (kM) } Go
k=0 m=0

~ ~ ~ 112
+ PYE {Hy, B™BH ,, ., ) r) + N2g? ‘ 2 (47)

2, to minimize the error in[{47), we just need to
minimize the first term of[(47). Thus, for obtaining the ar&;iaetywindowfopt with the least-
squared error, we formulate

Topt = argmin {e} . (48)
r
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where

e =E{|H(kM)|*} — GYE{H(kM)Hj ;1 } T — TVE {Hy o1 H* (M)} Gy
+T"E {H} 5,+.B"B*Hj 5, ., } T.

By de/0T = 0, we have

E{Hy 21 B"BHj ;1 } Top = E{H"(kM)Hy 5141} Go. (49)

Therefore, the optimal solution is

Topt = (E{Hy201 B™B*H ., }) " E{H*(kM)Hj2111} Go. (50)

For simplicity, by replacingk and m of B in (25) with m and k, according to [(19), the

(I+L+1,I'+ L+ 1)th element of5{H; 2,,1B"B*Hj 5, } in (B0) is expressed by
M-1

SN TELH(( 4 M)y H (1 + EM)3)} GU((Dx + kM)x)G* (1) + kM) y)e 73701

ke m=0

=Y E{H((I+EM)N)H (' + kM)x)} G((1)y + EM)N)G*((U)x + kM) y Z 73

kek

= MY E{H((+kM)n)H (' + kM)N)} G(Dn + kM)N)G (U)n + kM)N)S( = U+ pM)

=M G((()y + EM)N)G((I)x + kM) y)S(1 =1 + pM)

kel
Z Z PhJO (27‘(‘— n — nc)) e_j%r((l‘HfM)NTLc—(l’—l-kM)Nn’C)
nc€N nLeN
= BM Y G((D)x + kMG (1w + kM) y)3(1 = I+ pM)
kel

[e.e]

S (TrkD) Z Z n _n 28 —]N (I+kM)nne—'+EM)nnl,) (51)
s=0 nc€N nLeN

for C=[0,0 —1JU[K —a+1,K—1],,I' € [-L,L], andp = 0,+1,...,£[2L|. Meanwhile,
according to[(19), thél + L + 1)th element ofE { H*(kM)H}, 241} Go in B0) is

E{H"(kM)H (1 +kM)x)} G((1)N)

Z Z PyJo (27T— (n., — nc)> o~ R (kM) Nne—kMn;)

nceN nlLeN
S 8 k 27
:PhG((l)N)Z ((8 (W D) Z Z )25 =3 5 (kM) N =k M) (52)
s=0

neeN nLeN
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Egs. (51) and[(32) show thdi,, in (50) is related to the synthesis windo@((l)y) and
its shifts and the channel covariance. When the channele&al,idhere is one channel de-
lay, i.e.,n. = n., = 0. In this case, we hav& {H (({ + kM)nN)H*((I' + kM)x)} = P, and
E{H*(EM)H((I+ kM)y)} = PB,. Thus, the optimal analysis window in_(50) is the same as
the optimal analysis window in_(27).

By decreasing the length of the analysis windb() to 2L + 1, the complexity of the LDGT
can be reduced compared to the frequency-domain DGT. Mtepoint FFT, the number of the
complex multiplications of the convolutions betweg() andT'(!) is reduced tak (2L + 1), and
the number of multiplications based on FFT for the LDGT isu@et to(L + 1) log,(MK) in
(39). The same as the frequency-domain DGT receiver, tleedddection in[(18) after the LDGT
is also used. Thus, fat < MK, the complexity(25 + L+ 1) log,(MK)+ K(2L+1)+2JMK
of the LDGT receiver is lower than the complexity K log,(MK) + MK? + 2JMK of the
frequency-domain DGT receiver.

Table[]l compares the complexities of several GFDM receiwees broadband channel, where
I indicates the span of a receiver filter in the neighborhoodawh subcarrier band inl[1] and
Iy is the number of iterations in the SIC algorithim [5]. Accaglito [1], / =2 and = 16 are
considered for the MF/MF-SIC and ZF receivers. Considettiegchannel equalization in OFDM,
for fair complexity comparison, FDE is used as the channeb&gation in the ZF receiver in
[1], the FFT-based ZF/MF receiver in![1], the MF-SIC receiwre [5], and the ZF/MF receiver
for GFDM in [17], [18]. The FDE for the channel of lengtiK in the GFDM receivers has
MK log, (M K)+ MK complex multiplications caused by a pair of FFT and IFFT afd\Z-.
For simplicity, uncoded systems are considered hereJUs# the size of the constellatiah.
For L <« MK, the LDGT in [39) can make a fast implementation of GFDM sigeaovery. As
shown in Fig[4, for small/ < 4, the ZF/MF receiver for GFDM in[[17],[[18] has the lowest
complexity, while the LDGT receiver has the complexity eds the ZF/MF receiver in_[17],
[18] and the FFT-based MF receiver in [1] and better than tRé-lfased ZF receiver in[1].
On the contrary, whed/ > 4, the LDGT receiver has the lowest complexity among the GFDM
receivers.

After we study the above LDGT for the receiver of GFDM, it iga&t that when the analysis
window length 2+1 is increased, the receiver performance can be increabdd,its complexity
is increased as well. A simple way to trade-off the perforogaand the complexity of the LDGT

receiver in choosing an analysis window length is as follokisst, we observe the whole band

July 1, 2021 DRAFT



21

=
)

]

=
(=]

i
>

105

Number of complex multiplications

——OFDM receiver
ZF receiver in [1]
MF-SIC receiver in [5]

~/-FFT-based ZF receiver in [1]
—+FFT-based MF receiver in [[1]

- - ZF/MF receiver in [17], [18]
—}FD-DGT receiver
-O-LDGT receiver

2 4 6 8

1 1
10 12 14 16 18 20

Number of GFDM subsymbold7

(@)

.
)

[y
Q
T

-
<

10°

Number of complex multiplications

—OFDM receiver

—¥-ZF receiver in [1]
-/\-MF-SIC receiver in [5]
~/-FFT-based ZF receiver in [
-[+FFT-based MF receiver in ||
- - ZFIMF receiver in [17], [18]
——FD-DGT receiver
-O-LDGT receiver

200 300

400

500 600 700 800

900

1000

Number of GFDM subcarrier&

(b)

Fig. 4. Computational complexity comparison of differerE@M receiver techniques in a broadband channel whes 12,
J=4,andIlo = 8. (@) M € [1,21] and K = 256; (b) K € {32, 64,128,256, 512,1024} and M = 7.
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TABLE |

COMPUTATIONAL COMPLEXITIES OF DIFFERENTGFDM RECEIVERTECHNIQUES INA BROADBAND CHANNEL

Technique Number of complex multiplications
OFDM receiver MK Jog, K + MK + JMK
ZF receiver in[[1] (MK)* + MK logy(MK) + MK + JMK
MF-SIC receiver in[[5] MK (2logy(MK) 4+ 1logy M + 1+ 1+ Io(logy M + 1+ J))
FFT-based MF/ZF receiver inl[1] MK ($logy(MK) + 3log, M +1+1+J)
ZF/MF receiver in[[17],[[18] ME (M +3log, K) + MK + JMK
Frequency-domain DGT (FD-DGT) receiver MKlog, (MK)+ MK? 4+ 2JMK
LDGT receiver (ME +L+1)log, (MK)+ K(2L+1)+2JMK

analysis window (/) obtained from the Wexler-Raz identity (14) to see where dtscentration
is as shown in Fid.15. Clearly, if one wants to truncate thigcfion, one may want to see where
its main energy is, for example, use its main lobe or so, witgh determine the truncated
window length 2+1. This, then, can be used as the length in the LDGT as thé #medysis
window length. As we have proved before, using the optimeall@nalysis window function is
always better than or at least equal to the truncated windowtion, the performance of the

LDGT with the obtained optimal local analysis window furctiwill be good.

AAA/U\/\M

kM-437 kM-3BT kM-t kM+r  kM+3BT kM+43T

Fig. 5. The diagram of'; (1) of RC with 8 = 0.6.
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V. SIMULATION RESULTS

In the following simulations, the parameters are listed abl€[1l. The 9-path EVA channel
model in 3GPP LTE is used, whose channel delay and channedrpane [0, 30, 150, 310, 370,
710, 1090, 1730, 2510] ns and [0, -1.5, -1.4, -3.6, -0.6,,-9.D, -12.0, -16.9] dB, respectively.

TABLE Il
SIMULATION PARAMETERS

Parameters Values
Constellation modulation QPSK and 16QAM
Transmitter filter RC
Roll-off factor (3) 0.1 and 0.9
Number of subcarriersk() 256
Number of subsymbols) 7
Subcarrier interval 15 KHz
Sampling interval 37.2 ns
Carrier frequency 2 GHz
Channel code convolutional code
Code rate 0.5
Maximum Doppler shift (p) 100 Hz
Length of CP in GFDM 80
Length of CP in OFDM 80
Channel environment multipath Rayleigh fading channel

In Fig. [G, the BER performances of the frequency-domain DGE, truncated frequency-
domain DGT and the LDGT with varying lengths of the analysiadew and varying roll-off
factors are depicted in Rayleigh fading channel. It is shtvatthe LDGT can obtain better BER
performance than the truncated frequency-domain DGT, agdor 3 = 0.9 andL=9 in QPSK
andp = 0.9 andL=20 in 16QAM. Compared to the frequency-domain DGT, the LDIG&E the
system performance degradation for the inaccuFatevhich is the analysis window in the local
subband, obtained by the least squares criterion_ih (26)\wkh the increased., the LDGT can
obtain better BER performance than the frequency-domaiif BB the improved accuracy of
I' and the removal of the part of the channel noise due to the progerty ofI'. For example,
when g = 0.9 andL=9 in QPSK and5 = 0.9, L=20 in 16QAM, the LDGT can obtain better
BER performance than the frequency-domain DGT, while thedated frequency-domain DGT
cannot do. Meanwhile, the complexity of the LDGT [in{(39), H#aame as the truncated frequency-
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domain DGT in[(4DR), is significantly reduced compared to ttegjfiency-domain DGT ir_(15),
such as whem = 0.9, L=20 in 16QAM, the complexity reduction ratio is 85.5%. Fenimore,
with a small roll-off factor, both the LDGT and the truncateelquency-domain DGT can obtain
the same BER performance as the frequency domain DGT in tiséevitand, such as = 0.1.

It is concluded that compared to to the frequency-domain &the whole band, the LDGT
with a small length of the analysis window has significant ptexity reduction while it can
achieve a similar or better error performance.

Figs.[7 and B compare the BER performances among the ZF eedrild], the FFT-based MF
receiver in [1], the MF-SIC receiver in|[5], the ZF receivar[lL8], and the LDGT receiver in a
narrowband channel and a broadband channel, respecimvetye QPSK is adopted. Compared
to the other GFDM receivers, the LDGT receiver shows the jsmg BER performance. The
BER performance in the LDGT receiver can be significantlyioved by a largd. or a small
roll-off factor 5. For example, let the parametérincrease froml = 3 to L =9 when = 0.9
in the broadband channel and the performances are showrgifBFin this case, the LDGT
receiver can obtain the better BER performance than the Z&wer in [1], the ZF receiver in
[18], and the MF-SIC receiver witli,=1. This is because our proposed LDGT receiver does
not use a direct channel equalization or the symbol-by-gjmdbtection in[(IB) to calculate the
soft information of the channel decoder. However, befoeedhlculation of the soft information,
the other GFDM receivers in|[1], [5][ [18] still employ chalrequalization before decoding.
Without consideration of the complexity of the soft infoiea calculation and the channel
decoding, according to Tablé I, in the coded GFDM system with 0.9, compared to the ZF
receiver in[1], the MF-SIC receiver inl[5], the ZF receivei{18] and the FFT-based MF receiver
in [1], the complexity reduction ratios in LDGT receiver wil. = 9 are 99.6%, 66.5%, 50.4%,
and 60.3%, respectively. Thus, the LDGT receiver has thesbwomplexity while maintaining

considerable BER performance in the broadband channel.

V. CONCLUSION

In this paper, the transmitted GFDM signal was first congdeas the IDGT in time domain
and frequency domain, respectively. Then, for redcing thpexity caused by the channel
equalization, we proposed the frequency-domain DGT fordiceived GFDM signal to simplify
the GFDM signal recovery similar to OFDM. By analyzing thdenierence caused by the

frequency-domain DGT, the channel with high coherence arsmall roll-off factor of the
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Fig. 6. BERs of the GFDM signal processed by the frequencyaio DGT, the truncated frequency-domain DGT, and the
LDGT with different lengths of the analysis windows and ei#nt roll-off factors of the synthesis windows in Raylefgding
channels. (a) QPSK; (b) 16QAM.
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Fig. 7. BER performance comparison among several deteatietmods for the GFDM signal in a narrowband channel with

channel delay 37.2 ps and channel power 0 dB, where QPSK [seadio
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Fig. 8. BER performance comparison among several detent&thods for the GFDM signal in 9-path Rayleigh fading chdnne
where QPSK is adopted.
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synthesis widow can lead to small interference to the reckesignal. Based on the localized

synthesis window in the frequency domain, the LDGT was psegdn the local band to further

reduce the complexity of the frequency-domain DGT in the Hi@nd. Although the truncation

of the frequency-domain DGT can achieve the same complasithe LDGT, we proved that the

data demodulated by the LDGT with the optimal analysis wimdas the least-squared error

in the ideal channel and the broadband channel comparedettrihcated frequency-domain

DGT. Simulation results showed that as the length of thenugdtianalysis window increases,

the LDGT can obtain BER performance as good as the frequéomain DGT, while having

notable complexity reduction compared to other GFDM resrsv
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