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Abstract

In this paper, we investigate energy-efficient clusterimgl anedium access control (MAC) for
cellular-based M2M networks to minimize device energy comgtion and prolong network battery
lifetime. First, we present an accurate energy consumpptiodel that considers both static and dynamic
energy consumptions, and utilize this model to derive thevokk lifetime. Second, we find the cluster
size to maximize the network lifetime and develop an eneffigient cluster-head selection scheme.
Furthermore, we find feasible regions where clustering igefieial in enhancing network lifetime. We
further investigate communications protocols for bothrantand inter-cluster communications. While
inter-cluster communications use conventional cellulzzeas schemes, we develop an energy-efficient
and load-adaptive multiple access scheme, callpthase CSMA/CA, which provides a tunable tradeoff
between energy efficiency, delay, and spectral efficiencthefnetwork. The simulation results show
that the proposed clustering, cluster-head selectioncamimunications protocol design outperform the
others in energy saving and significantly prolong the lifets of both individual nodes and the whole
M2M network.
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I. INTRODUCTION

Internet of Things (IoT) enables smart devices to partieipaore actively in everyday life,
business, industry, and health care. Among large-scalécappns, cheap and widely spread
machine-to-machine (M2M) communications supported byulzl networks will be one of
the most important enablers for the success of 10T [1]. M2Mhcwnications, also known as
machine-type communications (MTC), means the commuimicatof machine devices without
human intervention [2]. The characteristics of MTC are: bipacket payload, periodic or event-
driven traffic, extremely high node density, limited powapply, limited computational capacity,
and limited radio front-ends. Also, smart devices are ugumdttery-driven and long battery life
is crucial for them, especially for devices in remote aremsthere would be a huge amount
of maintenance effort if their battery lives are short. Bhgm the 5G envision from Nokia
[3], the bit-per-joule energy efficiency for cellular-bdsmachine-type communications must be

improved by a factor of ten in order to provide 10 years of drgtlifetimes.

A. Literature study

The lifetime issue in M2M networks is similar to that in wiesk sensor networks (WSNSs). In
the following, we briefly introduce state-of-the-art madiaccess control (MAC) and clustering
design for both wireless sensor networks and cellular nedsvo

1) MAC and clustering design in WSN¥Vireless sensor networks play an important role
in many industrial, monitoring, health-care, and militagplications. The evolution of MAC
protocols for WSNs is investigated in [4]. The evolution dfistering algorithms for WSNs
is investigated in [5], which classifies the available atustg algorithms depending on cluster
formation criteria and parameters used for cluster-heat) &lection. Along with the proposed
MAC and clustering protocols in literature, some standatibn efforts have been done like
IEEE 802.15.4 and WirelessHART. MAC design for wirelesssegs over cellular networks is
investigated in recent years. In [6], sensor nodes form @ networks and communicate with
data-gathering node(s) through gateways and base st§dB&%3. In [7], a model for WSN and
LTE-advanced network convergence is proposed. The litexagtudy shows that while energy
efficiency has been a key factor in WSN design, an overly sfraglenergy consumption model
has been used in these WSN research works which usually asdixad energy consumption

in each operating modes. This assumption no longer workellolar networks as transmission



energy may vary significantly to compensate path loss andnsparable or even much larger
than circuit energy consumption. Furthermore, direct igpgbn of WSN MAC designs in
cellular-based M2M networks is either inefficient or impbgs because: (i) cellular-based M2M
networks have unique characteristics, e.g. massive carguaiccess requests and diverse quality
of service (QoS) requirements for machine nodes, which aite gifferent from WSNs; and (ii)
the existence of BSs in cellular networks enables netwoskstsice to improve device energy
efficiency which is rarely considered in WSN literature. mhthe existing MAC and clustering
protocols for WSNs fail to enable M2M communications in gkl networks [8].

2) MAC design in cellular-based M2M network®andom access channel (RACH) of the
LTE-Advanced is the typical way for machine nodes to accesdtise station [9]. The capacity
limits of RACH for serving M2M communications and a surveyiofproved alternatives are
studied in [10]. Among the alternatives, access class fmrfACB) is a promising approach
which has attracted lots of attentions in literature [11].[8], it is proposed to divide each
communications frame into two periods: one for contentind the other for data transmission.
The proposed schemes in [8] and [11] save energy by pregeatiltisions in data transmission.
However, they require machine nodes to be active for a lang to gain channel access, which
is not energy efficient. A time-controlled access framewsaksfying the delay requirements of
a massive M2M network is proposed in [12], where the authorpgse to divide machine nodes
into classes based on QoS requirements and fixed accesglstare provided for each class.
Power-efficient MAC protocols for machine devices with abllity constraints are considered
in [13]. The energy-efficient scheduling of machine deviced.TE networks together with
cellular users is investigated in [14]. While the energfyeefnt solutions in [13]-[14] are useful
for direct communications between machine devices and tBg d@dabling large-scale M2M
communications over cellular networks requires an eneffigient MAC protocol which tackles
also the massive concurrent access issues. The energgreffitassive concurrent access control
to the shared wireless medium is still an open problem forsimadVi2M communications and
is investigated in this work.

3) Clustering design in cellular-based M2M networkSeasibility of clustering for machine-
type devices in cellular networks has been investigated &) {o address the massive access-
request problem. In [16], given the initial set of CHs, eachchine node is connected to its

nearest cluster and in each cluster, the node with the loggmamunication cost is selected as



the CH. In [17], the outage-optimized density of data cablexin a capillary network, where the
machine devices and data collectors are randomly deplojtedhwa cell, is derived. An emerging
communication paradigm in cellular networks is direct @evio-Device (D2D) communications
[18]. D2D communications motivates the idea to aggregateratay M2M traffic through D2D
links [19]. Without an installed gateway, each machine nooleld act as a CH [20]. The study
of clustered M2M communications with battery-limited nedes the CHs is absent in literature
and is the focus of this paper. Also, the existence of BSs linlae networks enables network
assistance to further improve clustering performanceg¢kwhias not been considered in literature

and we will take this into account as well.

B. Open problems and Contributions

As discussed above, there are promising MAC and clusteriogpgols in WSN literature
and standardizations. However, considering the partiaiaracteristics of cellular-based M2M
communications, direct applications of these protocolseitular-based M2M networks is either
impossible or inefficient. Moreover, the energy consumptimoodel in these works is overly
simplified. Addressing the numerous concurrent machinesscavithin the current cellular
network infrastructure in an energy-efficient way is stif apen problem and is the focus
of this paper. The main contributions of this paper include:

« Present a lifetime-aware MAC design framework. Use an ateuenergy consumption

model by taking both transmission and circuit energy corions into account.

« Explore the impact of clustering on network lifetime and fihe cluster size to maximize

network lifetime. Present a distributed cluster-head)g$edection scheme.

« Explore the feasibility of clustering in different region$ the cell.

« Propose a load-adaptive multiple access scheme, calfgthse CSMA/CA, which provides

a tunable tradeoff between energy efficiency and delay bypsihgn properly.

The remainder of this article is organized as follows: In tiext section, the system model
is introduced. In section lll, the clustering design is prged. The communications protocol
design is presented in section IV. In section V, we preseatsiimulation results. Concluding

remarks are presented in section VI.



II. SYSTEM MODEL

Consider a single cell with one base station at the centenandssive number of static nodes
which are randomly distributed according to a spatial Rwigsoint process of intensity. The
average number of machine nodes in the celNis= onR?, where R, is the radius of the
cell. The machine nodes are battery driven and long batifaynhes are crucial for them. The
remaining energy of théth device at timet, is denoted byF;(t,), the average time between
two data transmissions L¥;, and the average packet size by. The power consumption of
node: in the sleeping and transmitting modes can be writteiPaand P,, + P. respectively,
where P, is the circuit power consumed by electronic circuits in tr$mission mode an#,,
is the transmit power for reliable data transmission. Agsiitated in Fig. 1, a typical machine
node may have different energy consumption levels in diffeactivity modes: data gathering,
synchronization, transmission, and sleeping. The exgddetime for node: at timet, is the
average length of one duty cycle times the ratio between éh®ining energy at timé&, and
the average energy consumption per duty cycle:
Ei(to)Ti

LZ(tO) = ) : )
E8+Ps(ﬂ_%_Ta)+%(Pc+§Ptl)

(1)

whereR; is the average expected transmission rate for ripglés the inverse of power amplifier
efficiency, andFE; is the average energy consumption in each duty cycle for dgathering,
synchronization, resource reservation, and ‘€tds the active mode duration for data processing
other than transmission as represented in Fig. 1.4&R,) = P, + %’_(ES + P(T; - T,)) and

P, = P,— P,, whereP, (R;) is strictly convex inR; if P, (R;) is strictly convex. Now, one can

rewrite (1) as

_ Ei(to)Ti Ry Ei(to)Th
Lz(tO) - Dz pti i pc - Dz Uz(Rl)v (2)

where the energy efficiency;(R;) is a strictly quasiconcave function @t; and one can find

the optimal R; to maximizeU;(R;) [21]. Then, the lifetime is proportional t&;( R;) and the
lifetime maximization is equivalent to maximizing energfi@ency. For a given system model
where E;, T;,T,, D;, P., P;, and P,, are known, the control parameter is the average data rate
in the uplink transmissiok;. The choice of multiple access scheme, level of contentinors

nodes for channel access, and the amount of available Esotor uplink transmission are the



Fig. 1: Power consumption profile for nodeDifferent modes consume different power levels.

main parameters that determine the average expected tataf i user, and hence, its expected
battery lifetime. One must note that given the set of alledatsources to a node, the link-level
energy efficiency can be maximized using the techniques i, @hich are not the focus of
this paper. In the following, we focus on network-level @yeefficiency. To this end, we will
answer the following questions:

« How should clusters be formed?

« Which communications protocols should be used for inttester communications, i.e. the
communications inside the clusters, and inter-clusterrnamications, i.e. the communica-
tions between the CHs and the BS?

Network lifetime can be defined as a function of individu&times of all machine nodes.

Here, we use thérst energy drain(FED) network lifetime which is defined as the time at which
the first node drains out of energy, and is applicable whersingseven one node deteriorates

the performance or coverage of the network. The FED netwtettime is written as
Lnet - min Li7

where L; is the lifetime of theith device. A network that is designed to maximize the FED
network lifetime will also minimize the maintenance eff@as the interval between battery

replacements in the network is also maximized if a battergiways replaced once it is dead.

[1l. HOw SHOULD CLUSTERS BE FORMER

With clustering, the number of concurrent channel accagsasts can be reduced and the life-

time of cluster members (CMs) can be extended because ofddiggons and less transmission



power. However, the lifetime of a cluster head will decredse to the energy consumption in
listening to the channel and relaying packets from its CMth®oBS. Therefore, it is necessary
to develop a clustering scheme to improve the overall ndtWiatime by considering the energy
consumptions in both CM and CH nodes.

The clustering problem consists of finding the number of teltss and the CH in each
cluster. Solving the joint problem is extremely complichté not impossible. Then, we follow
a decoupled approach, define two subproblems, and solvaibipeablems sequentially. To this
end, in the next subsection we find the number of clusterssti@ild exist in a cell. In subsection

l1I-B we study the problem of finding the CH and the durationbeing in the CH mode.

A. Cluster size

Let p denote the probability of being a cluster head for each @evfeere will be on average
N;p cluster heads in the cell. Here, we try to find the probabiityoeing a CHp, and hence,
the corresponding average cluster-size 1/p, which maximizes the FED network lifetime. To
keep the analysis tractable and obtain closed-form exipressve consider a homogeneous M2M
network in which machine nodes have similar packet lengtiaspsacket generation frequencies.
Also, we consider the cluster-forming problem at the refeestime whereE;(t,) = Ey, Vj.
Then, to achieve the highest FED lifetime in each clusteghime nodes must change their turns
in order to avoid that a single node has its energy draine@abh duty cycle of the cluster, a
node may be in the CH mode with probabilityand in the CM mode with probability — <.
Then, the expected lifetime of each node in a cluster whi¢dbdated at distancé, from the BS
can be expressed as the length of the cluster duty cycle tingegtio between the remaining
energy and the average energy consumption in each duty, @sl®llows:

Ey

Lc(dha Z) = Tca (3)

where the energy consumptions of each node in the CM and CHesnaict written as:

(z—1)D - P, +&P!

- P.+¢pm
a1 7 P+1+Xz—-1)]D 7
m h

gm:Es+D R ) 5h:Eg+ ) (4)

respectively. In this expression, is the packet-length compression coefficient at the CH and

captures the packet compression effect at the CH which megdéeand re-encode the packets



of its members for more efficient data transmissibris the average packet siZE, is the cluster
duty cycle, P, is the listening power consumptioﬁ#ﬂ models the energy consumption in
receiving packets from the CMs, and! is the average static energy consumption in the CH
mode which is usually greater than due to the processing and compressing operations on the
received packets from the CMs. Assume the expected datduatéon is Fix(w, P, Q(z),u),
wherew is the available bandwidth? the transmit power{)(x) the path loss as a function of
distancer, u the number of nodes which share the medium, anthe multiple access scheme.
For example, if frequency division multiple access (FDMAldaime division multiple access

(TDMA) schemes are used, we have [22]:

w P
Frpya(w, P,Q(z),u) = " log(1 + W)a (5)
and Fppaa(w, P,Ox) ) = Zlog(l 4+ ——— ) (6)
TDMA\W, I T),u) = U 0og N()FQ(ZU)U] )

respectively, whereV, is the noise power spectral density, and the additional fess I" is
introduced to account for other losses associated with pleeific scenario and the signal to
noise ratio (SNR) gap between channel capacity and a pahcticing and modulation scheme.
Obviously, (5) and (6) are strictly convex and decreasing)im) and u, and strictly concave
and increasing inP and w. In the following, we assumé’y(w, P, Q(x),u) is strictly convex
and decreasing if2(x) andu, and strictly concave and increasing fhand w. The expected
data rates of the CHs and CMs are found as:

Ny

Rh = F’H(U}h, Pth7 Qh(dh)7 7)7 Rm - F./Vl<wm7 Ptm7 Qm<dm)7 Z)?

where’H and M are the medium access schemes from the CH to the BS and fro@Mhe
the CH respectivelyw,, andw,; are the bandwidths for intra- and inter-cluster commuinocest
respectively, and: and % are the number of nodes which share the intra- and intetezlus
communications’ resources respectively. The inter- anichioluster communications path loss
functions are modeled &%, (d;,) = 5,(dy)™ and€,,(d,,) = Bm(d.n)"™ wWhered,, is the average
distance between CMs and the respective GHsthe average distance between CHs and the
BS, 5, and j,, are constants, ang, and~,, are path loss exponents.

Recall that machine nodes are randomly distributed aaegri a spatial Poisson point process

of intensityo in the cell. As each node independently decides to be a clbhstel with probability



p, one can assume that CHs and CMs are distributed as indegdrmataogeneous spatial Poisson
processesd’, and P, with intensity parametes; = po andoy, = (1 — p)o [23]. Each non-CH
device joins the cluster of its closest CH, then a Voronageéation is formed in the cell [23] and
the cell area is divided into zones called Voronoi cells veheaich Voronoi cell has a nucleus, i.e.
a P, process which shows the CH. The average number of CMs in dasteg )/, represents
the average number @f, process points in each Voronoi cell and the total length lsegments

which connect theP, process points to the nucleus in a Voronoi cell is denoted/based

on the derivations in [24], thé/ and J are derived asi/ = -2, andJ = —2, respectively.

2p2.\/c

Now, the average distance between a cluster member andsgeateve cluster head is derived

as
s~ z

dm:J/le/(Z/ap):”E. (7)

Now, one can rewrite the lifetime expression in (3) foe 1 as follows:
EyT.,
Lc(dh7 Z) = h —1\D : m D h (8)
4 Ei=Bs (-DD(P+PeteP") D(Pe+¢P)
T2 2 FPMm(wn PP/ E)2)  Frlwn,PRQu(dn), 5E)

Then, the cluster-size that maximizes (8) is found as:

.1 :

2" = — =argmax min L(dp, 2), 9)

z dp,

which maximizes the minimum cluster lifetime in the netwofls the minimum cluster-lifetime

happens in the cell edge, i.é, = R., the optimization problem in (9) reduces to:

1
2= — =argmax L.(R,, z2). (20)
p* z

For example, whe’ = ) = FDMA, (8) reduces to:

EqT.
Le(dy, z) = - - L — (11)
E + Ei—FEs D(z—l)(Pc-i-fPt +P) + NtD(Pc-i-fPt)
s z Wi log(l—i—Alz(l*l%)) 2wy, log(1+Az/2)
m ’Y"L . . . - -
in which A, = % and A, = %ﬁ%. One sees maximizingd.(dy,, z) in (11) is

equivalent to minimizing its denominator. Also by taking tfecond derivative of the denominator
of L. in (11) with respect taz, one can see that it is a strictly convex function over 0

and2 < ~,, < 4, which are typical for intra-cluster communications. Thesing the convex



optimization tools, the proposed cluster size in (10) carico@d. Thez* in (10) is the desired

cluster size at the reference time when all CMs inside a etustve the same remaining energy
levels, i.e.E, in (8). In subsection IlI-B, we will present a CH reselectgcheme that balances
the energy consumptions of all CMs so that their remainingrggnlevels are as close to each
other as possible. Then, we can use (8) to estimate the deduster size at any time instant

by replacingE, with the respective remaining energy level.

B. Cluster-head (re)selection for FED maximization

After deriving the probability of being a CH, the BS broadsags to all machine nodes in
the cell. Then,N;p* of them broadcast themselves as the initial CHs and the renganodes
are connected to the nearest CH. In order to maximize the Fbnle in each cluster, the
existing CH in each cluster can gather position informat@oma communication characteristics
of its respective CMs and finds a new CH for its respectivetetud his information can be sent
in regular intervals or on demand along with the ordinarnyadetm the CMs to their respective
CHs. Equivalently, the existing set of CHs can send the gathmformation to the BS and let
the BS to derive the new set of CHs.

Define the set of machine nodes which are grouped in a givesteclasy, and the duty cycle
of the cluster ag.. Recall the lifetime expression for thith machine node at timg from (1).
Our aim here is to select a CH at timgto maximize the minimum individual lifetime of the
clustered nodes. Define the index of the selected Ckf(@g). The selected node must satisfy

the following condition:

Lyer(using i*) > Ly.,(using anyj € ¥) — min (to) > min (to) , (12)
S\ gm-* i,jeEV i.j

whereg; . is the expected energy consumption of nede each duty cycle of operation, defined

as follows:
. E,+ Dy(P. + £P™)/RiF if i #k,
A EQ+;§£PZ+[1+/\¢]DP%{¢ if i =k,

h

k is the respective CH of nodg ¢ = |¥| — 1 is the number of CMs inl, R:* the average

data rate between nodeand nodek, R;’ the average data rate between noded the BS, and



RY* the average intra-cluster communications data rate. Tteerdée functions are found as:

Ny

REF =Fpg(wm, P, Qo (dig), 2), RE® = Fy(wp, PP, Qn(dip), —

),

Rz{k :FM (wm, Ptm, Qm(dv,k>7 Z).

In these expressiong, ;, is the distance between nodand nodek, d,, is the distance between
node: and the BS, andl,; is the average distance from an arbitrary point in the ciusie
nodek. Based on the cluster shape, one can use the average distantte in [25] to find the
appropriate estimate of, .. For example, if the cluster shape can be approximated bycke ci
with radius R, the average distance to nodlewhich is located at distance from the cluster
center is given by

2 r? r

do~2pe T
w=3ht o 3w

(13)

Now, we need to estimat®& for a given density of nodes and cluster size. Deflg, as a
random variable to represent the length of the segment froamdomly selected point inside a
circle to the center of the circle, where the circle is loda# (0, 0), and has a radius aR,;,...
The expected value aoR,., is derived as:

_ 1 2
Ruy= | [ Va7 F sty = SR (14
zJy

circe

where(z, y) shows the position of the selected point with regard to thgirmrRecall from (7),
where we have derived the average distance between a CMsamitigl CH, which is located
at the cluster center ag,, = \/%, in which z and o show the cluster size and density of
nodes, respectively. Then, if one estimates the shape aftremted clusters inside a cell with

circle, the average radius of the constructed clusters eastimated by combining (7) and (14),

3 3 |z
= —dm = -4/ —- 1
i 2 2\ 4o (15)

The derivedR in (15) can be employed subsequently in (13) in order to deaivapproximation

as follows:

of d, ;. In light of the above derivations, one can find the index &f desired CH as:

E;(to)T.

5t

). (16)

*) = :
i*(to) argrlrlez}llx(grélg



From (12) and (16), one sees that the choice of the CH is depéngon: (i) the remaining
energy of devices, and hence, it is time-dependent; (ii)dist&ance between machine devices;
(i) the distance between each device and the BS; and (evptterage length of the queued data
at each device. If adjacent triggers for CH reselection acectosely placed, then it may result
in energy wasting as no change in the CH selection is needetlitiple consecutive periods.
If adjacent triggers are too far apart, then negative impadhe network lifetime is possible as
a previously selected CH might be non-optimal in some psriod

Proposition 1: The expected CH duration for Ck (o) is KT., where K is the smallest
non-negative integer that satisfies the following conditior any j € :

En(ir)(to) = Kmiinyir_ Ein) (to) = Ky,
Em(i®),ix Em).d

, (17)
andm(i) is the index of node with the shortest expected lifetime whenthe CH, as follows:

N . Ej(tO)Tc
m(z)—argrjyélqrjl £

(18)
Proof: As i* is the selected CH at,, it satisfies the necessary condition in (12) which can

be rewritten as follows:

El(t())Tc N Em(z*)(tO) S Em(])(to)

E;(ty)1.
min (to) > min >
Em).i

iew i,i* - i,jEV 52,] Em(z*),z*

(19)

(19) shows that Proposition 1 is true féf = 0. If ¢* is the respective CH of nodein time
interval [to, to + k1], the expected remaining energy of nadet timet, + xT1. iS E;(to) — k& i
Then,* is the desired CH at, + (K — 1)7,. since

Emiry(to) = 6Em@ir) i Emg)(to) = KEmiy),ir

> , Vi eV, Vke{0,--- , K —1}. (20)
Em).i

Em(iv),i*
At time KT, there exists g € ¥ such that:

By (to) — K& pin) i _ B (to) = K&gj)ie
Em(i )i Em).d

Then, nodej will be the desired CH beyont} + K'T,, and hence, we have Proposition 1m
In practice, frequent CH reselections may introduce higimaling overhead. Less frequent CH
reselections can be used instead with some performancesldsg). 2a presents the cumulative

distribution function (CDF) of individual lifetimes of a gup of 10 clustered machine nodes for



different CH reselection periods. One sees that by applthegproposed CH selection scheme
in (16) fast enoughso that the CH will be reselected whenever the result of ($&hianged,
the minimum individual lifetime is maximized and all nodegdlwlie almost at the same time.
Then, their batteries can be replaced at the same time, tmisiizing the human interventions
and the efforts of maintaining the network.

Definition 1: A feasible selection of the CH isiax-min fair if an increase in the individual
lifetime of any node must be at the cost of a decrease of soreadyl smaller lifetime [26,
chapter 4].

Proposition 2: By applying the proposed CH selection scheme in (16) fastgmothe max
min fairness of the lifetimes of all CMs can be maintained.

Proof: From (16), one sees that the selection of €Hachieves the max-min individual
lifetime. Denote node with the shortest expected lifetimeew:* is the CH as the bottleneck
node, where its index can be found from (18)ra&*). Then, if we select any node other than
1* as the CH to increase the lifetime of a given node, the exgdifetime of of the bottleneck
decreases, and hence, the selected CH in (16) satisfies tkenimafairness requirement in
Definition 1 for a limited CH duration as discussed in Proposil. Then, if we reselect the
CH fast enough, i.e. whenever the result of (16) changesmidpe min fairness of the lifetimes
of all CMs can always be maintained. [ ]

By maintaining the max min fairness of the CMs’ lifetimes, ahane nodes will either have
the same lifetime or die earlier because of limited energyasfe at the beginning. The latter case
happens when a machine node has a very low initial remainieggg level and it dies earlier
than the others even if never serves as thé.@iantitative analysis for the former case, where
all CMs have the same initial remaining energy levels, isenéed in Fig. 2b. One sees that
by successive CH reselections the minimum expected ligeignincreased and the maximum
expected lifetime is decreased, and hence, the differefiehws depicted by a red-colored

curve converges to zero.

C. Cluster Reformation

Here, we investigate the impact of reforming clusters onrté®vork lifetime. As mentioned

in the previous subsection, the initial CHs are located at d¢luster centers. By reselecting

The interested reader may refer to section 4.2.4 in [26] foreninformation.



(&) CDF of individual lifetime of machine nodes fo(b) Maximum and minimum of individual lifetimes versus
different CH reselection periods. iteration index. Reselection peried 10007

Fig. 2: Performance evaluation of the proposed CH seledireme for 10 clustered nodes.
Cluster radius = 50 m, distance from cluster center to the Bs®=-m, D; = 1 KByte Vi € U,
£=2,Ph=02W, P"=0.05W, P.=.02 W, I'=13 dB, w;, = 0.4w,,=360 KHz.

the CHs, a newly selected CH can be located at the clusterehoathid hence, the average
communications distance to this CH will be higher than thsecen which CH is located at
the cluster center. In this case, reforming the clusters mgyove the energy efficiency of
intra-cluster communications if the energy cost for refmgnthe clusters is low. When a CH
is located at the cluster center, the average communicatimtance to the CH is derived from
(7) @Sdeens = \/z/40. However, if a node which is located at distanctom the cluster center
is selected as the CH, the average communications distantte tCH is derived from (13) as
d, ~ 0.5/ + 2r%z/3 — 0.25r'z%, andz = /0 /2. One sees that in the latter case, the average
communications distance has been increased approximaely?z/3, and hence, the average
energy consumption increases accordingly. Denote thedearl distance between a CH and its
respective cluster center by the CH duration byl ., the average duty cycle of the connected
devices by7,, and the average energy cost per device for reforming treesibyE, . ;. Then,

reforming the clusters will save energy if:

Ty . .
Eref < Tw“ [gglref. o S;Lnot ref.].
Cc



In this expressiong! e and £ "ot et gre derived from (4) as:

Pc + gptm
FM(wm7 Ptm7 Qm(dcemf)7 2)7

P.+¢P™
FM (wmv Ptmv QM(dT)v Z) 7

g7h;ref. _ Es + D g7h;not ref. _ Es + D

respectively. Then, in the case that CH re-selection isop@dd in long intervals, i.€T},, is
large in comparison witlY,, and the selected CH is far from the cluster center, joint €H r
selection and reforming the clusters can further prolorggrtatwork lifetime. In section V, we

evaluate the impact of,., on the feasibility of cluster reforming.

D. Where should clustering be used?

In section IlI-A we have investigated the cluster-size peabfor machine nodes uniformly
distributed in a cell. In practice, the density of nodes magyvrom one place to another. Then,
in order to deploy an M2M solution in a specified region, ergad metering in a building, it
is crucial to investigate the impact of clustering on theamek lifetime.

Consider the system model in Fig. 3a where the region of esteis shown in gray andv

machine devices are planned to be deployed in this regioa.r@tius of this region and the
average distance from this region to the BS are denoteddoy 12 respectively. Clustering should
be used in this region when the FED network lifetime can berawgd. Using derivations in

section 1lI-A, the expected FED lifetime of an M2M networktliand without clustering is

found as:
FyT. FyT.
chlcO—Nc_lca d — Odcv (21)
Ngh—i_ N 5.m gh
where
h s Fy (o, P, Qu(R), 1) Frg(Wan, P, Qo (7), N — 1)
D(P.+¢pp D(P. + £ P
E =E;+ (Pe +E1") E;f:Ed+ (Fe+EF)

F‘/\/l<wm7PtnhbaQﬂ”b(f)v—]\/v_1)7 ° FH(wm_'_wh?Ptthh<R)vN).

In these expressiongy is the average energy consumption in the direct access t8%hand

is assumed to be the same for all nodes in the region of intef&¥sand P! are the static
energy consumption and the transmit power in direct accestem,, andw, are the allocated
bandwidths to the CMs and CH respectively, &jdnd&;, are the average energy consumptions

in CH and CM modes respectively. Then, to check the feasiloh clustering one need to check



if Ly < L. is satisfied. Let us derive a tractable necessary condiiotiné feasibility of clustering
in a special case, wher® = P., X =) = FDMA, and the transmit powers are set to achieve

the predefined average SNRsands, at the CH and BS respectively. Clustering is used when:

Lc > Ld,
. PIN2D¢ MDEP! (N —1)2Dep™
—& - PQD+ ——">)> L L
0 @ wy log(1 4+ sp) wyplog(l+s5)  wp, log(l 4+ sp)
P.QD — &

= SpQ(R)(N — M) > 5,(N — 1)Q,,(7) + , (22)

TNy D¢
wherer is the average distance between two random points in a aiitte radiusr, and is

found asi® [27]. Also,

M 2N —1)? N?
& =NEY— E" — (N —1)E,; = + - :
0 S s ( ) @ wp, lOg(l + Sb) W 10g<1 + Sh) Wt log(l + Sb)
Sy
M =1+ AN —1):w, = mi Sp = ————, b, m}.
+ ( )7wt wh_'_w S 10g(1+8x) VS { m}

Solving the inequality in (22) fol/ # N, we have:

PCQD - 80
5D NgDE(N — M)

Sn(V — 1) Qo (7) +

Qn(R) > SN =)

(23)

The inequality derived in (23) represents the general ¢mmdivhich must be satisfied in any
region where clustering is feasible.

From (23), one can conclude that the increase in the clugtey crcuit power consumption,
and required SNR at the CH may result in the infeasibility fstered communications. For
any setup that.. < Lg4, clustering can not prolong the network lifetime. One magrdase
the number of clustered nodes by making multiple clustereriofer to make the clustered
communications feasible. In a multi-cell scenario, outell interference is also a limiting
factor which may affect the feasibility of clustering in ketige regions where adjacent clusters
reuse the same set of time/frequency resources. In this oesshine nodes that observe high
interference power may communicate directly with the B$}. Bb presents the FED network
lifetime for a group of 10 clustered machine nodes versus$opaysize, whem\ = 1, i.e. the CH
does not compress the CM’s packets. In this figure, one sees thle payload size goes beyond

2.1 KBs, the direct communications approach outperfornes diuster-based communications



(a) Region of interest in the cell (b) Network lifetime vesspayload sizes, = s, = 20 dB,
and £y= 16 mJ. Other simulation parameters are the same as
Fig. 2.

Fig. 3: Investigation on the feasibility of clustering inffédrent regions of the cell.

approach. In order to evaluate the tightness of the abovpopseal necessary conditions for
clustering, we predict the crossover point of Fig. 3b by sw\22) for D,

— P.QD - :

Eo = POQD | =0 (R)N — M) > 51(N — 1)0(F) —> D < 16584 bits — 2.02KB, (24)

['No D¢

where the pathloss functions are given in Table |. The ptedicrossover point in (24) matches

well with the simulation results in Fig. 3b.

V. ENERGY EFFICIENT MEDIUM ACCESS

In this section we investigate an energy efficient mediunesg@rotocol for M2M communi-
cations. The communications consist of two phases: (ipinlnster communications from CMs
to CHs and (ii) inter-cluster communications from CHs and-ctustered nodes to the BS. The
two phases may use orthogonal resources e.g. differentdiote or different frequency bands.
Fig. 4 illustrates a potential frame structure for LTE sys$ewhen the two phases use different
time resources. In the first phase, all cluster members satadtd their cluster heads. Then, the
CHs will forward the data to the BS in the second phase. Alstraicluster communications
can be an underlay to inter-cluster communication, i.eindplesources can be reused for intra-
cluster communications, and this is out of the scope of thjgep and the interested reader may

refer to [28] for detalils.



Fig. 4: The proposed:>-MAC for LTE systems.

Inter-cluster communications from the CHs to the BS may kapgither in asynchronous or
synchronous mode and should follow existing cellular stadsl. In the case of LTE [29], the
typical way for asynchronous connection to the BS is the RA@#idiscussed in section [-A2.
In the synchronous mode, connected devices send their Waiggdequests to the BS through
the physical uplink control channel (PUCCH). The BS perfetiime scheduling and sends back
the scheduling grants through the corresponding physioahtink control channel (PDCCH)
for each node. Now, the granted machine nodes are able todseadver the granted Physical
Uplink Shared Channel (PUSCH). Energy efficient schedutiaug be implemented at the BS to
further improve the lifetime of the CHs. The interested eyachay refer to our previous works
in [30]-[31] for more information.

In the following, we focus on intra-cluster communicatiolighe number of clusters in a cell
is limited, BS may allocate orthogonal time/frequency teses to the clusters for intra-cluster
communications. In a realistic massive MTC deployment,itld occur the case where there

is not enough orthogonal resources and therefore the dustay reuse the same resources for



intra-cluster communications. The interference from egljé clusters in the same or nearby cells
can be dealt with using link level or network level techniguEor example, a machine node can
increase its transmission power when it observes highferesice power or use lower modulation
order so that it's more robust to interference, and viceaieFsom the network level perspec-
tive, most interference management schemes which have dterdardized for heterogeneous
cellular networks with several femotocells deployed in a&croaell, e.g. almost blank subframe
(ABS) [32], and frequency planning can be used for interfeeeavoidance between clusters.
Besides, random access based approaches can be usedsf@tuster communications to further
avoid interference between adjacent clusters. The propb3eMAC in Fig. 4 benefits from an
interference-aware resource allocation scheme for titrster communications. Depending on
the cluster-size, and hence the traffic load in each clusteravailable resources for intra-cluster
communications are divided into several bunches of orthabj@sources. Then, these orthogonal
resources are allocated to neighbor clusters in order toceethe received interference at the
CHs. Also, the BSs can exchange interference-coordinatifmmmation with neighbor cells in
order to mitigate the inter-cell interference for cell-edgusters.

Inside each cluster, since only a portion of machine nodgéniie active in each time interval,
the communications protocol for intra-cluster communars needs to to be scalable and able
to adapt to the changes in the communications needs of the axcides. Among the proposed
protocols in literature, CSMA/CA is a promising approach iftra-cluster communications as
it does not need additional control overhead and can adapiietachanges in the number of
connected nodes [33]. In addition, CSMA/CA has the potémtizavoiding interference from
neighbor clusters. In the sequel, we investigate the eneffigiency of CSMA/CA and its
shortcomings in high traffic-load regimes. To overcome therttomings and further improve
the energy efficiency of the network, we introduce thphase CSMA/CA.

1) Energy efficiency of non-persistent CSMA/QBifferent transmission techniques can be
used in CSMA/CA, for example 1-persistent CSMA/CA, p-psiesit CSMA/CA, non-persistent
CSMAJ/CA, or the RTS/CTS mechanism. Here, we focus on nosigient CSMA/CA because
of its low cost in implementation. Non-persistent CSMA/CAshbeen standardized in IEEE
802.15.4 for low data rate solutions like ZigBee and Wirsté&RT [34]. In non-persistent
CSMAJ/CA, a machine node waits for a random amount of timerafemsing a busy channel

and repeats this algorithm until finding the channel idlerem$mit data. In the following, we



(a) State transitions in non-persistent CSMA/CA. (b) Busys$mission period in non-persistent CSMA/CA [35].

Fig. 5: Idle and busy periods of non-persistent CSMA/CA

analyze the energy efficiency of non-persistent CSMA/CA.

Define the aggregated packet arrival rate of all machine sodea cluster asy, which
includes both new arrivals and retransmitted ones. We asshat the acknowledgment packets
are transmitted in an independent channel to simplify thalysis. There are two states of
channel utilization: idle and busy. In the busy state, tlamgmission can be either successful
of unsuccessful. The channel utilization is modeled as adtate Markov process as shown in
Fig. 5a. The probability of each possible transition betwstates is 1. Based on this model, the
probabilities of the idle and busy states are the samerj.e- 7z = 0.5. The average duration
of the idle state is the average time between two consecptegets, i.e.B; = 1/g. Define
7, and d, as the transmission and detection delay. The average aluratithe busy period is
Bp =1, + 0 +Y wheres is the propagation delay. Alsd; denotes the average time at which
the last interfering packet is scheduled within a transimimsgeriod that started at time O, as

illustrated in Fig. 5bY is calculated as follows:

Fy(y) = pr(no arrival duringd, — ) = e =90,

and Y =4, — (1—e9%)/qg. (25)

Packet transmission will be successful if it starts aftence period and no other node starts
transmission after that. The time-averaged idle chanraahility, which represents the proba-
bility that the channel is idle when a new packet arrives i tietwork, is derived as:

W[B[ _ 1/g
7By +7gBg  1/g+T — (1 —e9%4)/g

pi = = 1/(gT + e™9%), (26)



whereT = 7, + d4 + 6. Also, the probability of no-transmission after the tramssion of a
tagged packet is the probability of no-transmissionjnand is derived ag, = e¢~9%. Then,
the probability of successful packet transmission beingpkaing when a new packet arrives in
the network is the multiplication of time-averaged idle whal probability,p;, and no collision
after that,p,, as follows:

1/g x e=9%

_ gdq
1g+7,+0+ (64— (1 —e9%)/g) 1/(gTe” +1). (27)

Dis = Di X Ps =

The average amount of consumed energy for each new packeartinges in the network is

calculated as:

Econs = (1 - pz)EB +p2(1 - ps)EF +pipsE57 (28)

where Fs models the energy consumption in a successful packet tiasiem, £ models
the energy consumption in an unsuccessful packet tranemjsand £z models the energy

consumption after a busy sensed channel, as follows:
Es=(P.+&P™)1, + P7, Er = Es + POy, and Ep = Pb,. (29)

In (29), 6, andd, are the average backoff after sensing a busy channel ansi@oliespectively,
and, is the round-trip-time delay from successful packet trassian to the acknowledgment
packet arrival. Then, one can derive the energy efficiencythef network for intra-cluster

communications as follows:

~ D
Ur(g) = Dpis _ (9Tes%d+1)
o Econs o E gTe?9%d o e9%d
1+gTSe~‘]5d + (1+gTeg6d)2EF +(1 1+gTe~‘]5d>EB
D
= g p ) (30)
Eq+ 79T395d+1EF + (]_ + (gT — 1)69 d)EB

The throughput of the network for intra-cluster communmas is derived by finding the portion

of time in which successful transmission happens, as faiow

—gd
TBTpDs _ge 9%, 97y

U = Ny = ——— Yy, = ———————
s(9) B + 7 B; gT + e—9% 1+ gTe9%

Rip, (31)



in which
P

R, = wy, log(1 +

One can see that the expression in (31) quite matches thegthpat analysis in section 4.1 of
[35]. Define packet delay as the time interval between paaietal and successful transmission.
Then, the average packet delay is derived by consideringubiege time spent in backoffs and

retransmissions before a successful packet transmisssofgllows:

km

D.(g) = Z(l — Dis) " Dis {Tp + k<1 — O +Pi1 o (0 + Tp))}v (32)
kZO 18 18
km>>1 1 1 1
R~ ——1 0 i 0
Tp_'_(pis )|:1_pzs b+p1_pzs(f+Tp):|

where =2 1= ”Z andpZl —P= are the probabilities of unsuccessful transmission dueliosy sensed
channel and coII|S|on respectively. Alsh,, is the maximum number of times that a machine
node tries to transmit a specific packet.

The energy efficiency, spectral efficiency, and delay perforce of a CSMA/CA-based system
are depicted in Fig. 6. In Fig. 6a, one sees that the energyesgity and delay performance of
the system degrade in the traffic load. This is due to the fsat the probability of collision
increases in the traffic load. Also, one sees that the speffreiency of the system increases
in the traffic load in low to medium traffic loads, and decraaisethe traffic load in high traffic
loads. Taking the first derivative dfs in (31) with respect toy7,, one sees that the spectral

efficiency is maximized when

Ty = gLambertV\(\/E/2). (33)

In this expression, LambertW function is the inverse of thiction f(z) = zexp(z), a = ﬁ—z
and ¢ < 1 is assumed. Inserting = 0.005 in (33), one sees thdls is maximized when
g7, = 13.7 which matches well with the simulation results. Fig. 6b shahe tradeoffs between
energy and spectral efficiency, and delay and spectral effigi wheng7, < 10. One sees that
any improvement in the spectral efficiency of the system ideaed at the cost of degradation
in the energy efficiency and delay performance of the system.

In the following section, we present a load-adaptive hyBiMA/CSMA protocol, calledn-



(a) Energy efficiency, delay, and spectral efficiency vergjsEnergy efficiency and delay versus spectral efficiency
traffic load

Fig. 6: Energy efficiency, delay, and spectral efficiency Gi@MA/CA-based system. Parameters:
T =1sec,D =05, d4/7,=0.005 Eg =2mJ,Esg =5 mJ, andEr = 6 mJ.

(a) Ordinary CSMA/CA (b)n-phase CSMA/CA (n=3)

Fig. 7: Ordinary CSMA/CA andw.-phase CSMA/CA whem=3. Red- and blue-colored squares
show failed and successful transmissions respectively.idle listening time and collisions are
decreased in the-phase CSMA/CA scheme significantly.

phase CSMA/CA, which offers a tunable trade-off betweengnefficiency, spectral efficiency,
and delay performance of the network.

2) N-phase CSMA/CAThe major drawback of the non-persistent CSMA/CA is its nené
inefficiency in the high traffic-load regime, i.e. increasgimaffic load prolongs the idle-listening

time and decreases the successful transmission prolathilis wastes energy. To solve the issue,



we try to reduce the contention among nodes. To this end, asept a flexible and load-adaptive
multiple access protocol, calledphase CSMA/CA, which divides each contention intervab int
n phases, as illustrated in Fig. 7. In each phase, only a podfcthe CMs are permitted to
compete for channel access. Before the assigned phasg sth node keeps sleeping instead
of listening and newly arrived packets are buffered. Notd thhenn = 1, it is the same as the
conventional CSMA/CA. Whem is sufficiently large, at most one user will be assigned tdheac
phase and it is the same as the scheduling-based MAC. Therefphase CSMA/CA provides
a tradeoff between contention- and scheduling-based meditcess schemes. By choosing an
appropriaten, the probability of successful packet transmission cambesased to reduce both
the number of collisions and idle listening time to achiekie tlesired energy efficiency. To
explore the impact of. on the performance of the network, in the following we deritie
energy efficiency, delay, and spectral efficiency as a fonatif 7.

By usingn-phase CSMA/CA, the available users will be divided amenghases, and hence,
the corresponding traffic load in each phase will ge~ £. Then, the energy and spectral

efficiency of the network using-phase CSMA/CA are derived from (30)-(31) as:

Un(gn) D
E gn - n
Eg+ 2218 Fr + (14 (9T — 1)) Ep

g T+ e~9nd% — 1
and US(gn) ] —|—gnT69”6d

in .

Also, the average packet delay forphase CSMA/CA is derived as follows:

k, ~ -
m R R 1 _pl ~ 1 _ps
=0 is is
k'm>>1 1 1 _sz ~ 1 _255
~ 1+ (—-1 — Oy + pi—— + 7,
! <pzs )(1 — Dis 1 _pzs< ! P))

_ 1 . e
wherep; = & ——— = Ps = € %, Pis = Dis-

3) Performance tradeoff of-phase CSMA/CAFig. 8 represents the tradeoff between energy
efficiency, spectral efficiency, and delay performance ofeawonrk with different numbers of
phases. By increasing the number of phases, the probatilgyccessful transmission increases
which results in higher energy efficiency due to a less nunabeetransmissions and shorter

time spending in idle-listening mode. In the same time, cgesghat the average packet delay



increases in the number of phases because of packet bgffentil the assigned slot starts.
Furthermore, the spectral efficiency of network decreaseth@ number of phases increases.
The presented tradeoff in Fig. 8 shows how one can sacrifeel¢tay and spectrum efficiency
performance of the network to enable energy efficient M2M camications, and hence, achieve
higher levels of battery lifetimes. For example in the cakdebay-constrained applications, one
can find the appropriate number of phases by choosing thenmaxi. which satisfies the delay
constraint.

4) Performance tradeoff af-phase CSMA/CA with zero detection deldyhend, is negli-
gible, theUg, Us, and D,,. expressions can be rewritten as:

D g T
Es+ 25 Er + g.TEp 1+ g, T
i 1/n 1/n km>>1
Diel(gn) = 1— K k6,) = 1+ g,T) — 1)6,. 36

If U denotes the normalized energy efficiency Rg,, one can derive the tradeoff between

energy and spectral efficiency as:
D
UE ~ un .
Es+UgEr + ﬁEB

(37)

From (37), one sees how increasing spectral efficidigyesults in energy efficiency reduction.
Similarly, one can derive the tradeoff between delay andtsaleefficiency as:

Dnc ~ Tp + (n — 1)91) + n@b US s (38)
1-U"

from which, we see that the packet delay increases in thetrgpeasificiency, and hence, the
delay performance of the system degrades as the spectcrtfy improves.
The novel contention-division concept in thephase CSMA/CA can be applied in other

contention-based protocols, e.g. ALOHA and 802.11, to owertheir energy efficiency.

V. PERFORMANCE EVALUATION

In this section, we evaluate the system performance. Toethis the uplink transmission of
5000 machine nodes which are randomly distributed accgrdira spatial Poisson point process

in a single cell with one BS at the center is simulated usingTMAB.



Fig. 8: Energy efficiency, delay, and spectrdfig. 9: The expected CDF of individual
efficiency for then-phase CSMA/CA. The lifetimes has been depicted versus cluster-
parameters are the same as Fig. 6. size.

A. Structure of the implemented MAC schemes

The implementedt?-MAC follows the presented structure in Fig. 4. In this figui@; 4
shows the time interval between two consecutive resouroeations to the machine nodes.
E?-MAC benefits from then-phase CSMA/CA for communications inside the clusters. Whe
the allocated phase for a group of CMs starts, each node wiashdata to transmit waits
for a random time window, which is exponentially distribditeith meané,, and then, sends
its packets. For communications between CHs and the BS, €stswe PUSCH resources in
advance, e.g. using the physical uplink control chann€|l 2%y persistent resource reservation
[37]. The detailed simulation parameters can be found irleTabFrom Table I, one sees that
the maximum number of allocated frames for intra-clustenicwnications of each cluster is 20,
however, the total number of available frames for intrestdu communications of all clusters
is 140. Then, the BS can allocate 7 orthogonal bunches ofefsata 7 neighbor clusters in
order to mitigate the inter-cluster interference. As a Ihemark, performance of th&?2-MAC
is compared against a contention-based MAC (cMAC) protadath is designed based on the
configuration 0 of the RACH of LTE [36]. In cMAC, 54 orthogonpfeambles are available
in the second subframes of even-numbered frames for rese@aservation of machine nodes
that have data to transmit. Also, data transmission of ssfeenodes in resource reservation

at frame: will be scheduled to be done in framés- 1 and: + 2.



TABLE I: Simulation Parameters

Parameters Value

Cell outer and inner radius 500, 50 m
Pathloss(2,(d) 128.1 + 37.6log (%)
Pathloss(2,,(d) 38.5 4+ 201og(d)

Thermal noise power
Number of devices
Available resources
Tra

P.,P™ Ph

B}

—204 dBW/Hz
5000
180 KHz 2.4 sec peflr,: 240 LTE frames
1000 sec
20 mW, 50 mw, 200 mwW
1.5 mJ perlza

Traffic parameters
Packet arrival of each device,
Packet size

Poisson distributed. Average: 1 per 7 hours
5 Kbytes

CcMAC parameters
Communications protocol

Number of preambles

Reservation through config. 0 ofCRIA[36],
communications through PUSCH
54 in even frames

Intra-cluster parameters
Communications protocol

n-phase CSMA/CA

Time for intra-cluster communications ofl.4 sec (140 frames)

all clusters

Time for intra-cluster communications ofimin{z, 200} msec

each cluster];, ;.
nr
g

Tint'ra

5n
1 msec

Inter-cluster parameters
Communications protocol

Enter

Reservation through PUCCH, comoations
through PUSCH [29]
1 sec (1000 PRBPs)

B. Analytical results

To find the cluster size that maximizes the FED lifetime, walygre the expected network
lifetime for different cluster-size values. Using the pospd framework in section IlI-A and the

energy consumption expressions for CSMA/CA protocol intieaclV-1, one can rewrite the



(a) CDF of individual lifetimes (b) Detailed lifetime comgpson

Fig. 10: Lifetime performance comparison of different MA@focols

L.(dy, z) expression in (8) by inserting the following parameters:

z PisW

E)?’Z) = TgTRA
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NowFQh(dh) )7
Tc = TRA7 Es = rgTRAPceba E? = Pcirintra + 15m\]7

FM(w7 Ptma Qm(

log(1 ),

N,
Fy(w, P!, Qu(dy), i) = wlog(1l +

wherer, is the packet generation rate of each node, andas been derived in section IV-1.
Fig. 9 depicts the cumulative density function kf(dy,, z) for different > values wheni,, is the
distance between a randomly chosen point in the cell and $hé-Bom this figure, one sees that
z = 100 outperforms the others and achieves the highest FED netiifetikne. Also, one sees
that both having too many or too small number of clusters endéll can degrade the network
lifetime significantly.

C. Simulation results

In the following figures, £,) £*-MAC refers to theE?-MAC wherex is the number of phases
for the n-phase CSMA/CA ang is the average cluster size. AlsB?-MACn refers to a version
of the E2-MAC in which CH reselection happens after death of each Cél,the current set
of CHs will remain in the CH mode until death. Fig. 10 compaliéstime performance of
the E2-MAC with the lifetime-maximizing cluster-size, i.e.= 100, against the£?-MAC with

non-optimal cluster size and the cMAC. First, Fig. 10a reprngs the evolution of the individual



Fig. 11: Lifetime performance of cluster-based MTC withstlr-reforming

battery lifetimes from the reference time at which all degiare fully charged until the last
battery is depleted. One sees that using the cMAC, a greaba&uof nodes die very early
because of energy wastage in collisions and idle listerangl, the remaining nodes last for a
longer time because of reduced contention for channel acéesthermore, we see that using
the £2-MACn, the respective CDF curve has a mild slope becausertteséit of CHs drains out
of energy very soon and the last set of CHs lasts for a very tomg. Also, using (1,100)-
MAC, where 100 is the lifetime maximizing cluster-size asivkd in Fig. 9, one sees the CDF
curve has a steeper slope which means almost all machines melén a limited time-window
indicating replacement of their batteries can be done abrate. The semi-vertical curves in
this figure present the expected CDF of individual lifetinasswe derived from the analytical
results in Fig. 9. One sees that the derived curves from tinelation results are centered on
their expected values but the slopes of these curves aresrsbiaap as the slopes of the expected
curves. In other words, we expect from the analytical reghiat all nodes die almost at the same
time, but in simulations nodes die in a time-window. Thidefénce is due to the fact that in our
analytical model in (8) we have assumed that all cluster ltllhg same cluster-sizes, however,
in simulations different clusters may have different numsbef CMs which can significantly
impact the network lifetime. Also, our lifetime model in (8sumes that all CMs have the same
lifetimes, however, in simulations the CMs will die sequally which means the last node in
a cluster will die approximatelyTr, seconds later than the first node. Finally, it is evident

that the lifetime can be further improved by increasing tlienber of phases for the-phase



(a) CDF of packet delay (b) Detailed delay comparison

Fig. 12: Delay performance comparison of different MAC puuils

CSMA/CA, e.g. by using (3,10@)*-MAC instead of (1,100)y*-MAC.

The detailed FED network lifetime performance comparisbthe proposed MAC schemes
is presented in Fig. 10b. In this figure, it is evident that #feMACn achieves the worst FED
network lifetime, because using this scheme the first sekeldcteed CHs dies very early. On
the other hand, this scheme achieves the longest individaaime, which makes it favorable
in specific metering applications. Also, it is evident thia¢ {3,100)22-MAC achieves the best
FED network lifetime performance.

Fig. 11 evaluates lifetime performance of cluster-basedM@mmunications with cluster
reforming. In this figure E2-MACr represents a version df?>-MAC in which, after each CH
re-selection machine nodes connect to the nearest CH, aroe heuster-reforming may happen.
As discussed in section IlI-C, cluster-reforming can pngidhe network lifetime if the amount
of saved energy in reforming the clusters is larger than tmsgmed energy per node in cluster-
reforming procedure. On sees in Fig. 11 that when, ~ 0, i.e. the consumed energy per
device for cluster-reforming is negligible, the FED netlwtifetime of £2-MACr is 55% larger
than the one oF?-MAC. However, whenF,.; = 50, this improvement is only 5%. Then, an
efficient implementation of£2-MACTr can contribute in prolonging the network lifetime.

Fig. 12a represents the CDF of packet delay for different Mgghemes. One sees that
using n-phase CSMA/CA, packet delay increases in the number ofgshdhe detailed delay
performance comparison is presented in Fig. 12b. In thisrdigwe see that the maximum
experienced delay by (n,10@)?-MAC is approximately).7n higher than the (1,100p2-MAC
scheme. By comparing Fig. 10b and Fig. 12b, one sees that-fflease CSMA/CA offers a



tunable tradeoff between energy efficiency and packet dékgause both lifetime and packet
delay increase in the number of phases. Also, one sees thahaximum experienced delay
in (1,100) E2-MACr scheme is less than the one of (1,100%-MAC. This is due to the fact
that the average communications distance in the latterasteshthan the former, as discussed
in section IlI-C.

From the lifetime and delay analyses in Fig. 10a-Fig. 12,swes that the (L) £2-MAC can
significantly improve the FED network lifetime. Also, we simat further lifetime improvement
is achievable at the cost of sacrificing the delay performamg utilizing the ¢, z*) £2-MAC
scheme, where > 1. Then, for M2M networks in which the performance/coveragaffected
by losing some nodesn(z) E2-MAC can be used, in whiclh and > are tuned based on the
system parameters, delay budget, and available time#rexyuresources. Furthermore, for M2M
networks in which the correlation between gathered dataitigreint nodes is high, and hence,
the longest individual lifetime is defined as the networletiihe, the £2-MACn achieves the

best lifetime performance.

VI. CONCLUSION

In this paper, we have proposédef-MAC to maximize network battery lifetime in massive
M2M networks. Theoretical analyses are provided on the ahpéaclustering, cluster size, and
cluster-head selection on both individual lifetime of maehnodes and network lifetime. It is
shown that there is a cluster size which maximizes the nétwfatime and this cluster size
is formulated as a function of system parameters. To furgivelong the network lifetime, a
decentralized cluster-head (re-)selection scheme ispabssented. Furthermore, by investigating
the feasibility of clustering in different regions of thellcé is shown that clustering may
not be a lifetime-aware scheme in some regions. Then, a g@enendition which must be
satisfied by any feasible region is derived. Finally, a tl@aktelay-energy tradeoff for intra-
cluster communications is obtained by devising an eneffigient n-phase CSMA/CA scheme

which can be tuned to provide a close-to-zero energy wadtageuster members.
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