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Abstract

The frequency scarcity imposed by fast growing demand for mobile data service requires promising

spectrum aggregation systems. The so-called higher-orderstatistics (HOS) of the channel capacity is a

suitable metric on the system performance. While prior relevant works have improved our knowledge

on the HOS characterization of spectrum aggregation systems, an analytical framework encompassing

generalized fading models of interest is not yet available.In this paper, we pursue a detailed HOS analysis

of κ-µ andκ-µ shadowed fading channels by deriving novel and exact expressions. Furthermore, the

simplified HOS expressions for the asymptotically low and high signal-to-noise regimes are derived.

Several important statistical measures, such as amount of fading, amount of dispersion, reliability,

skewness, and kurtosis, are obtained by using the HOS results. More importantly, the useful implications

of system and fading parameters on spectrum aggregation systems are investigated for channel selection.

Finally, all derived expressions are validated via Monte-Carlo simulations.
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I. INTRODUCTION

With the constantly growing mobile data demand for future wireless communication systems,

i.e., 5th Generation (5G), it becomes more and more difficultto allocate a wide and contiguous

frequency band to each user equipment (UE) and base station (BS). This has brought about

increasing scarcity in available radio spectrum. To address these issues, the promising spectrum

aggregation technique has been received much attention recently [1], [2]. Spectrum aggregation

refers to obtaining larger amounts of radio resource by aggregating possible spectrum resources

that lie in non-adjacent frequency bands. As a successful application of the spectrum aggregation,

the carrier aggregation (CA) technology has been proposed in Long-Term-Evolution Advanced

(LTE-A) standard, increasing the usable spectrum by aggregating resource blocks (RBs) either

within a given band or in different frequency bands [2]. In order to achieve a successful spectrum

aggregation, the maximum dispersion in the channel capacity should be calibrated to leverage a

reliable transmission [3].

In this context, the typical metric for performance evaluation has been the higher-order

statistics (HOS) of the channel capacity, which can fully explore the reliability of the signal

transmission in spectrum aggregation systems. As an usefultool, the HOS can effectively

describe the channel capacity dispersion induced by the heterogeneity that inherently exists

in spectrum aggregation systems [4]. Moreover, fruitful insights into the implications of the

spectrum aggregation on the transmission reliability can be extracted by deriving HOS of the

channel capacity. Despite its importance, however, the HOSof the channel capacity received

relatively little attention in the literature, due in part to the intractability of its analysis. A

number of prior works have investigated the HOS of the channel capacity of different wireless

systems over several flat fading channels [3], [5]–[7]. For example, a generic framework for

the asymptotic HOS of the channel capacity over independentand identically distributed (i.i.d.)

Nakagami-m fading channels was provided in [5]. The authors in [3] investigated the HOS of the

channel capacity for amplify-and-forward (AF) multihop systems over gamma and generalized

gamma fading channels. In addition, an MGF-based approach for the HOS of the channel capacity

for L-branch MRC receivers has been proposed in [6] with an example application of correlated

Nakagami-m fading channels. Finally, [7] presented the HOS of the channel capacity for several

diversity receivers taking into account the effects of independent and non-identically distributed
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(i.n.i.d.) Nakagami-m fading channels.

The common characteristic of the above mentioned works [3],[5]–[7], however, is that they

adopt the assumption of homogeneous fading channels. It hasbeen proved that the homogeneous

fading is often unrealistic since the surfaces are spatially correlated in practical propagation

environments [8]. Yet, very few results on the HOS of the channel capacity in non-homogeneous

and composite fading conditions are available. Only recently, the HOS of the channel capacity for

dispersed spectrum cognitive radio (CR) systems over i.n.i.d. η-µ fading channels was obtained

in [9]. While these prior works have significantly improved our knowledge on the HOS of the

channel capacity, a general analytic framework of spectrumaggregation systems which will

account for more realistic fading models seems to be missingfrom the open literature. To

address such non-homogeneous and composite fading environments, the generalizedκ-µ andκ-µ

shadowed fading channels are recently introduced in [8], [10], [11], respectively. Compared with

classic homogeneous fading models, theκ-µ andκ-µ shadowed fading models exhibit excellent

agreement with measured land-mobile satellite, underwater acoustic, and body communications

fading channels [11]. Moreover, theκ-µ fading channel includes the Rayleigh, Rician, and

Nakagami-m fading channels as special cases by setting the parametersκ and µ to specific

real positive values [12], while theκ-µ shadowed fading channel includes One-side Gaussian,

Rayleigh, Rician, Nakagami-m, Hoyt, κ-µ, η-µ, and Rician shadowed fading channels as special

cases [13].

On the other hand, recent wireless applications become increasingly complex and require more

realistic channel models for performance evaluation purposes [14]–[16]. Because of the fact that

the adopted fading models can describe a plethora of realistic fading propagation scenarios, they

can serve as useful tools to this end. Motivated by these important observations, we herein

analytically investigate the HOS of the channel capacity for spectrum aggregation systems over

κ-µ andκ-µ shadowed fading channels. In particular, the main contributions of this paper can

be summarized as:

• We first derive exact analytical expressions for the HOS of the channel capacity for spec-

trum aggregation systems over i.i.d., i.n.i.dκ-µ and i.i.d., correlatedκ-µ shadowed fading

channels, respectively. In contrast to exsiting works on second order statistics, the analysis

of the HOS is still limited. It is worth noting that although the statistical characteristics

of general fading models are very complicated, our derived results can be readily evalu-
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Band 1 Band 2 Band M

Frequency

κ-μ/κ-μ shadowed fading channels

γ1 γ2 γM

Fig. 1. Spectrum aggregation systems over generalized fading channels.

ated and efficiently programmed in most standard software packages (e.g., MATLAB and

MATHEMATICA).

• Furthermore, the asymptotically high- and low-SNR expressions for the HOS of the channel

capacity are also presented to get additional insights intothe impact of system parameters,

such as fading parameters and number of aggregating frequency bands. More importantly,

some of asymptotic expressions are given in terms of simple elementary functions.

• With the help of the HOS of the channel capacity, we also provided useful performance

metrics in terms of ergodic capacity, amount of fading (AOF), amount of dispersion (AOD),

skewness, and kurtosis. Moreover, numerical results are provided to verify our analysis. Note

that the presented analysis is very meaningful for communication systems to aggregate best

available frequency bands in future spectrum-limited wireless networks.

This paper is organized as follows. The spectrum aggregation system and generalizedκ-µ and

κ-µ shadowed fading models are introduced in Section II. In Section III, we present the derivation

of the HOS of the channel capacity and other important metrics. In Section IV, numerical results

are shown to verify our present results. Finally, Section V concludes the paper and summarizes

the key findings.

II. SYSTEM AND CHANNEL MODEL

As illustrated in Fig. 1, the spectrum aggregation system exploits the benefits of frequency

diversity by combining the instantaneous signal-to-noiseratios (SNRs),γi, from each noncon-

tinuous band. By assumingM available frequency diversity bands, the end-to-end SNR,γ, at

the output of each UE’s receiver is given byγ =
∑M

i=1 γi. Moreover, each frequency diversity

channel is assumed to be slow and frequency non-selective. Note that the end-to-end SNRγ has
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a similar form of the SNR at the output of an MRC combiner.

A. κ-µ fading channels

The κ-µ distribution can be regarded as a generalization of the classic Rician fading model

for line-of-sight (LoS) scenarios, and has been extensively used in spatially non-homogeneous

propagation environments. Theκ-µ fading signal is a composition of clusters of multipath waves

with scattered waves of identical power with a dominant component of arbitrary power found

within each cluster. Furthermore, the parameterκ represents the ratio between the total power

of the dominant components and the total power of the scattered waves, whileµ is the number

of clusters. The probability density function (PDF) of the sum of M i.i.d. squaredκ-µ random

variables (RVs) is given by [8, Eq. (10)]

fi.i.d (γ) =
µM(1 + κ)

µM+1
2 γ

µM−1
2

eµMκκ
µM−1

2 (ΩM)
µM+1

2

exp

(

−µ (1 + κ) γ

Ω

)

× IµM−1

(

2µ

√

κ (1 + κ)Mγ

Ω

)

(1)

=
µM(1 + κ)

µM+1
2 γ

µM−1
2

eµMκκ
µM−1

2 (ΩM)
µM+1

2

exp

(

−µ (1 + κ) γ

Ω

)

×
∞∑

i=0

1

i!Γ (µM + i)

(

µ

√

κ (1 + κ)Mγ

Ω

)µM+2i−1

, (2)

whereΩ denotes the average SNR of eachκ-µ RV, Iv(·) is the modified Bessel function of first

kind [17, Eq. (8.406.1)], andΓ(·) denotes the Gamma function [17, Eq. (8.31)]. From (1) to (2),

we have used the identity of [17, Eq. (8.445)] and carried outsome algebraic manipulations.

The PDF of the sum ofM i.n.i.d. squaredκ-µ RVs is given by [18, Eq. (4)]

fi.n.i.d (γ) =
e−

γ
2β γU−1

(2β)UΓ (U)

∞∑

k=0

k!ck
(U)k

L
(U−1)
k

(
Uγ

2βξ

)

=
e−

γ
2β

(2β)U

∞∑

k=0

ck

k∑

q=0

(−k)qγ
q+U−1

q!Γ (U + q)

(
U

2βξ

)q

, (3)

where(a)b denotes the Pochhammer symbol [17],U =
∑M

i=1 µi, and the series representation
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of generalized Laguerre polynomialLv
k (·) has been used as [19, Eq. (05.08.02.0001.01)]

Lv
k (y) =

Γ (v + k + 1)

k!

k∑

q=0

(−k)qy
q

q!Γ (v + q + 1)
. (4)

Moreover, the coefficientsck in (3) can be obtained as

ck =
1

k

k−1∑

j=0

cjdk−j, k > 1 (5)

dj , −jβU

2ξ

M∑

i=1

χiai(β − ai)
j−1

(
ξ

βξ + ai (U − ξ)

)j+1

+

M∑

i=1

µi

(
1− ai/β

1 + (ai/β) (U/ξ − 1)

)j

, j > 1 (6)

c0 ,

(
U

ξ

)U

exp

(

−1

2

M∑

i=1

χiai (U − ξ)

βξ + am (U − ξ)

)

×
M∏

i=1

(

1 +
ai
β
(U/ξ − 1)

)−µi

, (7)

whereχi , 2µiκi andai , Ωi/2µi (1 + κi). In order to guarantee the uniform convergence of

(3), the parametersξ andβ should be chosen appropriately [20].

B. κ-µ shadowed fading channels

Similar to the the same multipath/shadowing scheme used in the Rician shadowed model, a

natural generalization of theκ-µ distribution can be obtained by an LoS shadow fading model.

Unlike theκ-µ distribution, theκ-µ shadowed model assumes that all the dominant components

are subject to the same common fluctuation due to shadowing. With the assumption of shadowing

components are correlated, while multipath components areuncorrelated, the PDF of the sum

of M i.i.d. squaredκ-µ shadowed RVs is given by [21]

fi.i.d. (γ) =

(
µM (1 + κ)

γ̄

)µM(
m

m+ κµ

)mM
γµM−1

Γ (µM)

× e−
µM(1+κ)γ

γ̄
1F1

(

mM,µM ;
Mµ2κ (1 + κ) γ

(µκ+m) γ̄

)

(8)
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wherem denotes the shaping parameter of shadowing, and1F1 (·) is the confluent hypergeometric

function [17, Eq. (9.210.1)]. By utilizing the following identity

1F1 (a, b; x) =
∞∑

q=0

(a)qx
q

(b)qq!
, (9)

we can rewrite (8) in an alternative form as

fi.i.d. (γ) =

(
µM (1 + κ)

γ̄

)µM(
m

m+ κµ

)mM
e−

µM(1+κ)γ
γ̄

Γ (µM)

×
∞∑

q=0

(mM)q

(
Mµ2κ(1+κ)
(µκ+m)γ̄

)q

γµM+q−1

(µM)qq!
, (10)

where only elementary functions appear. Thus, (10) can facilitate the calculation involved the

PDF expression ofκ-µ shadowed fading channels.

Furthermore, the PDF of the sum ofM correlated squaredκ-µ shadowed RVs is given by

[21, Eq. (16)]

fcor (γ) = A

(
η

γ̄

)U

γU−1e−
ηγ
γ̄

×
∞∑

k=0

Dk1F1

(

mM + k, U ;
ηγ

γ̄ (1 + λ−1)

)

, (11)

whereγ̄ denotes the average SNR,A ,
∏M

i=1

(
λ
λi

)m

, η ,
∑M

i=1 µi (1 + κi), and

Dk =
δk

λmM+kΓ (U)

(
1 + λ−1

)−(mM+k)
, (12)

δk+1 =
m

k + 1

k+1∑

q=1

M∑

i=1

(

1− λ

λi

)q

δk+1−i, (13)

δ0 = 1. (14)

Moreover,λ , min (λ1, λ2, · · · , λM) is the minimum eigenvalue of the matrixDC with D =

diag
{

µiκi

m

}
represents a diagonal matrix andC denotes theM × M positive definite matrix
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given by

C ,










1
√
ρ12 · · · √

ρ1M
√
ρ21 1 · · · √

ρ2M
...

...
. . .

...
√
ρM1 · · · · · · 1










, (15)

where 0 ≤ ρpq ≤ 1, 1 ≤ p, q ≤ M denotes the correlation coefficient of the dominating

components ofκ-µ shadowed RVs. With the help of (9), we can rewrite (11) as

fcor (γ) = A

(
η

γ̄

)U

γU−1e−
ηγ
γ̄

∞∑

k=0

Dk

×
∞∑

q=0

(mM + k)q
(U)qq!

(
ηγ

γ̄ (1 + λ−1)

)q

, (16)

III. H IGHER-ORDER CAPACITY STATISTICS

In this section, we present the statistical analysis for thederivation of the HOS of the channel

capacity for spectrum aggregation systems. Without loss ofgenerality, the HOS of the channel

capacity can be defined as [6], [9]

Λn = E (logn2 (1 + γ)) , (17)

wheren ∈ N is the order of the capacity statistics, andE (·) denotes the expectation operator. Note

that the first-order statistics of channel capacity is well-known as the ergodic capacity. Without

loss of generality, the HOS of the channel capacity for the spectrum aggregation systems with

M non-adjacent frequency bands is given by

Λn =

∫ ∞

0

∫ ∞

0

· · ·
∫ ∞

0

logn

(

1 +
M∑

i=1

γi

)

× fγ (γ1, γ2, · · ·γM) dγ1dγ2 · · · dγM , (18)

where fγ (γ1, γ2, · · · γM) represents the joint pdf of the instantaneous SNRs of each band.

Unfortunately, it is very tedious and computationally cumbersome to obtain the joint pdf even

for the simple i.i.d. case. One possible way to solve this problem is to use the moment generating

function (MGF) based method proposed in [6]. However, the HOS of the channel capacity is
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given in terms of a single-integral expression, which makesit difficult to be mathematically

employed. Therefore, in the following, we derive the HOS of the channel capacity for spectrum

aggregation systems over generalized fading channels by utilizing the pdf of the total SNRγ.

It is worthy to mention that all our derived results are givenin analytical form, which is easy

to show the key impacts of system performance.

A. κ-µ fading channels

We first consider the higher-order capacity statistics of spectrum aggregation systems over

i.i.d. κ-µ fading channels as follows.

Theorem 1. The higher-order capacity statistics of spectrum aggregation systems over i.i.d.κ-µ

fading channels can be expressed as

Λn =
1

eµMκlnn2

∞∑

i=0

(µκM)i

i!Γ (µM + i)

(
µ (1 + κ)

Ω

)µM+i

× J

(

µM + i,
µ (1 + κ)

Ω
, n

)

, (19)

where the auxiliary functionJ(·) is given by(47) in the Appendix A.

Proof: Substituting (2) into (17), we can derive

Λn =
µM(1 + κ)

µM+1
2

eµMκκ
µM−1

2 (ΩM)
µM+1

2 lnn2

×
∞∑

i=0

1

i!Γ (µM + i)

(

µ

√

κ (1 + κ)M

Ω

)µM+2i−1

×
∫ ∞

0

lnn (1 + γ) γµM+i−1e−
µ(1+κ)

Ω
γdγ. (20)

To the best of the authors’ knowledge, the integral in (20) isnot included in tables of classical

reference books such as [17]. Nervertheless, as shown in Appendix A, it can be computed in

closed form thus completing the proof.

Note that the auxiliary functionJ(·) requiresµ is restricted to integer values, which assumes

finite numbers of multipath clusters. In the most general case of realµ, integrals of the form

K(ν, µ, a) =

∫ ∞

0

lnν(1 + x) exp(−ax)xµdx (21)
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should be evaluated. By performing the change of variablesax = y2, (21) can be expressed as

K(ν, µ, a) =
2

aµ+1

∫ ∞

0

lnν

(

1 +
y2

a

)

exp(−y2)y2µ+1dy. (22)

This integral can be evaluated numerically in an efficient manner by employing aN-point Gauss-

Chebyshev quadrature rule as

K(ν, µ, a) =
2

aµ+1

15∑

k=1

wk ln
ν

(

1 +
t2k
a

)

t2µ+1
k (23)

wherewk and tk are the weights and abscissae given in [22]. Note that we onlyneed 15 terms

in (23) to converge adequately.

By takingn = 1 in (19), we can obtain the first-order statistics of the channel capacity, which

is the well-known ergodic capacity as

Λ1 =
e

µ(1+κ)
Ω

−µMκ

lnn2

∞∑

i=0

(µκM)i

i!Γ (µM + i)

×
µM+i−1
∑

k=0

[(

−µ (1 + κ)

Ω

)µM+i−k−1



µM + i− 1

k





×G3,0
2,3




µ (1 + κ)

Ω

∣
∣
∣
∣
∣
∣

1, 1

0, 0, 1 + k





]

, (24)

where




a

b



 = a!
b!(a−b)!

, andG(·) denotes the Meijer’sG-function [17, Eq. (9.301)].

Lemma 1. For the high- and low-SNR regimes, the higher-order capacity statistics of spectrum

aggregation systems over i.i.d.κ-µ fading channels can be respectively expressed as

Λ∞
n =

1

eµMκlnn2

∞∑

i=0

(µκM)i

i!Γ (µM + i)

(
µ (1 + κ)

Ω

)µM+i

×Q

(

µM + i− 1,
µ (1 + κ)

Ω
, n

)

, (25)

Λγ→0
n =

n!

eµMκlnn2

∞∑

k=0

Sn
k+n

(k + n)!

Γ (k + n+ µM)

Γ (µM)

×
(

Ω

µ (1 + κ)

)n+k

1F1 (k + n+ µM ;µM ;µκM) , (26)
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whereSn
m is the Stirling number of the first kind [17, Eq. (9.740)], andthe auxiliary function

Q(·) is given by(49) in the Appendix. B.

Proof: By taking large values ofγ in (17) and using (2), the higher-order capacity is given

by

Λ∞
n =

µM(1 + κ)
µM+1

2

eµMκκ
µM−1

2 (ΩM)
µM+1

2 lnn2

∞∑

i=0

1

i!Γ (µM + i)

×
(

µ

√

κ (1 + κ)M

Ω

)µM+2i−1

×
∫ ∞

0

lnn (γ) γµM+i−1e−
µ(1+κ)

Ω
γdγ. (27)

With the aid of [23, Eq. (2.5.1.7)], the integral in (27) can be calculated as

Λ∞
n =

µM(1 + κ)
µM+1

2

eµMκκ
µM−1

2 (ΩM)
µM+1

2 lnn2

×
∞∑

i=0

1

i!Γ (µM + i)

(

µ

√

κ (1 + κ)M

Ω

)µM+2i−1

× dn

dan

(
Γ (a+ 1)

(µ (1 + κ) /Ω)a+1

)

a=µM+i−1

. (28)

Then, the high-SNR HOS (25) can be derived by using (49) and after some algebraic manipu-

lation.

Moreover, the low-SNR HOS can be obtained by takingρ → 0, and using the well-known

expansion of the logarithm function as [17, Eq. (9.741.2)]

lnn (1 + z) = n!
∞∑

k=0

Sn
k+n

zk+n

(k + n)!
, z → 0 (29)
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Substituting (29) into (17), and with the aid of (2) and (17),we derive the low-SNR HOS as

Λγ→0
n =

µM(1 + κ)
µM+1

2 n!

eµMκκ
µM−1

2 (ΩM)
µM+1

2 lnn2

∞∑

k=0

Sn
k+n

(k + n)!

×
∫ ∞

0

γk+n+µM−1
2 exp

(

−µ (1 + κ) γ

Ω

)

× IµM−1

(

2µ

√

κ (1 + κ)Mγ

Ω

)

dγ. (30)

To evaluate the integral in (30), we can utilize the following identity [24, Eq. (3.15.2.5)]
∫ ∞

0

xq exp (−px) Iv
(
a
√
x
)
dx =

Γ (q+v/2+1)

Γ (v + 1)

(a/2)v

pq+v/2+1
1F1

(

q+
v

2
+1; v+1;

a2

4p

)

. (31)

Finally, we arrive at the desired result in (26) after some basic algebra.

Note that the auxiliary functionQ(·) can apply for arbitrary positive real values ofµ, so the

asymptotical results are generalized. It is easy to see from(25) and (26) that the HOS of the

channel capacity is an increasing function in the average SNR Ω andM .

Theorem 2. The higher-order capacity statistics of spectrum aggregation systems over i.n.i.d.

κ-µ fading channels can be expressed as

Λn =
1

(2β)U lnn2

∞∑

k=0

ck

k∑

q=0

(−k)q
q!Γ (U + q)

(
U

2βξ

)q

× J

(

q + U,
1

2β
, n

)

. (32)

Proof: The proof is readily completed by taking (3) into (17), and using (47).

Lemma 2. For the high- and low-SNR regime, the higher-order capacitystatistics of spectrum
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aggregation systems over i.n.i.d.κ-µ fading channels can be expressed as

Λ∞
n =

1

(2β)U lnn2

∞∑

k=0

ck

k∑

q=0

(−k)q
q!Γ (U + q)

(
U

2βξ

)q

×Q

(

q + U − 1,
1

2β
, n

)

, (33)

Λγ→0
n =

n!

lnn2

∞∑

k=0

ck

k∑

q=0

(−k)q
q!Γ (U + q)

(
U

ξ

)q

×
∞∑

p=0

Sn
p+nΓ (U + q + p+ n)

(p+ n)!(2β)−(p+n)
. (34)

Proof: With the help of [17, Eq. (3.351.3)], the proof can be completed by following similar

steps in Lemma 1.

Note that the low-SNR HOS of the channel capacity (34) is given in terms of simple elementary

functions. Therefore, we can obtain the implication that the HOS is an increasing function inU .

B. κ-µ shadowed fading channels

Now, we move on to consider the higher-order capacity statistics for κ-µ shadowed fading

channels. As a first step, the case of i.i.d.κ-µ shadowed fading channel is investigated.

Theorem 3. The higher-order capacity statistics of spectrum aggregation systems over i.i.d.κ-µ

shadowed fading channels can be expressed as

Λn =

(
µM (1 + κ)

γ̄

)µM(
m

m+ κµ

)mM
1

Γ (µM)lnn2

×
∞∑

q=0

(mM)q

(
Mµ2κ(1+κ)
(µκ+m)γ̄

)q

(µM)qq!

× J

(

q + µM,
µM (1 + κ)

γ̄
, n

)

. (35)

Proof: This result is a direct consequence of taking (10) into (17),and using (47).

Lemma 3. For the high- and low-SNR regimes, the higher-order capacity statistics of spectrum
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aggregation systems over i.i.d.κ-µ shadowed fading channels can be expressed as

Λ∞
n =

(
µM (1 + κ)

γ̄

)µM(
m

m+ κµ

)mM
1

Γ (µM)lnn2

×
∞∑

q=0

(mM)q

(
Mµ2κ(1+κ)
(µκ+m)γ̄

)q

(µM)qq!

×Q

(

q + µM − 1,
µM (1 + κ)

γ̄
, n

)

, (36)

Λγ→0
n =

(
m

m+ κµ

)mM
n!

Γ (µM)
∞∑

k=0

Sn
k+n

(k + n)!

Γ (k + n + µM)

(µM (1 + κ) /γ̄)k+n

× 2F1

(

mM, k + n+ µM ;µM ;
µκ

µκ+m

)

. (37)

Proof: We can obtain (36) by following similar steps in Theorem 3. While for the case of

the low-SNR regime, the integral identity [24, Eq. (3.35.1.2)]
∫ ∞

0

xqe−px
1F1 (a, b;ωx) dx =

Γ (q+1)

pq+1
2F1

(

a, q+1; b;
ω

p

)

(38)

should be invoked. Note that condition on the arguments of (38), p > 0, p > ω, andq > −1, is

satisfied.

Considering the case where the frequency bands are correlated, we present the following

theorem.

Theorem 4. The higher-order capacity statistics of spectrum aggregation systems over correlated

κ-µ shadowed fading channels can be expressed as

Λn =
A

lnn2

(
η

γ̄

)U ∞∑

k=0

Dk

∞∑

q=0

(mM + k)q
(U)qq!

(
η

γ̄ (1 + λ−1)

)q

× J

(

q + U,
η

γ̄
, n

)

. (39)

Proof: The proof can be completed by following similar steps in Theorem 1.

We note from (39) that the HOS of the channel capacity is an increasing function in the

number of frequency bandsM and shadowing parameterm and as such it obtains its maximum
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value form → ∞.

Lemma 4. For the high- and low-SNR regimes, the higher-order capacity statistics of spectrum

aggregation systems over correlatedκ-µ shadowed fading channels can be expressed as

Λ∞
n =

A

lnn2

(
η

γ̄

)U ∞∑

k=0

Dk

∞∑

q=0

(mM+k)q
(U)qq!

(
η

γ̄ (1+λ−1)

)q

×Q

(

q + U − 1,
η

γ̄
, n

)

, (40)

Λγ→0
n = An!

∞∑

k=0

∞∑

p=0

Sn
p+nDk

(p+ n)!

Γ (p+ n+ µM)

(η/γ̄)p+n

× 2F1

(

mM + k, U + p+ n; , U ;
1

1 + λ−1

)

. (41)

Proof: The proof concludes by following a similar line of reasoningas in Lemma 3.

According to Lemma 4, a higherλ increases the HOS of the channel capacity. This is

anticipated, since larger values ofλ reduce the correlation between frequency bands, making

receiver signal more stronger.

C. Practical Implementation of HOS

To evaluate the performance of spectrum aggregation systems, several important measures will

in discussed by using the HOS of the channel capacity presented above. These measures can

also serve as useful tools for the design of practical dispersed spectrum cognitive radio (DS-CR)

systems. First of all, the amount of fading (AoF) of the channel capacity or the so called fading

figure is defined as the ratio of variance to the square ergodiccapacity asAoF = Λ2

Λ2
1
− 1 [7].

The variance of the channel capacity is denoted byvar = Λ2 − Λ2
1 to describe how far the

channel capacity lies from the ergodic capacity. Its normalization with respect to the ergodic

capacity,AoD =
Λ2−Λ2

1

Λ1
, is called the amount of dispersion (AoD). Furthermore, we can define the

reliability percentage of the signal throughput asR = 100(1−AoD). For good channel quality,

AoD approaches to zero andR → 100. In addition, the skewness is a metric of the degree

of asymmetry for the distribution of the channel capacity asS =
Λ3−Λ3

1
√

(Λ2−Λ2
1)

3 . For symmetric

distributions,S = 0, while S < 0 denotes the distribution is skewed to the left. In addition,

the kurtosis corresponds to the degree of peakedness of the channel capacity around the ergodic
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capacity asK =
Λ4−Λ4

1

(Λ2−Λ2
1)

2 . Within this context, it is worth mentioning that these important

statistical metrics of the channel capacity can be also efficiently and accurately computed by

using the HOS expressions.

IV. NUMERICAL RESULTS

In this section, we present various performance evaluationresults using the HOS of the

channel capacity expressions presented in Sections III forspectrum aggregation systems operating

over κ-µ and κ-µ shadowed fading channels, respectively. To validate the accuracy of the

aforementioned expressions, comparisons with complementary Monte-Carlo simulated results

with 106 realizations of random variables are also included in thesefigures. We use the approaches

presented in [18] and [25] to generate random variables fromthe squaredκ-µ andκ-µ shadowed

distributions, respectively. The impact of system and fading parameters on the HOS performance

of spectrum aggregation systems are discussed in detailed.

A. Convergence of Derived Results

Since the derived results are given in sum of infinite series,we prove the convergence of

the derived results by truncating the appropriate series expressions to achieve an accuracy up

to the fifth-significant digit (e.g.,Pe ≤ 10−5). Table I investigates the impact of the number

of moments and fading parametersκ and µ on the convergence of the HOS of the channel

capacity forM = 3. It can be seen from Table I that all infinite series rapidly converged with

the speed of convergence for the scenarios of interest. Moreover, the number of terms increases

with increasingκ, µ and average SNRΩ, while µ has a noticeable impact on the convergence.

For high-SNR regimes, the required number of terms for ergodic capacity (n = 1) is less than

the case of the 4-th statistical moment. However, only a relatively small number of terms is

required for the desired accuracy. For the worst case ofn = 4, Ω = 10 dB, κ = 1, andµ = 2,

the maximum number of terms is 23.

For correlatedκ-µ shadowed fading channels, the effect of correlation coefficient ρ on the

convergence has been studied in Table IV-A. It is clear that the derived results are rapidly

converged with less than 40 terms of infinite series. Note that asρ reduces, the required number

of terms decreases. Furthermore, the computation time of derived analytical results is much less

than the one of simulations. For example, we spend less than 20 seconds to calculate (19) by
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TABLE I
NUMBER OF REQUIRED TERMS FORCONVERGENCE OF THEHOS OF THE CHANNEL CAPACITY FOR SPECTRUM

AGGREGATIONSYSTEMS OVER I.I .D. κ-µ FADING CHANNELS WITH Pe ≤ 10−5 , AND M = 3

SNR
n = 1 n = 4

κ = 1 κ = 1 κ = 2 κ = 1 κ = 1 κ = 2
µ = 1 µ = 2 µ = 1 µ = 1 µ = 2 µ = 1

-10 11 18 17 11 20 16
0 12 19 18 15 21 20
10 13 19 18 16 23 21

TABLE II
NUMBER OF REQUIRED TERMS FORCONVERGENCE OF THEHOS OF THE CHANNEL CAPACITY FOR SPECTRUM

AGGREGATIONSYSTEMS OVER CORRELATEDκ-µ SHADOWED FADING CHANNELS WITH Pe ≤ 10−3 , M = 2, κ1 = 1,
κ2 = 5, µ1 = 1, µ2 = 2, AND m = 1.

SNR
n = 1 n = 2

ρ=0.9 ρ=0.5 ρ=0.1 ρ=0.9 ρ=0.5 ρ=0.1

-10 35 20 18 38 36 30
0 30 16 15 33 32 24
10 26 13 12 29 27 20

using MATHEMATICA, while the simulation costs more than 230seconds to derive the same

result. Note that other cases have similar fact of converging steadily and rapidly, and requiring

little computational effort, which are validated by our conducted numerical experiments.

B. Performance Analysis

For spectrum aggregation systems over i.i.d.κ-µ fading channels, the simulated, analytical

(19), and asymptotic (25), (26) HOS of the channel capacity are plotted against the average SNR

Ω in Fig. 2. As seen, the analytical results perfectly match the Monte-Carlo simulations. Clearly,

the high-SNR approximations are sufficiently tight and become exact even at moderate SNR

values, while a precise agreement between the exact and low-SNR results can be observed. This

implies that they can efficiently predict the HOS of the channel capacity over a wide SNR range.

Moreover, the gap between the corresponding curves increases asn increases which means the

high-SNR approximation is more accurate for low order statistics (e.g., ergodic capacity). It is

also clear from Fig. 2 that the HOS curves get closer to each other almost around -6 dB, which

determines the boundary of the high- and low-SNR regimes. Base on the interesting finding of
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Fig. 2. Simulated, analytical, and asymptotic HOS of the channel capacity against the average SNR for spectrum aggregation
systems over i.i.d.κ-µ fading channels (κ = 1, µ = 1, andM = 3).
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Fig. 3. Amount of dispersion of the channel capacity againstthe average SNR for spectrum aggregation systems over i.n.i.d.
κ-µ fading channels (Ω2 = Ω3 = 1 dB, κ1 = 2.5, κ2 = 3.5, κ3 = 4.75, andµ1 = 1, µ2 = 1, µ3 = 2).

Λn = 1 at around -6 dB, we can simply model the HOS of the channel capacity asΛn ≈ Λn
1 . Due

to thenth power of the ergodic capacity, the behavior of the HOS of capacity is different in the

high- and low-SNR regimes, respectively. Furthermore, thecrossing point will be shifted toward

left, and therefore, the ergodic capacity increasing if increasing the values of fading parameters

(e.g.,κ andµ) of each frequency band.

The effect of the number of frequency bandsM on the AoD performance of spectrum
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Fig. 4. Amount of fading of the channel capacity against the average SNR for spectrum aggregation systems over i.i.d.κ-µ
shadowed fading channels (κ = µ = 2 andm = 1).

aggregation systems over i.n.i.d.κ-µ fading channels is shown in Fig. 3. One can notice that

the AoD appears to increase for low and moderate SNRs, while it begins to decrease for the

high-SNR regime for all cases. Furthermore, it can be seen from the Fig. 3 that the AoD plot

becomes peaky at around 9 dB forM = 3, while the AoD reaches its highest value around 6 dB

for M = 1. With respect to the reliability percentage of the spectrumaggregation system, the

transmit SNR should be chosen greater than the SNR for which the AoD peaks. For example,

for the case ofM = 3, the maximum AoD is 0.1919 and the reliability percentage is90.81%,

which means that the average SNR must be chosen equal to or greater than 9 dB in order

to reach at least 90.81% reliable transmission. Moreover, the gap between different number of

bandsM decreases at high SNRs which implies that the fading effect becomes less pronounced

as anticipated.

Figure 4 depicts the AoF of the channel capacity for spectrumaggregation systems over i.i.d.

κ-µ shadowed fading channels as a function of average SNR per band γ̄ for different sets of

frequency bandsM . It is clear that the AoF decreases drastically as the value of γ̄ increases. At

low SNRs, the AoF performance of the spectrum aggregation system is significantly improved

with increasing the value of frequency bands andM . For example, the AoF is 0.665 for the

case ofM = 1 at -10 dB, while it reduces to 0.148 forM = 3. Therefore, we can use more

frequency bands to combat the low SNRs of fading channels.

March 6, 2018 DRAFT



20

-10 -8 -6 -4 -2 0 2 4 6 8 10
Average SNR γ̄, [dB]

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

A
m
ou

n
t
of

F
ad

in
g
(A

oF
)

m=1, κ=1, µ=1
m=1, κ=1, µ=2
m=1, κ=3, µ=2
m=2, κ=1, µ=1
m=2, κ=1, µ=2

Fig. 5. Amount of fading of the channel capacity against the average SNR for spectrum aggregation systems over i.i.d.κ-µ
shadowed fading channels (M = 2).

The effect of fading parametersκ, µ andm on the AoF of the channel capacity for spectrum

aggregation systems over i.i.d.κ-µ shadowed fading channels are further investigated in Fig.

5. As indicated by analysis in Section III, the AoF decreaseswith a smaller value ofκ (more

power of LoS components) and a higher value ofµ (more power of clusters), where the fading

channel becomes less deterministic. This finding reveals that more scattered waves are beneficial

for improved AoF. One can also notice the increase of the AoF can be obtained for decreasing

the shadowing parameterm, especially for low SNRs. For example, the value of AoF is 0.275

for the case ofm = 1, κ = 1, µ = 2 and γ̄ = −10 dB, while it reduces to 0.228 for the case of

m = 2, κ = 1, µ = 2 and γ̄ = −10 dB. The impact of fading appears to be particularly critical

for low SNRs, while in the high-SNR regime its impact is relatively reduced.

In Figs. 6 and 7, Skewness and Kurtosis statistics are plotted against the average SNR

Ω, respectively. We consider correlatedκ-µ shadowed fading channels with three exponential

correlation modelsρpq = ρ|p−q|, whereρ = 0.1, 0.5, 0.9. It is clear to see from Figs. 6 and 7 that

the skewness and the kurtosis increases as average SNR of each frequency bandΩ increases

and/orρ decreases, showing that the pdf of the channel capacity becomes more spiky with heavy

tails and asymmetric. More importantly, the gap between thecorresponding curves decreases as

ρ decreases which implies that its effect becomes less pronounced.
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Fig. 6. Skewness of the channel capacity against the averageSNR for spectrum aggregation systems over correlatedκ-µ
shadowed fading channels (M = 3, κi = 1, µi = 2, andm = 1).
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Fig. 7. Kurtosis of the channel capacity against the averageSNR for spectrum aggregation systems over correlatedκ-µ
shadowed fading channels (M = 3, κi = 1, µi = 2, andm = 1).

V. CONCLUSION

In this paper, we investigate the performance of spectrum aggregation systems over generalized

fading channels. In particular, we consider two recently proposed generalized fading models,

namelyκ-µ and κ-µ shadowed, which can model propagation phenomena involvingLoS and

composite fading environments, respectively. Novel and exact expressions for the HOS of the

channel capacity of spectrum aggregation systems are derived. Our derived expressions can
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extend and complement existing results on classical fadingmodels. Furthermore, we deduce

simple HOS expressions for the asymptotically low- and high-SNR regimes. Note that all infinite

series can be computationally efficient, accurate, and requires only a relative small number of

terms for yielding accurate results. Important performance metrics, such as ergodic capacity,

variance, AoF, AoD, skewness, and kurtosis, are also derived to show the effects of system and

fading parameters on spectrum aggregation systems. Finally, extensive Monte-Carlo simulations

verify the accuracy of the analytical expressions and the tightness of the high- and low-SNR

bounds. The proposed analysis is useful for the spectrum aggregation system design engineer

for performance evaluation purposes.

APPENDIX

A. A Useful Integral Identity

Let us consider an integral in the form of

Θδ (a, b) =

∫ ∞

0

(1 + x)δxa−1e−bxdx, (42)

wherea ∈ N, b > 0, andδ ∈ C. With the help of [26, Eq. (39)], (42) can be also expressed as

Θδ (a, b) = Γ (a)U (a, a+ δ + 1; b)

= eb
a−1∑

k=0




a− 1

k




(−1)a−k−1

bδ+k+1
Γ (δ + k + 1, b) (43)

whereU(·) denotes the Tricomi hypergeometric function [27, Eq. (13.1.3)], andΓ(·, ·) is the

upper complementary incomplete gamma function [17, Eq. (8.350.2)]. By using Leibniz’s rule
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[17], thenth order derivative of (43) can be evaluated as

dnΘδ (a, b)

dαn

∣
∣
∣
∣
α=δ+k+1

= eb
a−1∑

k=0




a− 1

k




(−1)a−k−1

bδ+k+1

×
n∑

p=0




n

p



 lnn−p

(
1

b

){
dnΓ (α, b)

dαn

∣
∣
∣
∣
α=δ+k+1

}

(44)

= n!eb
a−1∑

k=0




a− 1

k




(−1)a−k−1

bδ+k+1

×Gn+2,0
n+1,n+2







b

∣
∣
∣
∣
∣
∣
∣
∣
∣

n+1 1′s
︷ ︸︸ ︷

1, 1, · · · , 1
0, 0, · · · , 0
︸ ︷︷ ︸

n+1 0′s

, δ + k








, (45)

From (44) to (45), we have used the differentiation identity[19, Eq. (06.06.20.0013.01)] and

performed some algebraic manipulations.

Based on (42), thenth order derivative ofΘδ (a, b) can alternatively be given by

Jδ (a, b, n) =

∫ ∞

0

(1 + x)δlnn (1 + x) xa−1e−bxdx. (46)

By substitutingδ = 1 into (45), we can derive the auxiliary functionJ (a, b, n) as

J (a, b, n) = n!eb
a−1∑

k=0

[

(−1)a−k−1




a− 1

k



 b−1−k

×Gn+2,0
n+1,n+2







b

∣
∣
∣
∣
∣
∣
∣
∣
∣

n+1 1′s
︷ ︸︸ ︷

1, 1, · · · , 1
0, 0, · · · , 0
︸ ︷︷ ︸

n+1 0′s

, 1 + k








]

. (47)
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B. High-Order Differentiation

With the help of Leibniz’s rule [17], thenth differentiation of the product of the gamma

function and the power functions can be expressed as

Q (a, b, n) =
dn

dan

(
Γ (a+ 1)

ba+1

)

=
n∑

k=0




n

k




(−1)n−klnn−k (b)

ba+1

dkΓ (a+ 1)

dak
. (48)

Utilizing the high-order differentiation of the gamma function [5, Eq. (10)], we can derive

Q (a, b, n) =

n∑

k=0




n

k




(−1)n−klnn−k (b) k!

ba+1

×
(

Gk+2,0
k+1,k+2







1

∣
∣
∣
∣
∣
∣
∣
∣
∣

k+1 1′s
︷ ︸︸ ︷

1, 1, · · · , 1
1 + a, 0, 0, · · · , 0

︸ ︷︷ ︸

k+1 0′s








+ (−1)kG1,k+1
k+1,k+2







1

∣
∣
∣
∣
∣
∣
∣
∣
∣

k+1 1′s
︷ ︸︸ ︷

1, 1, · · · , 1
1 + a, 0, 0, · · · , 0

︸ ︷︷ ︸

k+1 0′s








)

. (49)
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[20] A. Castaño-Martı́nez and F. López-Blázquez, “Distribution of a sum of weighted noncentral chi-square variables,” Test,

vol. 14, no. 2, pp. 397–415, Dec. 2005.

[21] M. R. Bhatnagar, “On the sum of correlated squaredκ-µ shadowed random variables and its application to performance

analysis of MRC,”IEEE Trans. Veh. Technol., vol. 64, no. 6, pp. 2678–2684, Jun. 2015.

[22] N. M. Steen, G. D. Byrne, and E. M. Gelbard, “Gaussian quadratures for the integrals
∫

∞

0
e−x2

f(x)dx and
∫ b

0
e−x2

f(x)dx,” Mathematics of Computation, vol. 23, no. 107, pp. 661–671, 1969.

[23] A. P. Prudnikov, I. U. A. Brychkov, and O. I. Marichev,Integrals and Series, Volume 3: More Special Functions. Gordon

and Breach, 1990.

[24] ——, Integrals and Series, Volume 4: Direct Laplace Transforms. Gordon and Breach, 1992.

[25] L. Moreno-Pozas, F. J. Lopez-Martinez, J. Paris, and E.Martos-Naya, “Theκ-µ shadowed fading model: Unifying the

κ-µ andη-µ distributions,” IEEE Trans. Veh. Technol., 2016.

[26] M. Kang and M. S. Alouini, “Capacity of MIMO Rician channels,” IEEE Trans. Wireless Commun., vol. 5, no. 1, pp.

112–122, Jan. 2006.

[27] M. Abramowitz and I. A. Stegun,Handbook of Mathematical Functions with Formulas, Graphs,and Mathematical Tables,

9th ed. Dover, 1964.

March 6, 2018 DRAFT

http://functions.wolfram.com

	I Introduction
	II System and Channel Model
	II-A - fading channels
	II-B - shadowed fading channels

	III Higher-Order Capacity Statistics
	III-A - fading channels
	III-B - shadowed fading channels
	III-C Practical Implementation of HOS

	IV Numerical Results
	IV-A Convergence of Derived Results
	IV-B Performance Analysis

	V Conclusion
	V-A A Useful Integral Identity
	V-B High-Order Differentiation

	References

