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Linear Transceiver Designs for MIMO Indoor
Visible Light Communications Under

Lighting Constraints
Rui Wang, Member, IEEE, Qian Gao, Jiayi You, Erwu Liu, Senior Member, IEEE,

Ping Wang, Zhengyuan Xu, and Yingbo Hua, Fellow, IEEE

Abstract— In this paper, we study linear transceiver designs
for indoor visible light communications (VLCs) with multi-
ple light emitting diodes (LEDs). Specifically, we investigate
VLCs including white emitting diodes and VLCs including
red/green/blue (RGB) LEDs. The transmitter precoding and the
offset are jointly designed by considering certain key practical
lighting constraints, such as optical power, non-negativeness,
and color illumination. Various non-convex transceiver design
problems are formulated aiming to minimize total mean-square-
error to improve transmission reliability. We show that for
multi-input single-output white VLCs, the optimal precoding
reduces to a simple LED selection strategy. For multi-input multi-
output (MIMO) white VLCs, we prove that the optimization
problem with multiple constraints can be equivalently simplified
to a problem with single constraint, which enables us to propose
efficient algorithms to search local optimal solutions. For MIMO
RGB VLCs, by using certain useful transformations, we show
that the precoding design is equivalent to covariance matrix
design of transmit signals, which can be further transformed
to a convex optimization problem. To develop an algorithm to
find the optimal solution, we derive the optimal structure of
the covariance matrix and show that the optimal solution can
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be obtained via a water-filling approach. Extensive simulation
results are provided to verify the performance of the proposed
designs.

Index Terms— Visible light communication, transceiver design,
convex optimization.

I. INTRODUCTION

IN RECENT years, both academia and industry have shown
increasing interests in the indoor visible light communica-

tions (VLCs). By taking advantage of massive deployments
of light emitting diodes (LEDs), VLCs are expected to offer a
potential solution to achieve a high speed wireless communi-
cation. Compared to traditional wireless radio-frequency (RF)
communications, VLCs have been considered as a promis-
ing technique to alleviate the current challenges resulted by
spectrum scarcity to enhance wireless transmission capacities,
especially in indoor environments [2]–[5]. VLC has been
standardized for wireless personal area networks (WPANs) in
IEEE 802.15.7 [6] and multiple VLC transmission strategies
have been proposed recently [7], [8].

In VLC systems, the signal waveforms are modulated
directly as intensities which are then captured by either
photodiodes (PDs) or imaging sensors at receivers. This new
transmission paradigm makes the VLCs quite different from
the RF communications. In particular, among the differences,
the most important one is that the transmit signals in VLCs
should be real and positive. Also, a good VLC system is
required to be flicker-free, and satisfy specific lighting con-
straints such as color-rendering index (CRI) and luminous
efficacy rate (LER) [5], [9]. It is noteworthy that these
differences between VLCs and RF communications signifi-
cantly affect the system designs of VLCs, especially in the
physical layer. Despite these notable differences, advanced
physical-layer techniques initially proposed for RF commu-
nications have already been modified to apply to VLCs.
For example, the orthogonal frequency division multiplex-
ing (OFDM) technique has been applied to VLC with certain
non-straightforward modifications [10]–[12]. In [13]–[15], the
authors studied the constellation designs for multi-carrier VLC
systems by considering the power and lighting constraints with
an aim to maximize the minimum distance between arbitrary
two constellation symbols. In [16], the authors developed a
framework for LED-based VLC systems for the transmis-
sion power and rate optimization by considering the lighting
constraints.

0090-6778 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Another advanced technique which may potentially enhance
the communication capacity and improve the reliability of
the VLCs is multi-input multi-output (MIMO) [15], [17]–[22].
It can be realized by deploying an array of white color
LEDs or an array of red/green/blue (RGB) LEDs at the
transmitter. The authors in [15] studied two limiting cases of
receiver types, i.e., non-imaging and imaging MIMO systems.
Corresponding channel structure and simple receiver design
were also discussed in [15]. Then in [17]–[22], the MIMO
transceiver is optimized to improve the system performance.
Specifically, in [17], the power and the positive offset are
jointly designed to improve the spectral efficiency by taking
bit-error-rate requirement, nonnegativity constraint and sum
optical power constraint of the transmit signals. The authors
in [18] investigated a joint precoding matrix and receiving
matrix design via a convergence guaranteed iterative algorithm
by considering the positive constraint on the transmit signals
into account. In [19]–[22], a multi-user downlink channel
was considered and the corresponding precoding design were
optimized. Particularly, in [19]–[21], the authors imposed the
zero-forcing structure on the precoding matrix. In [22], the
authors considered a two-user broadcast downlink channel and
assumed that single data stream was desired by each receiver.
In this case, the optimal beamformers in [22] can be obtained
via a relaxed semidefinite programming problem.

In this paper, we study transceiver design for VLCs with an
array of white color LEDs or an array of RGB color LEDs. The
transmit precoding and the offset are jointly designed with an
aim to minimize the total mean square-error (MSE) by taking
certain key practical lighting constraints like optical power
and non-negativeness constraints into account. In particular,
the color illumination constraint is further considered for RGB
color VLC system. It is noteworthy that since we consider a
multiple-data-stream transmission, the joint design problems
considered in our work are in general more complex than
the single-data-stream transmission in [19]–[22]. Unlike [18],
we consider more practical lighting constraints which make
our design more challenging. Furthermore, unlike [17]
and [19]–[21], our designs include the case where no subopti-
mal structure is assumed for the transmit precoding matrix.
The main contributions of this work are summarized as
follows.

• Different non-convex transceiver design problems are
formulated aiming to minimize the total MSE;

• We show that for MISO white color VLCs, the opti-
mal precoding reduces to a simple LED selection
strategy;

• For the MIMO white color VLC, we prove that the
optimization problem with multiple constraints can be
equivalently simplified to a problem with single con-
straint, which enables us to develop efficient algorithms
to search local optimal solutions;

• For the MIMO RGB VLCs, by using certain useful
transformations, we show that the precoding design is
equivalent to the covariance matrix design of transmit
signals, which can be further transformed to a convex
optimization problem. To find optimal solution, we derive
the optimal structure of the covariance matrix and show

that the optimal solution can be obtained via water-filling
approach.

The rest of the paper is organized as follows. In Section II,
we present the system model. The joint precoding and off-
set desgin for the MIMO white color VLC is considered
in Section III. The joint precoding and offset desgin for the
MIMO RGB color VLC is considered in Section IV. Simu-
lation results are provided in Section V. Finally, we conclude
the paper in Section VI.

Notations: E(·) denotes the expectation operator. Super-
scripts AT , A∗, and AH denote the transpose, conjugate, and
conjugate transpose of matrix A, respectively. Tr(A), A−1,
det(A), and Rank(A) stand for the trace, inverse, determinant,
and rank of A, respectively. Diag(a) denotes a diagonal matrix
with a being its diagonal entries. 0 and I denote the zero and
identity matrices, respectively. The distribution of a circular
symmetric complex Gaussian vector with mean vector x and
covariance matrix � is denoted by C N(x,�). R

x×y denotes
the space of real x × y matrices. A � 0 implies that matrix A
is a semidefinite positive matrix. ||·||l denotes l-norm. abs(·)
denotes the absolute value.

II. SYSTEM MODEL

In this section, we present the channel models of the
MIMO white VLC system and the MIMO RGB VLC system.
The corresponding joint precoding and offset optimization
problems are also formulated. The design solutions of two
VLC systems are presented in Section IV and Section III,
respectively. We will observe that the design for the RGB
VLC system is more challenging than the one for the white
VLC system, as we need to put a special color illumination
constraint on the power allocation among the red, green, and
blue color bands to avoid color shift.

A. MIMO White VLC

Consider an optical wireless MIMO system with Nt transmit
LEDs and Nr receive PDs. The received signal at the receiver
y = [y1, y2, · · · , yNr ] can be written as

y = Hx + n, (1)

where H ∈ R
Nr ×Nt denotes the channel matrix, n denotes

the narrow-band additive Gaussian noise (AWGN) following
the distribution of N (0, σ 2I). The transmitted signal x =
[x1, x2, · · · , xNt ] can be represented as

x = Fd + b, (2)

where d = [d1, d2, · · · , dN ] with N being the number of
the transmit data streams is the output vector of a multi-
level pulse amplitude modulation (PAM) with zero mean,
i.e., E(d) = 0; b is a positive real offset vector to guarantee
the non-negativeness of the resulting intensity vector used to
modulate the lights, i.e., x ≥ 0. In addition, the constellation of
multi-level PAM is formed in the range of [−�,�], where 2�
is the maximum possible distance between two constellation
points. We assume that di is taken from one of a M-PAM
symbol with M = 2k and k is the number of bits per symbol.
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F ∈ R Nt ×N is the precoding matrix. With (2), the received
signal at the receiver can be represented as

y = HFd + Hb + n. (3)

At the receiver side, the term Hb is subtracted from y before
the equalization. After this subtraction, the communication
model can be written as

ỹ = HFd + n. (4)

Here, we assume that the linear minimum mean-square-
error (MMSE) equalizer W is used. The estimated symbols
by the MMSE equalizer can be expressed as follows

d̂ = W(y − Hb) = W(HFd + n). (5)

Assume E(ddT ) = D = Diag([D, D, · · · , D]) with
D = �2(M+1)

3(M−1) , The optimal W is

W = DFT HT
(

HFDFT HT + σ 2I
)−1

. (6)

The associated mean-square-error covariance matrix can be
written as

R = E

[
(d − d̂)(d − d̂)T

]
=

(
D−1 + 1

σ 2 FT HT HF
)−1

. (7)

Now we discuss the power constraint for VLC communica-
tion systems. Each element of the transmit signal vector x is
already a power value in the context of VLC. The averaged
power of x is hence given by

E(x) = E(Fd + b) = b. (8)

Let P be the total averaged transmission power. We set the
power constraint for our designs as

1T b ≤ P. (9)

Therefore, the overall optimization problem can be
formulated as

min
F,b

Tr

[(
D−1 + 1

σ 2 FT HT HF
)−1

]

s.t. 1T b ≤ P

b ≥ 0

Fd + b ≥ 0|d, ∀d (10)

B. MIMO RGB VLC

We consider a VLC system employing RGB LEDs to
transmit information. To be specific, in each color band, we
use Nt LEDs to transmit and use Nr PDs to receive. In this
case, if the elements in y are sorted by y = [yT

r , yT
g , yT

b ]T , the
received signal can be rewritten explicitly as

y =
⎡
⎣

yr

yg

yb

⎤
⎦ = Hrgb

⎡
⎣

xr

xg

xb

⎤
⎦ +

⎡
⎣

nr

ng

nb

⎤
⎦ , (11)

where Hrgb ∈ R
3Nr ×3Nt , ni , i = r, g, b, is addtive AWGN

following N (0, σ 2INr ). The detailed structure of Hrgb will be
given in Subsection V-A.

In (11), we denote the transmit signal x as x =
[xT

r , xT
g , xT

b ]T , which can also be represented as in (2) and the
corresponding d and b have forms of d = [dT

r , dT
g , dT

b ]T and
b = [bT

r , bT
g , bT

b ]T , respectively. Similarly to the white color
case, the non-negative constraint requires Fd + b ≥ 0. For the
power constraint, we consider both the total average power
across all LEDS and the color illumination requirements.
Denote the average optical power across all LEDs over a
long time as P and the average power splitting vector as
x̄ = [x̄r , x̄g, x̄b], where x̄i > 0, i = r, g, b, and x̄r +
x̄g + x̄b = 1. Here we assume that x̄r , x̄g , and x̄b are fixed
and determined by the illumination scheme, and color shift
is avoided when a proper illumination scheme is selected.
The physical meaning of element x̄i , i = {r, g, b}, can be
considered as the percentage of the total power we assign to
the signals modulated on color band i . We can thus write the
optical power and the color illumination requirements into a
single constraint since the following relation holds

E
[
J(Fd + b)

] = JFE[d] + Jb = Jb = P x̄, (12)

where by definition E(d) = 0 and J is a 3 × 3Nt selection
matrix in a form of

J =
⎡
⎣

11×Nt 01×Nt 01×Nt

01×Nt 11×Nt 01×Nt

01×Nt 01×Nt 11×Nt

⎤
⎦ . (13)

The inner product between each row of J and the vector b
sums up the intensities of the corresponding colored LEDs.
Then, the overall optimization problem for the multiple color
case can be summarized as

min
F,b

Tr

[(
D−1 + 1

σ 2 FT HT HF
)−1

]

s.t. b ≥ 0

Fd + b ≥ 0|d,∀d

Jb = P x̄ (14)

C. Channel Sate Information (CSI) Acquirement
and Impact of Imperfect CSI

In practical VLC systems, we assume that the channel is
estimated at the receiver by letting the transmitter send a
pilot known by the receiver. Then, the receiver feeds back
the estimated CSI to the transmitter. As compared to the
wireless communications, the channel in the VLC system
changes slowly. The feedback of the CSI from receiver to the
transmitter is not required to be updated very often.

It is noticed that in design problems (10) and (14), we
assume that the CSI is perfectly known. In practice, CSI uncer-
tainty is inherent in VLC systems due to the imperfect channel
estimation and capacity limitation of the feedback links. With
CSI errors, the designs we proposed in the following sections
cannot be directly used. In general, we need to include the
CSI errors in the design optimization problems (10) and (14)
based the type of errors, i.e., bounded by a norm set [32] or
known with the statistical information [18]. Considering the
CSI errors will make the designs more challenging. We admit
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that the joint design of beamforming and offset with channel
errors is an interesting research topic, but this is out of the
scope of this paper.

Before leaving this section, we provide some discussions on
the illumination issue of the precoding designs. Our designs
in (10) and (14) aim to improve the performance of data
transmission. Here we implicitly assume that the illumination
requirement is satisfied. In fact, we assume that the DC bias
is composed of two parts: the fixed part which is to guarantee
that the transmit LEDs are turned on and an adaptive part as is
optimized by our designs mainly for communications purpose
(i.e., the power P in (10) and (14)).

III. JOINT PRECODING AND OFFSET DESIGN FOR THE

MIMO WHITE VLC SYSTEMS

In this section, we present how to perform the joint pre-
coding and offset design for the MIMO white VLC system.
In particular, we show that the joint design reduces to a simple
LED selection scheme for the MISO white VLC system.

A. MIMO White VLC System

As noted before, the joint optimization problem in (10)
depends on specific transmit symbols in d. To enable our
design for arbitrary symbols, we in general need to try all
possible combinations of symbols, which will largely compli-
cate the joint design. However, here we actually only need
to consider the worst case where we require that the smallest
value in Fd + b is not less than zero. That is, the constraint
Fd + b ≥ 0|d,∀d is equivalent to b − abs(F)� ≥ 0 with
� = [�,�, · · · ,�]T . This changes (10) to

min
F,b

Tr

[(
D−1 + 1

σ 2 FT HT HF
)−1

]
(15a)

s.t. 1T b ≤ P (15b)

b ≥ 0 (15c)

b − abs(F)� ≥ 0 (15d)

Lemma 1: The optimization problem (15) is nonconvex with
respect to variables F and b.

Proof: Please refer to Appendix A. �
Due to the nonconvexity of (15), we propose two methods

in what follows to find the solution. Before that, we present
some properties of problem (15), which is helpful to simplify
the original design problem.

Lemma 2: In (15), the optimal solution must satisfy
b − abs(F)� = 0.

Proof: Denote by fi the i -th row of F. If at the optimal
solution, we have bn − abs(fn) > 0 where n ∈ S with S ⊆
{1, 2, · · · , N}. Then we can always extract some power from
bn with n ∈ S, and allocate this power to bn with n ∈ S̄ with
S̄ = {1, 2, · · · , N}\S. In this case, we update bn and F as
b̃n and F̃ = αF where α ≥ 1 is a positive value such that
b̃ − abs(F̃)� = 0. F̃ can be utilized to decrease the value of
objective, which contradicts the optimality assumption made
before. Lemma 2 is thus proven. �

Based on Lemma 2, the optimization problem (15) becomes

min
F,b

Tr

[(
D−1 + 1

σ 2 FT HT HF
)−1

]

s.t. 1T b ≤ P

b ≥ 0

b = abs(F)� (16)

which is equivalent to

min
F,b

Tr

[(
D−1 + 1

σ 2 FT HT HF
)−1

]

s.t. 1T abs(F)� ≤ P. (17)

Lemma 3: In (17), the optimal solution must satisfy
1T abs(F)� = P.

Proof: If the optimal F does not activate the constraint
in (17), we can always update F as βF with β ≥ 1 to activate
the constraint in (17) and reduce the value of the objective
function. This contradicts with the optimality assumption. �

Based on Lemma 2 and Lemma 3, the optimization
problem (17) is equivalent to

min
F

Tr

[(
cI + FT HT HF

)−1
]

s.t. 1T abs(F)1 = P

�
(18)

where c = σ 2

D . After solving (18), the optimal b is obtained
by b = abs(F)�.

Unlike the problem in RF communications [23], we have
a different power constraint here, which makes our problem
more challenging. In what follows, we propose two methods
to solve (18).

1) SVD Based Precoding Design: For point-to-point RF
communications, it has been proven in [23] that the optimal
structure of user precoding matrix can be determined by
performing the single value decomposition (SVD) on the
channel matrix. Here we borrow this idea by assuming that the
precoding matrix F has certain structure, which will simplify
the design problem (18). Denote SVD of channel matrix H as
H = UH DH VT

H , where DH = Diag
([dH,1, dH,2, · · · , dH,M ])

with M = min(Nt , Nr ), and UH and VH are two real
unitary matrices. In SVD based precoding, the total number
of transmitted data streams is N with N ≤ M . Further, we
assume that the source precoder has a structure of

F = V̄H DF , (19)

where DF = Diag([dF,1, dF,2, · · · , dF,N ]) and the columns
of V̄H correspond to N columns of VT with N largest
eigenvalues. Although the SVD based structure is optimal for
RF communication systems, it is not necessarily optimal in
VLC system as they have completely different system setups.
However, here we apply this structure as it has a clear physical
meaning, that is, it parallelizes the MIMO channel into a set
of parallel non-interference channels.
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Using the precoder structure given in (19), the optimization
problem (18) reduces to1

min
dF,i ,∀i

N∑
i=1

1

c + d2
H,id

2
F,i

s.t.
N∑

i=1

|dF,i |ai ≤ P

�
(20)

where ai = ||vH,i ||1 with vH,i being the i -th column of V̄H .
Note that in (20), the sign of dF,i does not affect either the
value of the objective function nor the constraints. Without
loss of generality, we assume dF,i ≥ 0 for all i . Then (20)
reduces to

min
dF,i ≥0

N∑
i=1

1

c + d2
H,i d

2
F,i

s.t.
N∑

i=1

dF,i ai ≤ P

�
. (21)

It can be observed that (21) is nonconvex as the objective
function is a nonconvex function. However, we can readily
prove that the objective function is monotonic. Moreover, the
feasible set constructed by the power constraint is a normal
set [27]. We thus conclude that the optimal solution of (21)
must be on the boundary of the feasible set. Based on this fact,
the optimal solution of (21) can be asymptotically found in
finite round of iterations with the technique of the monotonic
optimization [29], where the main idea is to iteratively use
the polyblock approximation to find a tight outbound of the
feasible set, then to get the approximate optimal solution.
In monotonic optimization, we first need to find a box [0, c]
to enclose the feasible set of (21). Here c can be chosen
as c = [ P

�, P
�, · · · , P

� ]. The second key step in monotonic
optimization is to find the projection of z outside of the
feasible set on the boundary of the feasible set, denoted
by πG(z), where G denotes the feasible set. Note that as the
feasible set constructed by the power constraint is actually
a simplex, the projection πG(z) reduces to find a scalar δ

to update z as δz such that
∑N

i=1 δai zi = P
� . δ can be

determined as

δ = P/�∑N
i=1 ai zi

. (22)

Further, to make the iterations converge, as shown in [29], we
need to optimize the modified problem with a shift of origin
given as

min
dF,i ≥1

N∑
i=1

1

c + (dH,i − 1)2d2
F,i

s.t.
N∑

i=1

(dF,i − 1)ai ≤ P

�
. (23)

Denote the feasible set in (23) by G, and specify the objec-
tive function as f (dF ) with dF = [dF,1, dF,2, · · · , dF,N ]T .

1It is noted that to reduce the precoder design in (18) to the power allocation
problem in (20), the range parameters D for different data streams should keep
the same.

Furthermore, the value of the objective function in the
k-th iteration is denoted as MSE[k], where index [k] denotes
the number of iteration. The overall algorithm based on
monotonic optimization [29] is summarized in Algorithm 1.

Algorithm 1
• Initialization Let the initial polyblock be box [0, b] that

encloses G. The vertex set T [0] = {b}. Let ε ≥ 0 be a
small positive value and set MSE[0] = −∞ and iteration
number k as k = 0.

• Repeat
– k = k + 1
– From vertex set T [k], find z[k] ∈ argmin{ f (z)|z ∈

T [k]}.
– Compute πG(z[k]), the projection of z[k] on the upper

boundary of G.
– if πG(z[k]) = z[k]
– Set the current best solution x̄[k] as x̄[k] = z[k] and

MSE[k] = f (z[k]).
– else
– If πG(z[k]) ∈ G and f (πG(z[k])) ≤ MSE[k−1], let

the current best solution x̄[k] = πG(z[k]). Otherwise,
x̄[k] = x̄[k−1] and MSE[k] = MSE[k−1].

– Let x = πG(z[k]) and T [k+1] = (T [k]\T∗) ∪ {vi =
v + (xi − vi )ei |v ∈ T∗, i ∈ {1, · · · , n}}, where T∗ =
{v ∈ Tk|v > x}.

– Remove from Tk+1 improper vertices.
– end if

• Until Tk+1 = ∅
• Let x∗ = x̄k and terminate the algorithm.

2) Subgradient Based Precoding Design: In the proposed
SVD based precoding design, we assume that the source
precoder has a specific structure so that the effective channel
becomes a set of parallel channels without inter-stream inter-
ference. This structure is not necessarily optimal here due to
the different power constraint from the RF communications.
In this subsection, we give a new precoding design algorithm
in which we do not impose any given precoder structure on F.
Specifically, we directly optimize the precoding matrix F. We
rewrite the optimization problem (18) as

min
F

f (F) = Tr

[(
cI + FT HT HF

)−1
]

s.t. ||F||1 ≤ P

�
. (24)

The equal constraint in problem (18) can be replaced by the
unequal one in (24) as the optimal value of (24) must activate
the 1-norm constraint. Here the change from (18) to (24)
enlarges the feasible region, which will facilitate us to develop
the following gradient based algorithm.

To deal with the optimization in (24), we next develop
a gradient projection (GP) algorithm. GP algorithm is a
generalization of the unconstrained steepest descent algorithm,
and in general converges faster then the conditional gradient
method. As the considered optimization is nonconvex, the GP
algorithm can only converge to a local suboptimal solution,
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the gap to the optimal solution depends on the choice of the
initial point. The general form of the GP algorithm is given
as follows

F[k+1] = F[k] + α[k](F̄[k] − F[k]), (25)

where F[k] is the updated precoding matrix in the k-th iteration,
α[k] ∈ (0, 1] is the step size used in the k-th iteration, and F̄[k]
is given by

F̄[k] = proj
[
F[k] − s[k]∇ f (F[k])

]
, (26)

where proj[·] denotes the projection onto the feasible set
of (24), and s[k] is a positive scalar. In (26), to obtain F̄[k],
we take a step −s[k]∇ f (F[k]) along the steepest descent, and
then project F[k] − s[k]∇ f (F[k]) onto the feasible set region
of (24), thereby obtaining the feasible matrix F̄[k]. Note that
as (25) can be rewritten by

F[k+1] = α[k]F̄[k] + (1 − α[k])F[k], (27)

we obtain that F[k+1] is always in the feasible region of (24)
due to the fact that the 1-norm constraint in (24) is convex.
Now the key steps in (25) and (26) are to derive the gradient
∇ f (F) and to conduct the projection proj[·] in (26). Using the
rules of ∂Tr(X−1A) = −Tr(X−1∂XX−1A), we have

∇ f (F) = −2HT HF
(

cI + FT HT HF
)−2

. (28)

s[k] and α[k] in (25) and (26) are scalars of the step size and
can be chosen according to the Armijo rule [28]. In this rule,
s[k] = s is a constant throughout the iterations, and α[k] = θmk ,
where mk is the minimal nonnegative integer that satisfies the
following inequality

f (F[k+1]) − f (F[k]) ≤ σθmk Tr
[
∇ f (F[k])T

(
F̄[k] − F[k])] ,

(29)

where σ and θ are constants, and σ is a parameter close to 0,
and θ a proper choice from 0.1 to 0.5 [28]. Now we consider
the projection process. Denote by G the convex feasible region
constructed by the constraint ||F||1 ≤ P

� . The projection is
actually equivalent to the following optimization problem

min
X

g(X) = ||Z − X||2F
s.t. X ∈ G (30)

where we assume Z = F[k] − s[k]∇ f (F[k]). Note that as
the objective function in (30) is convex, the optimal solution
in (30) can be efficiently found via interior point algorithm
etc. In addition, when Z ∈ G, the optimal solution of X
in (30) reduces to X = Z. For the nontrivial case, we try to
solve (30) by solving its dual problem, which will be shown to
have less complexity. Denote by λ the lagrangian coefficient
associated with the power constraint in (30) satisfying λ ≥ 0.
The lagrangian function can be denoted by

L = ||z − x||22 + λ(||x||1 − P

�
), (31)

where z = vec(Z) and x = vec(X). The Lagrange dual
function of (30) is readily obtained as

g(λ) = inf
x

L = inf
x

(
||z − x||22 + λ(||x||1 − P

�
)

)

= inf
x

(N Nt∑
k=1

(zk − xk)
2 + λ|xk | − λ

P

�

)
. (32)

For convenience, we define

gk(λ) = inf
xk

(zk − xk)
2 + λ|xk |. (33)

The solution of (33) is given as

x∗
k =

⎧⎪⎨
⎪⎩

zk + 1
2λ zk ≤ − 1

2λ

0 |zk | < 1
2λ

zk − 1
2λ zk ≥ 1

2λ,

(34)

which implies that

gk(λ) =
{

−( 1
2λ − |zk|)2 + z2

k λ ≤ 2|zk |
z2

k λ > 2|zk |. (35)

The dual problem of (30) can thus be written as

max
λ

g(λ) =
∑

k

gk(λ) − λ
P

�

s.t. λ ≥ 0 (36)

which is a concave optimization problem. To obtain the
solution, we first have

g′
k(λ) =

{
|zk | − 1

2λ λ ≤ 2|zk |
0 λ ≥ 2|zk |. (37)

If ||z||1 > P
� , the optimal λ is obtained as

λ∗ = max(0, λ̄), (38)

where λ̄ denotes the roof of the function of

g′(λ) =
∑

k

max(|zk| − 1

2
λ, 0) − P

�
. (39)

Sort the values of {|z1|, |z2|, · · · , |zN Nt |} as
{|z[1]|, |z[2]|, · · · , |z[N Nt ]|} and z[0] ≤ |z[1]| ≤ |z[2]| ≤
· · · ≤ |z[N Nt ]| with z[0] = 0, it is easy to verify that if
λ∗ �= 0, λ∗ must be in the interval of 2z[i] and 2z[i+1] where
index i makes g′(2|z[i]|) ≥ 0 and g′(|2z[i+1]|) ≤ 0. After
determining i , we have

λ∗ =
2
(∑N Nt

k=i+1 |z[k]| − P
�

)

N Nt − i
. (40)

B. MISO White VLC System

In this subsection, we consider a special case of the MIMO
white VLC systems where only the transmitter is equipped
with multiple LEDs, i.e., MISO white VLC system. In this
case, we assume that only one data stream is transmitted
from multiple transmit LEDs to achieve diversity gain. The
performance of the MISO VLC system is evaluated by the
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signal noise ratio (SNR) defined as SNR = |fT h|2
σ 2 . The

precoding design problem in (15) reduces to

max
f,b

|fT h|2
σ 2

s.t. 1T b ≤ P

b ≥ 0

b − abs(f)� ≥ 0. (41)

By taking a closer look at (41), we can find that at the optimal
solution, we have Sign(hi ) = Sign( fi ),∀i or Sign(hi ) =
−Sign( fi ),∀i . Otherwise, we can also change the signs of
corresponding fi to satisfy this condition and improve the
value of SNR. Also, we have bi = abs( fi )�, for ∀i , at
the optimal solution, otherwise we can increase abs( fi ) to
increase the value of the objective function in (41). Without
loss of generality, we assume that Sign(hi ) = Sign( fi ),∀i .
The optimization problem in (41) reduces to

max
f,b

|fT h|2

s.t. 1T abs(f) ≤ P

�
. (42)

Let f̄i = | fi | and h̄i = |hi |, the optimization problem in (42)
is equivalent to

max
f̄i

Nt∑
i=1

f̄i h̄i

s.t.
Nt∑

i=1

f̄i ≤ P

�
. (43)

Problem (43) is a linear programming problem, and its optimal
solution is given by

f̄ ∗
i =

{
P
�, i = arg maxk |hk |
0, other i,

(44)

which further implies that the optimal solution of (41) has a
form of

f ∗
i =

{
Sign(hi )

P
�, i = arg maxk |hk |

0, other i
(45)

and

b∗
i =

{
P, i = arg maxk |hk |
0, other i.

(46)

Unlike the RF case where the matched filter is the optimal
beamformer for the MISO channel, here the optimal beam-
former reduces to an LED selection scheme.

C. Complexity Analysis

In this section, we provide the complexity analysis of the
proposed designs and compare with the zero-forcing (ZF)
design [19]–[21]. In ZF precoding design, the computational
complexity lies in computing the matrix multiplication and
matrix inverse. According to the size of channel H, the
computational complexity can be denoted by O(2N2

r Nt +N3
r ).

The main computational complexity of proposed SVD based

design consists of computing the SVD decomposition and
the monotonic optimization. The computational complexity
of the former is O(Nr N2

t ) [30]. As monotonic optimiza-
tion is actually a polyblock approximation algorithm, the
computational complexity can be expressed as O(B( P

ε )N/c)
where ε is the accuracy, B , P , and C are constants related
to the class of objective in (21) [31]. Hence, the total
computational complexity of the SVD based design can be
approximated as O

(
Nr N2

t + B( P
ε )N/c

)
. The computational

complexity of the subgradient based design mainly includes
computing ∇ f (F) in (28) and mk in (29), which implies that
the total computational complexity can be approximated as
O

(
nite(N2

r Nt + 3d3 + N2
r d)

)
where nite denotes the required

number of iterations for the convergence. As for the MISO
channel, the main computational complexity lies in finding the
index i in (45), which has a complexity of O(Nt ). The above
analysis reals that the proposed SVD based design and the sub-
gradient based design generally have higher complexity than
the ZF design, although they can bring certain performance
improvement as shown in Section V.

IV. JOINT PRECODING AND OFFSET DESIGN

FOR MIMO RGB VLC SYSTEMS

Recall that the information stream d is involved in the
non-negative constraint Fd + b ≥ 0 in (14). To get rid of
the dependence on specific transmit symbols in d, as in the
white color case, we consider the worst case and replace it by
b − abs(F)� ≥ 0, which is equivalent to

�||eT
i F||1 − eT

i b ≤ 0 ∀i, (47)

where ei is the i -th column of identity matrix I3N . Then
optimization problem in (14) can be rewritten as

min
F,b

Tr

[(
D−1 + 1

σ 2 FT HT HF
)−1

]
(48a)

s.t. b ≥ 0 (48b)

�||eT
i F||1 − eT

i b ≤ 0 ∀i (48c)

Jb = P x̄. (48d)

According to Lemma 1, optimization problem (48) is non-
convex. It worth noting that as the results derived in Lemma 2
and Lemma 3 are not applicable in problem (48), we cannot
reduce the number of the constraints in (48) as in (17). The
subgradient based algorithm proposed for the white color
case cannot be directly extended to the multiple color case
due to the multiple constraints in (48). In what follows, we
try to solve (48) by using some new transformations. That
is, we optimize a new variable Q = FFT instead of F.
We first consider the case with N = 3Nt . The extension
to a case with arbitrary N will be given at the end of
this section. In order to solve Q instead of F, we use the
rule Tr

([In + Cn×mDm×n]−1
) = Tr

([Im + Dm×nCn×m ]−1
)+

n − m to transform the objective function to the
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following form2

Tr

[(
D−1 + 1

σ 2 FT HT HF
)−1

]

= D

{
Tr

[(
I + D

σ 2 HFFT HT
)−1

]
+ 3Nt − 3Nr

}

= D

{
Tr

[(
I + D

σ 2 HQHT
)−1

]
+ 3Nt − 3Nr

}
. (49)

Further, using the relation ||eT
i F||1 ≤ √

3Nt ||eT
i F||2, the

constraint (48c) must be satisfied if the constraint

�√
3Nt ||eT

i F||2 − eT
i b ≤ 0 (50)

is satisfied. As bi = eT
i b ≥ 0, (50) is equivalent to

�23Nt diag{Q}i − b2
i ≤ 0. (51)

Using (49) and (51), we modify the problem (50) into:

min
b,Q�0

Tr
[(

I + D

σ 2 HQHT )−1] (52a)

s.t. bi ≥ 0 ∀i (52b)

3Nt�2diag(Q)i ≤ b2
i ∀i (52c)

1T br = Px̄r , 1T bg = Px̄g, 1T bb = Px̄b (52d)

where constraint (52d) is new expression of the con-
straint (48d). It is noted that optimization problem (52) is
non-convex due to constraint (52c). To make (52) tractable,
using the Taylor expansion, we approximate f (bi) = b2

i as
f (bi) = f (b(0)

i )+ f
′
(b(0)

i )(bi −b(0)
i ) = 2b(0)

i bi −b(0)2
i .3 Using

this approximation, the optimization problem (52c) changes
into

min
b,Q�0

Tr
[(

I + D

σ 2 HQHT )−1] (53a)

s.t. bi ≥ 0 ∀i (53b)
3Nt �2

2b(0)
i

diag(Q)i + b(0)
i /2 ≤ bi ∀i (53c)

1T br = Px̄r , 1T bg = Px̄g, 1T bb = Px̄b. (53d)

Optimization problem (53) is convex. Furthermore, we have
the following observation.

Lemma 4: At the optimal solution of (53), constraint (53c)
must be active, i.e., 3Nt �2

2b(0)
i

diag(Q)i + b(0)
i /2 = bi .

Proof: Please refer to Appendix B. �
Based on Lemma 4, we have the following problem

min
b,Q�0

Tr

[(
I + D

σ 2 HQHT
)−1

]

s.t.
3Nt�2

2b(0)
i

diag(Q)i + b(0)
i /2 = bi , ∀i

1T br = Px̄r , 1T bg = Px̄g, 1T bb = Px̄b. (54)

2It is noted that the transformation given in (49) requires that the range
parameters D of different data streams are the same.

3This approximation is similar to one used in the difference of convex (DC)
programming [24].

Let �̃n be a diagonal matrix and �̃n[i, i ] = 3Nt �2

2b(0)
n,i

,

b(0)
n = [b(0)

n,1, b(0)
n,2, · · · , b(0)

n,N ] with n ∈ {r, g, b}, optimization

problem (54) is equivalent to

min
Q�0

Tr

[(
I + D

σ 2 HQHT
)−1

]

s.t. Tr(�r Q) ≤ αr

Tr(�gQ) ≤ αg

Tr(�gQ) ≤ αb (55)

where �r = Blkdiag(�̃r , 0, 0), �g = Blkdiag(0, �̃g, 0),

and �b = Blkdiag(0, 0, �̃b); αr = Px̄r − 1
2 1T b(0)

r , αg =
Px̄g − 1

2 1T b(0)
g , αb = Px̄b − 1

2 1T b(0)
b . The equivalence

between (54) and (55) is due to the fact that the variables bi

can be discarded by combining the constraints in (54) and
the fact that the optimal solution of (55) must activate all the
constraints.

We now derive the optimal structure of Q. Before that, we
first give the following lemma.

Lemma 5: The optimal objective value of (55) is
lower-bounded by

q(λ1, λ2, λ3) = min
Q�0

Tr

[(
I + D

σ 2 HQHT
)−1

]

s.t . Tr
{
(λ1�r + λ2�g + λ3�b)Q

}

≤ λ1αr + λ2αg + λ3αb (56)

where λ1, λ2 and λ3 are three non-negative scalars.
Moveover, this lower bound is tight and can be achieved by
maxλ1,λ2,λ3 q(λ1, λ2, λ3).

Proof: Since in Appendix B, we have proven that the
objective function of (55) is convex. Thus, problem (55) is
convex, which indicates that the Karush-Kuhn-Tucker (KKT)
conditions are sufficient and necessary for deriving the optimal
solution. Then, the proof of Lemma 5 is similar to the proof
provided in [25, Propositions 4 and 5, which we omit for
brevity. �

Denote � = λ1�r + λ2�g +λ3�b and α = λ1αr +λ2αb +
λ3αb. We reexpress (55) as

min
Q�0

Tr

[(
I + D

σ 2 HQHT
)−1

]
(57)

s.t . Tr {�Q} ≤ α.

For optimization problem (57), we have the following
lemma.

Lemma 6: Let the SVD decomposition of H�−1/2 be
H�−1/2 = UDVT with D = Diag([d1, d2, · · · , d3Nt ]).
The optimal Q (denoted as Q∗) has a structure of Q∗ =
�−1/2V�QVT �−1/2, where �Q = Diag

([q1, q2, · · · , q3Nt ]
)

with qi being given by

qi = max

⎛
⎝0,

√
Dσ 2d2

i /β − σ 2

Dd2
i

⎞
⎠ , (58)

where β ≥ 0 is the Lagrange variable chosen to meet∑3Nt
i=1 qi = α.
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Proof: Let Q̄ = �1/2Q�1/2, the optimization
problem (57) becomes

min
Q̄�0

Tr

[(
I + D

σ 2 H�−1/2Q̄�−1/2HT
)−1

]
(59)

s.t . Tr
{
Q̄
} ≤ α.

Based on [23], the optimal structure of Q̄ has a form
of Q̄∗ = V�QVT with �Q = Diag([q1, q2, · · · , q3Nt ]), which
reduces (59) to the following power allocation problem

min
qi�0

3Nt∑
i=1

σ 2

σ 2 + Dd2
i qi

(60)

s.t .
3Nt∑
i=1

qi ≤ α.

By using the KKT conditions, the optimal solution of (60) can
be proven to have a water-filling form given in (58), which
completes the proof of Lemma 6. �

Similar to [25], Lemma 6 also implies that the optimal
solution of (55) can be solved in an alternating manner,
i.e., we can first solve problem (57) based on Lemma 6, and
then update the variables λi , for i = 1, 2, 3, by using the
subgradient based method. The optimal solution of (55) can
be obtained upon convergence of the iteration.

With the obtained optimal solution of Q given in Lemma 5,
we readily obtain the solution of F given as

F = �−1/2V�
1/2
Q U, (61)

where U is an arbitrary 3Nt × 3Nt unitary matrix. Note that
in obtaining (61), we use certain approximations, which may
not activate the power constraint (48c). We now scale F as
follows to obtain the final solution

F∗ = �F, (62)

where � =
⎛
⎝

τr I 0 0
0 τgI 0
0 0 τbI

⎞
⎠ with scalars τr , τb, and τb being

selected to activate the constraints in (48c). With F∗, we
update b using

b∗ = abs(F∗)�. (63)

Based on the above analysis, the overall design algorithm
is given in top of the left column of this page.

Now we discuss the case where the number of transmitted
signal streams N is less than 3Nt . In this case, matrix
F ∈ R

3Nt ×N is a tall matrix, which indicates that matrix
Q = FFT introduced in (52) is not full-rank. If the number
of data streams sent from the transmitter is d , the rank of Q
is d . Problem (52) becomes

min
b,Q�0

Tr
[(

I + D

σ 2 HQHT )−1] (64a)

s.t. bi ≥ 0 ∀i (64b)

3Nt�2diag(Q)i ≤ b2
i ∀i (64c)

1T br = Px̄r , 1T bg = Px̄g, 1T bb = Px̄b (64d)

rank(Q) = d. (64e)

Algorithm 2
• Repeat

– Solve the problem (57) for fixed λi (n), i = 1, 2, 3
using Lemma 6.

– Update the variables λ1(n), λ2(n), λ3(n) using the
subgradient-based method4

λ1(n + 1) =λ1(n) − �n(αr − Tr(�r Q∗(n)),

λ2(n + 1) =λ2(n) − �n(αg − Tr(�gQ∗(n)),

λ3(n + 1) =λ3(n) − �n(αb − Tr(�bQ∗(n)).

• Update bi based on Lemma 4.
• Update b(0)

i in (53) by setting b(0)
i = bi .

• Until termination criterion is satisfied, obtain F and b
using (62) and (63).

Note that since the rank constraint (64e) is non-convex, the
previously proposed algorithm is not applicable. To obtain
a solution of (64), we may relax it by ignoring the rank
constraint (64e) by directly solving problem (52). After getting
a solution Q, denoted as Q∗ and assuming the SVD decom-
position of Q∗ as UQλQUT

Q where UQ is 3Nt × 3Nt unitary
matrix and λQ is 3Nt × 3Nt diagonal singular value matrix,
the solution F can be obtained as

F∗
d = UQλd

QVQ, (65)

where λd
Q = λQ(:, 1 : d) and VQ is an arbitrary d × d

unitary matrix. It is worth noting that matrix F∗
dF∗T

d satisfies
constraint (64c).

The complexity of the joint design in the MIMO RGB
VLC system mainly includes computing SVD and qi in
Lemma 6 during each iteration of Algorithm 2 and computing
F in (61). The complexity of computing SVD is O(9N2

t ).
To compute qi in (58), we use bisection search to determine
parameter β with a complexity of O(log2(

α
ε )) where ε denotes

the accuracy. The complexity computing F in (61) can be
denoted as O(9N2

t ). The total complexity can be represented
as O

(
nite(9N2

t + log2(
α
ε )) + 9N2

t

)
where nite denotes the

required iteration number for the convergence of Algorithm 2.

V. SIMULATION RESULTS

In this section, we present some simulation results to
evaluate the performance of the proposed designs. To this end,
we first present how to generate practical VLC channels in our
simulations.

A. Channel Model

In this subsection, we provide the details of system con-
figuration and parameters in our simulations. We consider a
typical medium-size cubic room with a size of 5m ×5m ×3m
where 3m is the room height.

For the white VLC case, we assume that there are five
transmit LEDs located on the ceiling and three PDs performing

4The subgradient can be found as in [25] and the step size can be chosen
as in [26].
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Fig. 1. The layout of transmit LEDs and receiving PDs.

as receiving photodetectors positioned at a height of 1m
above the floor. The layout of transmit LEDs and receiving
PDs is illustrated in Fig. 1, where the coordinates of five
transmit LEDs are given as: LED 1 ⇒ (x, y) = (0, 1.5),
LED 2 ⇒ (x, y) = (−1.5, 0), LED 3 ⇒ (x, y) = (0,−1.5),
LED 4 ⇒ (x, y) = (1.5, 0), and LED 5 ⇒ (x, y) = (0, 0);
the coordinates of three receiving PDs are given as: PD 1 ⇒
(x, y) = (0, 1), PD 2 ⇒ (x, y) = (−1, 0), and PD 3 ⇒
(x, y) = (1, 0). Following existing works in [33]–[36], we
assume that the channel from a transmit LED to a receiving
PD includes the line-of-sight (LOS) link and reflection links.
In specific, the channel from LED i to PD j is denoted as

h j i(t) = h j i
LOS(t) + h j i

ref (t), (66)

where h j i
LOS(t) and h j i

ref(t) denote the channel gain of LOS link
and reflection link, respectively. h j i

LOS(t) is determined by the
LED radiation pattern, the effective area of the receiving PD,
and its location to the LEDs. On the other hand, h j i

ref(t) is
determined by the multiple reflections, which implies

h j i
ref(t) =

K∑
k=1

hk
j i (t), (67)

where hk
j i (t) denotes the channel gain with k bounce reflection

and K denotes the maximum number of bounces. In our
scenario, we assume K = 1, implying that h j i

ref(t) consists
of 1 bounce due to plaster wall reflection or the floor reflection.
According to [33]–[36], h j i

LOS(t) and h j i
ref(t) can be expressed,

respectively, by

h j i
LOS(t) = A j

PD(m + 1) cosm φ
j i
0 cos θ

j i
0

2πd j i
0

2 rect

(
θ

j i
0

FOV

)

× δ(t − d j i
0

c
)

h j i
ref(t) = L j i

wa,1 L j i
wa,2�warect

(
θ

j i
wa,2

FOV

)
δ(t − d j i

wa,1 + d j i
wa,2

c
)

+ L j i
fl,1 L j i

fl,2�flrect

(
θ

j i
fl,2

FOV

)
δ(t − d j i

fl,1 + d j i
fl,2

c
),

(68)

where A j
PD is the active area of the PD j , m = −1

log2(cos(φ1/2))

denotes the number of a radiation lobe used for measuring
the directivity of the light beam relating to the semi-angle at
half-power φ1/2; φ

j i
0 and θ

j i
0 are the angles of irradiance and

incidence in LOS link, respectively; d j i
0 denotes the distance

of LOS link; c denotes the speed of light; FOV is the filed
of view; �wa and �fl denote the reflection parameters of the
wall and the floor, respectively; θ

j i
wa,n and θ

j i
fl,n denote the

incidence angles of the n-th hop in the wall reflection link and
the floor reflection link, respectively; d j i

wa,n and d j i
fl,n denote the

distances of the n-th hop in the wall reflection link and the
floor reflection link, respectively; L j i

wa,n and L j i
fl,n are given by

L j i
wa,1 = A j i

wa,ref(m + 1) cosm φ
j i
wa,1 cos θ

j i
wa,1

2πd j i
wa,1

2

L j i
wa,2 = A j

PD cos φ
j i
wa,2 cos θ

j i
wa,2

2πd j i
wa,2

2

L j i
fl,1 = A j i

fl,ref(m + 1) cosm φ
j i
fl,1 cos θ

j i
fl,1

2πd j i
fl,1

2

L j i
fl,2 = A j

PD cos φ
j i
fl,2 cos θ

j i
fl,2

2πd j i
fl,2

2 (69)

where A j i
wa,ref and A j i

fl,ref denote the activate area of the wall

reflection and floor reflection, respectively; φ
j i
wa,n and φ

j i
fl,n

denote the irradiance angles of the n-th hop in the wall
reflection link and the floor reflection link, respectively. Other
simulation parameters are list in Table I. With the above
channel modeling, the delay spread of the channel can be
denoted by

τ = max
j i

τ j i = max
j i

max{d j i
0

c
,

d j i
wa,1 + d j i

wa,2

c
,

d j i
fl,1 + d j i

fl,2

c
}.
(70)

In our considered case, it is not hard to obtain τ ≤ 3.47ns. We
assume that the data rate of our considered system is not larger
than 30Mb/s. In this case, the delay spread is less than 1

10 of
symbol duration. Therefore, the impact of delay spread can be
ignored and the equalization technique is not required in our
considered system.
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TABLE I

SIMULATION PARAMETERS

For the MIMO RGB VLC case, we assume that the layout
of the transmit LEDs and receiving PDs is the same with one
shown in Fig. 1. In specific, each LED (or each PD) in Fig. 1
consists of multi-color chips, i.e., red, green, and blue chips,
(or multi-color detection chips). For each individual color
band, the channel model is similar to (66). The only difference
is the reflectivity parameters which are different for different
color bands. Denote by �wa,c the wall reflectivity parameter
in color band c and by �fl,c the floor reflectivity parameter in
color band c. We set �wa,r = 0.9, �wa,g = 0.85, �wa,b = 0.82,
�fl,r = 0.8, �fl,r = 0.7, �fl,b = 0.61. Furthermore, we
consider multi-color interaction (also known as cross-talk) due
to imperfect optical filter in PDs. The overall channel matrix
in MIMO RGB VLC is given by

Hrgb =
⎛
⎝

(1 − ξ)Hr ξHg 0
ξHr (1 − 2ξ)Hg ξHb

0 ξHg (1 − ξ)Hb

⎞
⎠ (71)

where Hc ∈ R
Nr ×Nt , c ∈ {R, G, B}, denote the channel

matrix in color band c with perfect perfect optical filter, and
ξ ∈ (0, 0.5] characterizes the interference ratio. To obtain
channel matrix (71), we assume that the signal leakage only
occurs between two neighboring color bands due to their close
frequencies.

B. Performance Evaluations

In Figs. 2 (a) and (b), we show the normalized MSE
and uncoded bit-error-rate (BER) comparison between the
proposed two designs and the ZF precoding design with the
change of power at Nt = Nr = 3. In specific, the first three
LEDs (i.e., LED 1, 2, and 3) in Fig. 1 (a) are chosen as transmit
LEDs. When simulating the BER performance, we assume that
4-PAM modulated symbols are used and the constellation of
4-PAM is formed in the range of [−3, 3], i.e., � = 3. It is
observed that both the proposed SVD based precoding design
and gradient based design significantly outperform the ZF
precoding design. Furthermore, the proposed gradient based
design outperforms the SVD based design since no suboptimal
structure is imposed on the precoding matrix in the gradient
based design.

Figure 3 (a) and (b) illustrates the normalized MSE and
uncoded BER comparison between the proposed design and
the uniform design for MISO white VLC systems, where ‘Uni-
form beamforming’ means that identical powers are distributed
among all transmit LEDs to transmit single symbol. Here we
assume that the first PD (i.e., PD 1) in Fig. 1 (b) is chosen as

Fig. 2. Performance comparison between the proposed designs and ZF
bemaforming design for the MIMO white VLC system.

the single receiving PD, and for the simulation with Nt = 2,
the last three LEDs (i.e., LED 4, and 5) in Fig. 1 (a) are chosen
as transmit LEDs. We observe that the proposed optimal
design largely outperforms the ‘Uniform beamforming’, and
this performance enhancement is increased as the increase
of the number of transmit LEDs. This is because increased
number of transmit LEDs offers us more selection diver-
sity. Furthermore, by comparing with the multiple-data-stream
transmission in Figs. 2 (a) and (b), we observe that higher
diversity orders can be obtained in Figs. 3 (a) and (b) when
transmitting single data stream due to diversity-multiplexing
tradeoff.

Figure 4 illustrates the convergence behavior of updating
{λ1, λ2, λ3}, i.e., the convergence of Algorithm 2, for one
random channel realization at Nt = 2 and P = 10 dB. We find
that in general, the update of {λ1, λ2, λ3} converges fast, and
almost 10 iterations are enough for the convergence.

For the MIMO RGB VLC systems, we illustrate the
performance of the normalized MSE and uncoded BER
in Figs. 5 (a) and (b), respectively, with Nt = Nr = 3.
Also, here we choose the first three LEDs (i.e., LED 1,
2, and 3) in Fig. 1 (a) as transmit LEDs. Specifically, the
value of x̄ = [x̄r , x̄g, x̄b] in the left subfigure and the right
subfigure of Figs. 5 (a) and (b) are chosen as [0.7, 0.15, 0.15]
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Fig. 3. Performance comparison between the proposed optimal design and
uniform bemaforming design for the MISO white VLC system.

Fig. 4. Illustration of the convergence behavior of {λ1, λ2, λ3}.

and [ 4
9 , 3

9 , 2
9 ], respectively. We find that the later has a more

balanced color illumination setting than the former one. The
curves in Figs. 5 (a) and (b) verify the superiority of the
proposed design over the ZF precoding in low to medium
SNR regimes, but they get a close performance in high SNR
regime. The reason is that when SNR is high, the power of

Fig. 5. Performance comparison between the proposed designs and ZF
bemaforming design for the MIMO RGB VLC system.

the noise is less compared to the high transmit power. In this
case, the noise amplification due to the nature of ZF precoding
can be ignored, which makes the ZF precoding a good design
in VLC systems. Also, the approximation used in our design
may incur performance loss in high SNR regime. The curves in
Figs. 5 (a) and (b) further indicate that a system with balanced
color illumination setting performs better than a system with
unbalanced color illumination setting. This result is expected
since compared to the balanced color illustration system, the
unbalanced one allocates less power to green and blue color
branches, the insufficient power allocation (e.g. to G color
and B color) could result in performance degradations if the
channel gains among three color branches are not different too
much.

VI. CONCLUSION

In this paper, we studied the joint precoding and offset
optimization for the VLC systems with multiple transmit
LEDs. Some important properties were first proven to simplify
the design problems. Based on these properties, we developed
two design algorithms for the MIMO white VLC systems.
For the MISO white VLC systems, we proved that the optimal
precoding reduces to a simple LED selection scheme, which is
very different from the traditional MISO RF communications.
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By performing certain approximations on the original design
problem, the optimal beamforming structure was derived for
the MIMO RGB VLC systems. Various simulation results were
presented to verify the effectiveness of the proposed designs.

APPENDIX A
PROOF OF LEMMA 1

The nonconvexity of (15) can be proven by showing that
the objective function is nonconvex or the feasible region
formed by the constraints is nonconvex. It is easy to verify
that the feasible region in (15) is convex. Next we show that
the objective function of (15) is nonconvex, which results in

the nonconvexity of (15). As Tr

[(
D−1 + 1

σ 2 FT HT HF
)−1

]
=

DTr

[(
I + D

σ 2 FT HT HF
)−1

]
, proving the nonconvexity of the

objective function of (15) is equivalent to proving the noncon-

vexity of g(F) = Tr

[(
I + D

σ 2 FT HT HF
)−1

]
. To this end, we

define f (α) = g (αF1 + (1 − α)F2). According to [27], the

convexity of g(F) implies that ∂2 f (α)
∂2α

≥ 0.

The second order derivative of f (α) with respect to α is
given by

∂2 f (α)

∂2α
= 2Tr(A−1 ∂A

∂α
A−1 ∂A

∂α
A−1) − Tr(A−1 ∂2A

∂2α
A−1),

(72)

where we define

A = I + D

σ 2 [αF1 + (1 − α)F2]T HT H[αF1 + (1 − α)F2],
∂A
∂α

= 2
D

σ 2 αFT
3 HT HF3 + D

σ 2 FT
3 HT HF2 + D

σ 2 FT
2 HT HF3,

∂2A
∂2α

= 2
D

σ 2 FT
3 HT HF3, (73)

with F3 = F1 − F2. Substituting (73) into (72), we see that
∂2 f (α)

∂2α
cannot be always positive. The sign of ∂2 f (α)

∂2α
actually

depends on the value of α, H, F1, and F2. We thus conclude
that f (α) is not convex in F, which further indicates the
nonconvexity of (15).

APPENDIX B
PROOF OF LEMMA 4

To prove Lemma 4, we first prove that function h(Q) =
Tr
[(

I + D
σ 2 HQHT

)−1] is convex with respect to semidef-

inite positive matrix Q. To this goal, we define g(α) =
g(αQ1 + (1 − α)Q2) where Q1 and Q2 are 3N × 3N real
symmetric matrices. Its second order derivative with respect
to α is denoted as

∂2g(α)

∂2α
= 2Tr(B−1 ∂B

∂α B−1 ∂B
∂α B−1) − Tr(B−1 ∂2B

∂2α
B−1)

where B = I + D
σ 2 H(αQ1 + (1 − α)Q2)HT . Since ∂2B

∂2α
= 0

and 2Tr(B−1∂BB−1∂BB−1) ≥ 0, ∂2g(α)
∂2α

is positive. Therefore,
h(Q) is convex in Q.

Now we prove Lemma 4 using contradiction. If the optimal
solution of (53), Qopt , does not activate constraint (53c) for

certain i . We can always generate a new Q′ = Qopt + aei eT
i

where a is a nonnegative value satisfying 3Nt �2

2b(0)
i

[diag(Q)i +
a] + b(0)

i /2 = bi . It is noted that as Q′ � Qopt , we have I +
D
σ 2 HQ′HT � I + D

σ 2 HQoptHT , then
(

I + D
σ 2 HQoptHT

)−1 �
(

I + D
σ 2 HQ′HT

)−1
, which implies h(Q′) ≤ h(Qopt). This

contradicts the optimality assumption of Qopt . We thus com-
plete the proof of Lemma 4.
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