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Abstract

In this work, we propose a coding strategy designed to erehéime throughput of hybrid ARQ
(HARQ) transmissions over i.i.d. block-fading channelshwtihe channel state information (CSI) un-
known at the transmitter. We use a joint packet coding whegesame channel block is logically shared
among many packets. To reduce the complexity, we use a tyer-tnding where, first, packets are first
coded by the binary compressing encoders, and the resalthan passed to the conventional channel
encoder. We show how to optimize the compression rates obasis of the empirical error-rate curves.
We also discuss how the parameters of the practical turbdessoay be modified to take advantage
of the proposed HARQ scheme. Finally, simple and pragmatie adaptation strategies are developed.
In numerical examples, our scheme is compared to the cdowahtincremental redundancy HARQ
(IR-HARQ), and it yields a notable gain df— 2dB in the region of high throughput, where HARQ

fails to provide any improvement.
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I. INTRODUCTION

In this work, we propose and analyze a Hybrid ARQ protocoledasn practical (“off-the-
shelf”) codes whose parameters are optimized to maximeehttoughput for transmission over
block-fading channels.

HARQ protocols are used to guarantee a reliable commuaitatver error-prone channels,
where the receiver uses the feedback to inform the trarmnatiout the decoding success (via
positive acknowledgment (ACK) messages) or failure (vigatwe acknowledgment (NACK)
messages). After each NACK, the transmitter starts a new @Adund (or, aretransmissioj
this continues till the ACK message is received or the marmallowed number of rounds is
attained.

In this work, we assume that the transmitter operates withiwal instantaneous CSl, so the
retransmissions in HARQ can be considered as an implicptatian to the channel states: each
NACK triggers the transmission of additional parts of thelewsords, and hence reduces the
effective coding rate which in turn facilitates the decagof the packet. Such a setup became
“canonical” with the work [1] which demonstrated that theaiighput of HARQ can approach
the ergodic capacity, and this, despite a binary and pekbieedback. However, to attain the
ergodic capacity, [1] assumes a very high coding rate pendoh, and a very large number of
transmission rounds; since large memories at the traremaitid the receiver are then necessary,
this approach is impractical.

The practical problem is thus to increase the throughputfgiven and finite rate R. This
problem is particularly challenging for the throughputhe wicinity of R, where the conventional
HARQ fails to provide any improvement [2], [3].

To address this issue, two main venues have been exploréd iitdrature. The first relies on
the explicit reduction of the required transmission timex 8.g., [4]-[9]. However, the throughput
increase is obtained with variable-length channel blocksckv may be a challenge in those
systems which have to keep the block size constant. The degamue harnesses the channel
coding to overcome this very difficulty: the works [3], [1(14] keep the block size constant
but increase the coding rate, i.e., the number of bits emtaaeach HARQ round. This may
be seen as a joint encoding of various packets into a singler&i block. Then, the challenge

is to define a simple (joint) encoding/decoding strategy @ndptimize the coding rates.
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In this work, we pursue the second venue with two main objestinamely 1) To use off-
the-shelf encoders and decoders, and 2) To optimize thenhigeion parameters (rates) of
truncated HARQ. In fact, both objectives are interconresiace the “off-the-shelf” (i.e., simple
to implement) encoders/decoders must also be accompapieiniple tools allowing us to
optimize the coding rates; more on that in Sec. II-B.

The contributions of this work are the following:

« We compare the implementation feasibility of various jomoiding strategies in the light
of the implementation/optimization simplicity and we pose to use layer-coded HARQ
(L-HARQ) which is a modified version of HARQ proposed in [11].

« We show how to calculate the throughput of truncated L-HARLdu on the off-the-shelf
encoders/decoders. Our approach is applicable to anyrszevizere the empirical error-rate
curves characterizing the decoders are known. This isrdiftefrom [11] which assumed
an infinite number of rounds and an idealized coding/degpdin

« We formulate and solve the problem of rate adaptation usidgnamic programming (DP)
and compare the throughputs of L-HARQ to those of conveatitlR-HARQ. While [13],
[14] addressed the issue of rate optimization for ideatdedoding scenarios and explicitly
joint (i.e., non layer) decoding, to the best of our knowlkedgone of the previous works
addressed the issue of rate optimization with off-thefstietoders/decoders.

« We show the throughput achievable with L-HARQ based on (fxdmdes, where the optimal
solution is found using solely the empirical error-ratevas of the decoder. We also discuss
the issue of choosing the encoder parameters (puncturitbgrpaand its relationship with
the performance of L-HARQ.

« We propose and optimize a simplified version of L-HARQ.

The rest of the paper is organized as follows. We define th&esysnodel and introduce
the considered retransmission schemes in Sec. Il. The pedplayer-coded HARQ is defined
in Sec. lll, the rate optimization procedure is explainedSec. IlI-D and illustrated with
numerical results shown in Sec. IV. Next, we discuss theaptbmal rate adaptation policies

in Sec. V. Conclusions are drawn in Sec. VI.
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I[I. INCREMENTAL REDUNDANCY HARQ

In conventional IR-HARQ, a packeh € {0,1}#" is encoded intoX" subcodewordse; =
d,[m] € XN, each composed dfs complex symbols drawn from a constellatidh where®,[-]
are the encoders generating complementary/incremewiahdancy symbols; her denotes the
coding rate per block.

We consider a point-to-point transmission over a block rfgdchannel. Each packet may
require many transmissiomunds The kth round carries a subcodewos), and the received

signal is given by

Y =/snrgxp + 2z, k=1,... K, Q)

wherez, is a zero mean, unit-variance, complex Gaussian variabbielimy the noisekK is the
maximum number of rounds; fixing the average energycpfto unity, andsnr;, is the signal-
to-noise ratio (SNR) at the receiver, which we assume to bfeg®y known/estimated at the
receiver but unknown at the transmitter.

We will modelsnr; by independent, identically distributed (i.i.d.) randoariablesSNR,.. The
derivations will be done in abstraction of a particular fagtype, but in the numerical examples
we consider the Rayleigh fading model, hengNR, follow exponential distributions

1
DSNR, (Snr) = — exp(—snr/sar), 2)

wheresnr is the average SNR.
After the transmission in théth round, the receiver tries to decode the packetising all

the received channel outcomes

mk = DEC[yla e Yk_1, yk]v (3)

and, using a binary feedback channel, informs the tranemithether the decoding succeeded,
i.e.,{m; = m} (through an ACK) or failed (through a NACK). The transmigsiounds continue

until an ACK is received or thd(th round is reached.

1As the number of used subcodewords is random, we find it moneeaient to define the rate per channel block (or per
subcodeword), instead of the rate per the entire codedtH because transmission with such a rate is a random event.
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A. Throughput

The HARQ cycleis a sequence dD transmission rounds related to the same paeketn
truncated HARQD < K. Each round may be seen as a state of a Markov chain. At thefend o
the cycle (the “renewal”, in the language of Markov procse¥sthe receiver obtains a “reward”

R € {0, R}, which is the number of correctly received bits normalizgdte number of symbols
in the block, /Vs.

SinceD andR are random, the long-term average throughput is calculiated the reward-
renewal theorem, as the ratio between the expected rewdrtharexpected duration [1],
E[R] _ R(1— fx)

ED] S
which we specialized for the case of truncated HARQ [15, 8gausing the probability of the

(4)

-

decoding failure aftek rounds
fr. = Pr{NACK, }, (5)
where
NACK,, £ {ERR1 AERRy A ... A ERRk} (6)

andERR;, = {m; # m} denotes the event of a decoding error in tfle round.

Therefore, to evaluate the throughput, which is our metfiinterest, we need to calculate
Jie:

In the idealized model of [1], [2], [15], it is assumed tHRR; = {Zf”:l I(snr;) < R}, where
I(snry) is the mutual information (MI) between the channel input aodput in thekth block;
then,NACK, <= ERR; is deterministically defined by the values of the SNRs.

In practice, however, the decoding errors depend also onnfbemation sequence and the
realizations of the noise. The expectation taken with resfethese variables yields the packet

error rate (PER) curve of the decoder,
PER(snry, ...,snry; R) = Pr{ERRy|snry, ..., snry, R}, (7

which may be obtained with Monte-Carlo simulations, kegptine SNRs and the transmission

rate R fixed.
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Under such a model, the everi&R, and NACK, are not identical. Nevertheless, we may
use the approximate relation of backward decoding errofigafion ERR, — ERR,_; —
. = ERR; [16], [17], which allows to writePr {NACK,} ~ Pr {ERR}.

B. Cross-packet coding for HARQ
As observed before, e.g., in [2], [3], [15], HARQ is partiady useful when the probability

of error in the first roundf; is high, as then the throughput can be notably increased iith
On the other hand, HARQ has negligible impact on the througiyhen f; < 1; this is because
fr < ff < f1, and then

. RO Jx) R
— =~ ~ R — —
T 1+ A+, 1+A (L= J)=m,

wheren; is the throughput of one-round (non-HARQ) transmissionusihwe cannot expect

any improvement in the throughput deploying conventiofMHARQ for relatively smallf;,
or—alternatively—forn; close toR [2], [3], [15]. In our model it also means that IR-HARQ is
not useful for high average SNR.

The reason is that, due to predefined coding, the rewaisinot allowed to grow even iD
increases throughout the HARQ rounds. Thus, to improvehtmughput, the coding should be
modified so as to increase the attainable reward as the rada@mce. To this end we let the

transmitter to jointly encode multiple packets into the satndeword as shown in Fig. 1
@y, = Opmpyy] € A (8)
mp = [my, ..., me] € {0, 1}, 9)
where Ry denotes the joint coding rate in tieh round. The throughput of such Cross-packet
HARQ (XP-HARQ) is calculated as [14]

nxp _ i(:_o1 R[k](fk—l — fr)
* S
where f;, is defined by (5) WithERR, = {my; # my} being the error of the joint packet

, (10)

decoding, i.e.,

my) = DEClyy, ...,y (11)
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Comparing to (4), the throughput can be increased by intcrgake numerator of (10) if
values of R are optimized.

To attain (10) two main venues are adopted in the literatlirdirect encoding/decoding [3],
[12]-[14], and ii) layer encoding/decoding [3], [10], [11], which have differentpact on the
encoding/decoding complexity.

The direct encoding considers (8) without any constraimt®g[-; it is thus entirely general
but raises some practical concerns regarding its implestient Namely

1) The encode®;, must accept inpute; with increasing lengthsNsRR; < NsRjy) < ... <
NsRy, while practical encoders are limited with regard to theuinlength (e.g., due to
the available encoding matrix in the low-density parityeck (LDPC) codes or the way
the interleavers are defined in turbo-codes);

2) Since the coding ratel;; grow with & (and may even excedd’|), the customized design
of the encoder®,[-] is necessary to take into account the encoders used in th®yse
rounds®;[-],l=1,....k— 1.

3) The joint decoding (11) must consider concatenation efdacoders and has implemen-
tation issues of its own as can be seen, for example, in [18], |

4) The multi-dimensional PER curves (7), depending on tliencprates ), would be very
cumbersome to measure and store.

These issues make the direct encoding unfit to be used wifitHefshelf” codes and thus,

we will not follow this approach. Instead, we address thecfical aspects with the layer-coded
HARQ (L-HARQ) we explain in the following.

[1l. L AYER-CODED HARQ

L-HARQ intends to remedy the difficulties steaming from theect application of the joint
coding principle. Since we cannot escape the encoding ofrtbgsagen,, into the codeword
of length N5, we will split it into simpler steps.

To understand the principle of L-HARQ, it is convenient tabae a simple case of HARQ

with two rounds,K = 2, which we next generalize to arbitrary.
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Fig. 1. Model of the joint coding/decoding HARQ transmissi@he HARQ controller has to adjust the coding rates using
feedback information.
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A. The principle via exampldy = 2
The first transmission is done in the same way as before. hdlcketm, is decoded correctly,
the earned reward (normalized BY) is given byR = R, and a new HARQ cycle starts.
However, if the decoding fails, i.e., we observe the erre@néVERR; = {m; # m;}, the

reward equals t&® = 0 and in the second round we transmit a codewesdbtained as

Ty = O[mpy] (12)

mp = [m}, my] € {0, 1}, (13)

wherem, € {0,1}"s(i=71) is a new packet aneh} € {0,1}= is composed ofVsp, bits of
m; (we can say thain) is a “punctured” version ofn,).

Although, per (12)x- is a result of a joint encoding of packets andm,, we do not decode
them jointly (which would imply usingy, andy,). Instead, we decode the packet; using

only the observationy,
mpy = DECly,]. (14)

If decoding error,ERR, = {mpy # mpy} occurs, a zero rewarR = 0, is earned and a
new HARQ cycle starts. However, iifijy is decoded correctly, we know perfectly,, see (13).

Knowing theseN; p; bits of m;, the decoder has to decode the remainMgR — p;) unknown
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bits using observatiow,
m} = DECly,; mj], (15)

where the notatiom? is introduced to make difference with, obtained via the direct decoding
in the first round. This “backtrack” decoding (15) was inwodd in [11]; a similar idea of
successive decoding was also exploited in [3]. We define tierdoacktrack decoding error by
ERRY = {m? # my}.

If the decoding si successfuh? = m, the total reward iR = 2R — p;. Sincep;, < R there
is a potential for improvement over the rewakd= R attainable in the conventional HARQ.
This is because, the spirit of joint coding is followed and #econd round is not merely used
to convey redundancy for the packet but also to transmit a new packet,.

Let us generalize this approach.

B. General case

Encoding

The encoding in each round is done as follows:

my; = ®pmyy] € {0, 1}7 (16)

My = [Mi,_y, mi] € {0, 1375, (17)

@ = O[my], (18)

where®P[.] I = 1,...,k — 1 are binary compressing encoders with binary &g, > 1, that

is, we cannot recoveny knowing solelym,.

Since we use the channel encodemwnhich operates with a fixed coding rafe it remains
agnostic of the encoding in the step (17); this may be caetawith the encoding using the
variable ratesfi; required in the direct encoding. We thus remedied the two difSiculties
related to encoding which are shown in the list in Sec. 1I-B.

We introduced in (16) the notion of the compressing encodéfs to discuss the difference
with [11], where the bitsn,, are “parity” bits of the packetn;. In many practical cases|:]
is implemented via bit-interleaved coded modulation (BICMe., it combines a binary encoder

and the non-binary mapper to the symbols from the constailat’ [20, Sec. 2.3]. Therefore

September 22, 2018 DRAFT



10

the parity bitSm’[,ﬂ might be obtained as a byproduct of the binary encoding. &lis means
that, as an intermediate step, the encaoblef must produce binary codewords longer than those
necessary to produce the codeworgls We can thus again enter into conflict with the first
item in the list of practical considerations we enumerate®éc. 11-B. To avoid this pitfall we
thus use the simplest possible compressor, that is the lpmmct.e.,m’[k} is composed of the
“systematic” bits ofmy;.

Beside eliminating the need for the actual binary encodin@}y-], there are other arguments
in favour of the systemati®®[-] we propose. First, if the message; is successfully decoded
and my,_q; is not, we collect the rewar® = R, while with the parity encoding the reward
would be onlyR = R — p;,_;. Second, the backtrack decoding of the messagebenefits from
the presence of systematic bits, more than it would fromtyduits. This is particularly true
for turbo-codes that we will consider, especially that eatrstandards recommend to puncture
some of the systematic bits while encodimg;. These punctured bits may then be included in
mp; but these technical details will be discussed in Sec. IV-B.

Decoding

As for the decoding, we need of course all the observatipns. ., y, to recover the mes-
sagesmg, ..., m;. However, instead of explicit joint decoding that is neeggsin the direct

encoding/decoding, we may use a simplified layer-by-laysroding, defined as follows:

« In the kth round, we try to decode the packet
mi) = DECly,] (19)

and if we succeed (i.emp;) = my,)), we recover the message, andmj,_,;, see (17).
. With mj, _,, at hand, we backtrack decode the packet i

”A"Fk—u = DECly;_1, m/[k:—l}]v (20)

where we use the fact that;, ,, is now known and should be used to improve the decoding
results. The decoding (20) based#sn , and m’[k_l] is stil necessary because i) the decoding
DECy,_,] failed — that is why we are in the backtrack decoding of itle round, and

i) knowing m/[k—l] we cannot recovein,_;;, see the comment after (18).

« If there is no error, i.e.fn,_;; = [mf,_,, ms_1], we recover the packet;, but also can
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Fig. 2. Encoding and decoding in L-HARQ. The HARQ controldeljusts the rates of the punctu@ﬁ[~].

go back and repeat the decoding (20) with— £ — 1.

If the decoding steps are successfulferl, k—2, ..., 1 we recover all the packets;_,...,m;

From the implementation point of view, the receiver operatis very simple: the decoding
of my_q; in (20) is done using a channel outcompg and a priori information aboutn,_y
contained inm’[k_u. Also, the decoding result of (20), dependingsm, ; andp,_1, is simple
to describe with the PER curves as we will shown later. Thigery different from the decoding
(11) which depends osnry, ... snr, and Ry, Ry, . . ., Ry.

The two last issues from the list in Sec. II-B, related to tleeatling, are now solved. The
proposed encoding/decoding schemes are illustrated irRFighere we emphasize that the adap-
tation of the rate of the encodé, is done adjusting the rate of the binary compressor/puectur
b,

C. Throughput

To calculate the throughput

Nk = T (21)

we start with K = 2.

The expected reward of L-HARQ can be obtained analyzingetkrents which produce non-
zero reward:

« Decoding success in the first rountERR; }, whereERR denotes the complement BRR;

the corresponding reward B= R,
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« Decoding success in the second round and decoding failutbeirbacktrack decoding:
{ERR; A ERR, A ERR}; the reward isR = R, and

« Decoding success in the second round and decoding succele lmacktrack decoding:
{ERR; A ERR, A ERR?}; the reward isR = 2R — p,.

The average reward can thus be calculated as

ER] = E| R I[ERR,] + R I[ERR; A ERR,]

+ (R — p1)I[ERR; AERR, A ERR?H (22)

—F [3(1 — Pr{ERR,}) + Pr{ERR,}(1— Pr{ERR,})
<R +(R—p) (1—Pr{ERR'1’|ERR1})>] , (23)

wherel[z] = 1 if z is true, andl[z] = 0 otherwise. The expectations in (22) are taken with
respect to all variables affecting the decoding errorslioiag the message and the realizations
of the noise), while (23) takes expectation with respectNlRSSNR;, SNR..

The expected number of transmissions is givertp| = 1 + fi, where f; = Pr{ERR; }.

For K > 2 we enumerate the decoding success/failure events in armunds, we obtain
the following generalization of (23)

K k—1

E[R] = ]E[Z(l — Pr{ERR,}) [ Pr{ERR:}
=1 L t=1

k—1 1
<R+Z(R—pl)H (1 —Pr{ERR§|ERRZ})ﬂ, (24)
=1 z

=l
which can be expressed in a nested form as
E[R] =Esur, [(1 — Pr{ERR, })R + Pr{ERR,}

. ESNR2 (1 — PI{ERRQ})(R + (R — pl)

(1 —_Pr{ERR?\ERRJ)) + Pr{ERR,}

-]ESNRB: m (25)

Further we note that, due to (14)r {ERR;} depends only on the value efir;. Thus, the
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eventsERRy, ..., ERR; are independent, anf] can be calculated as
fi=Pr{ERR.}...Pr{ERR;} = (f1)". (26)

Thus, the average number of transmission rounds is given by

- fff

EDl =1+ fi+ fi+...+ff "= =

(27)

D. Optimal Rates

We are interested in finding the optimal throughput of the ARQ) scheme, and we have to
find the backtrack rates, ps, . . ., px—1 Which maximize the throughput for a given transmission
rate R.

Coming back to the simple two-transmission example, thektvack” rate of the first round,
p1 € (0, R) can be defined once the decodingref fails. Consequently, it may be adapted to
the known but outdated, SNRnr;.

This idea is not new, the adaptation to the outdated chariatd svas already proposed in
previous works, e.g., [7], [9], [21], and will be exploited $ec. 11I-D to optimize the throughput.
Therefore, the rateg, are functions of SNRsnry,snry, ..., snrp;— and eventually of other
parameters defining the transmission process.

The expected number of transmissions in (27) is indepenafetite backtrack rates. Conse-
guently, maximizing the throughput is equivalent to maximg the expected reward in (25).

Denoting its optimal value bR, we have

R —Esng, [r%?x (1 — Pr{ERR,})R + Pr{ERR,}
Esnr, [max (1 - Pr{ERR,}) (R + (R — p1)
(1 - Pr {ERRYJERR, } ) ) + Pr{ERR;}
 Esng, [mpgx m (28)
and the optimum throughput of L-HARQ is thus given by
(1- /)R

Nk = I (29)
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R = Esg, [V1(SNRy,0)], (31)
Vi(snri, Jo) = max{ (R + Jo) PER®(snry; R) + PER(snry; R)Esng, [V2(SNRs, J1)] },
P1

(32)
Vi _o(snrg_o, Jx_3) = max{ (R+JK_3) PER®(snrg_o; R) + PER(snrx_o; R)
PK—2
X Esnrye , [Vic—1(SNRx_1, J—2)] }, (33)
Vic_i(snrg_1, Jg o) = max{ (R+JK_2)PERC(san_1; R) + PER(snrx_1; R)Esngr, [PERC(SNRK; R)]

PK—1

X (R + (R4 Jix_2 — px_1)PER®(snrg_o; R, pK_l)) } (34)

The nested structure of (28) allows us to rewrite it in theursiwe form that is characteristic
of DP in (32)—(34), where/, = 0 and

Jp = (R + Jp1 — pk)(l — PER(snrk; pk)) (30)

has the meaning of an expected reward that may be collecémttgho the backtrack decoding.

We also usedPER(snry; R) = Pr{ERR;} and PER(snr; R, p;) £ Pr{ERR}|ERR;} to
emphasize that the whole optimization depends solely orPt curves of the decoder. For
compactness, we defiféER®(-) £ 1 — PER(-).

The optimization process starts with (34) and continuesaviaackward recursion to (31).
In this way, thanks to the DP formulation, the multi-dimemsl global optimization in (28) is
reduced to a series of one-dimensional optimizations, hadverall computational complexity
grows linearly with K. The optimization is done point-by-point over the disaeti values of
the variablegsnry, J;,_1), with J,_; € (0, (k—1)- R), andsnr, € R*. In the DP vocabulary, the
variables(snr, J,_1) form a “state” at timek, the backtrack rateg, are “actions” and depend
on the state.

For the numerical implementation, it is convenient to tatecthe PER function: we set
PER(snrg) = 0 if snr; > snr.; wheresnr, satisfiesPER (snr.) = €. In the numerical examples,
we sete = 107%. Thus, pi(snry, J_1) is a2-dimensional function, and it is non-zero only when
0< Jp1 < (k—=1)R and0 < snry < snr.
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Since, in practice, only a limited number of rates is avdélaland by constructiop, < R,
we use a discrete set of backtrack ratés= {A,2Ag, ..., R}, where A = R/Tg, where
the number of the available ratés;, may be adjusted to find a suitable compromise between
the performance and the feedback requirements : Qlioly,(7%)| bits of feedback are needed
even if the argument&nry, J,_;) may be discretized with an arbitrary resolution when savin
(32)—(34).

The backtrack rate functiongy(snry, J,_1) calculated off-line using DP are stored at the
receiver: after each round, the receiver obseswes computes/,_; via (30), and transmits the

index of the optimalp(snry, Jx_1) € A.

IV. NUMERICAL EXAMPLES

Numerical results illustrating the optimization proceglexplained in Sec. llI-D are here
shown in two cases. First, we will use synthetic decoderesiwhich will allow the reader to
reproduce the results. Next, we will use experimental PEfResuobtained using turbo-codes to
show the throughput gains in a realistic scenario and shete dght on the practical aspects

of the encoding.

A. Synthetic PER curves

We will use the well-known model for the PER curve [22]

1 if  snr < snry
PER(snr, R) = ; (35)

exp (—d(snr/snrth — 1)) if snr > snry,
where!(snry) = R andI(z) = log,(1+2); as indicated in [23]¢ = 4 may be fitted to empirical
curves.
To characterize the decoding errors in IR-HARQ, we use thghkiied approach proposed
in [24], [25], where we apply the PER curve (35)

Pr{ERR;} ~ PER(snri, R), (36)

and use theaggregateSNR given by

k

snry = I_1<Zl(snrl)>. (37)

=1
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Fig. 3. L-HARQ optimal policiespx(snrx, Jx—1) obtained forR = 3.75, K = 4, snr = 15dB, and the synthetic PER curves
defined in Sec. IV-A.

Note that, setting = oo, we conveniently fall back on the idealized threshold déugpaf [1],
[2], [15].
Regarding L-HARQ, we need to characterize the decoder PER @uthe backtrack decoding.

Since the effective rate of the message is decreased, we use
Pr{ERR?} = PER(snry; R — py). (38)

From the assumption of backward errors implication [16Y,][£RR2 = ERR;, (which means
that if the decoding fails in the backtrack phase, it musetfayed in the original transmission),

we have

Pr {ERR; A ERR®} ~ Pr {ERR®} (39)

PER(snri; R — py)

PER(snrg; R) (40)

Pr {ERRY|ERR),} ~

Furthermore, with the backward errors implication assuomptERR, = ERR,_; = ... =

ERR;, fi is calculated as
fr ~ E[PER(SNR;, R)], (41)

where the expectation is taken over the channel SNRs whistribote toSNR;’ via (37).
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Throughput

snr [dB]

Fig. 4. Throughput of the proposed L-HAR@;, is compared to the throughput of IR-HAR®; R = 3.75, log,(Tr) = 6,
and the synthetic PER curves defined in Sec. IV-A.

The optimal backtrack rategy(snry, Ji_1), obtained with the DP formulation are shown
in Fig. 3. The rateg, decrease with the observedr, because they are optimized to increase
the chances of success in the backtrack decoding, and y&b penalize the throughput. Thus,
assnry, increases, the number of bits neededjt@aranteethe backtrack decoding decreases. We
also observe that the optimal policy varies little in terths;, which indicates the possibility
of using a suboptimal policy independent 6f ; as we will discuss in Sec. V-B.

The throughputs of L-HARQ and IR-HARQ are compared in FigA4.already mentioned
in Sec. II-B, we are mostly interested in the throughput €lasR where the conventional IR-
HARQ fails to provide gains even when increasing the numlbeetwansmissions [2]. Indeed,
this is where the improvement from L-HARQ materializes. Fmtance, around a throughput of
n = 3, L-HARQ offers a gain of approximatelydB compared to IR-HARQ withK' = 2, and
up to 2.5dB with K = 4. On the other hand, L-HARQ is outperformed by IR-HARQ for #ma
values of the throughput, wherg is high. This is not a serious drawback because, knowing
the average SNR, we may switch to IR-HARQ if necessary orpfsible, use a different rate
R. Performing a joint decoding, i.e., decodingy from y, andy, would also improve the
performance at the cost of increased complexity, as we skstlin Sec. II-B.

Finally, Fig. 5 provides an insight into the additional feadk required to make L-HARQ
operational. We note that with only two additional feedbaik, L-HARQ practically attains its

maximum potential and ensures notable gains over the ctonah IR-HARQ.
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Fig. 5. Throughput of the L-HARQyY, is compared to the throughput of IR-HAR@L, for R = 3.75 and different numbers
of feedback bitdog,(Tr). The synthetic PER curves defined in Sec. IV-A are used.

B. Rate Adaptation with Turbo-Codes

In order to perform the optimization steps (32)—(34) for giical encoders/decoders, we
only need the PER curveBER(snr; R) and PER(snr; R, p). These are obtained by simulat-
ing/measuringPr {ERR;,} and Pr{ERR,, A ERR?}, and the results obtained for different values
of pj, are shown in Fig. 6; of course, if, = 0 we havePr {ERR,} = Pr{ERR; A ERR}.

We used here a turbo-code specified by 3rd generation psinipeproject (3GPP) in [26],
comprising two constituent convolutional encoders witmeyating polynomialg13/15]s and
the 3GPP pseudo-random interleaver defined in [26, Se&.8.3]. The result of the encoding,
after the interleaving of subblocks as prescribed by theB@Re matching algorithm [26, Sec.
5.1.4.1] is denoted by = [m, mP|, wheremP andm are interleaved versions of the parity bits
and systematic bits, respectively.

Since we use&? € {2.25,3.75} and the nominal coding rate of the 3GPP encodeg is 1/3,
we need to puncture to obtain the binary coding rate = R/m € {0.5625,0.9375}, where
m = 4 is the rate of the 16-quadrature amplitude modulation (QANddulation. We thus take
N[ = roN¢/r bits from c and map them with a Gray mapping [20, Sec. 2.5.2] akto= 1024
symbolsz,, taken from a 16-QAM constellation, which are next transaditbver the channel (1).
The receiver calculates the logarithmic likelihood rat{@&Rs) using exact expressions [20,
Sec. 3.3] and feeds them to the Bahl-Cocke—Jelinek—RavBJk8 decoder [27] implemented

in the log-domain; the interested reader can refer to tharybat [28].
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As for the puncturing, we tak®&' bits starting with the offset ok, [%] defining the percentage
of the systematic bits being punctured. In this way, the waadé x, in the kth round contains
100% — Ry, of the bits in the message,. The interesting question now is: which b'ri%
from the messagen;) should be taken to construct the message, |, = [m’[,ﬂ, My11]?

The interplay between the coding and the HARQ scheme becanmased, interesting: for
R > 0, it is beneficial to construahy,, using thefirst bits of m,) because some of these bits
are punctured to construaf, in round k; thus, knowing these bits (after a successful decoding
in round £ + 1) improves the performance of the decoder in the backtraclsghOn the other
hand, if we construcin;,; using thelast bits of my, their perfect knowledge (after a successful
decoding ofmy,,)) will eliminate the channel-related LLRs during the baekk decoding,
removing thus some of the available information.

We show the PER curves of the turbo-decoder in Fig. &ifgr= 0% and R, = 6.25%, where
the latter offset value is, in fact, recommended by the 3GRPR. important observation is that
while the results oPER (snry; R) (circles) deteriorate due to the puncturing of the systemntts
(solid lines, R, = 6.25%), the results of the backtrack decoding are significantlygrowed in this
case. There is thus a tradeoff between decreasing the decedr probability and decreasing
the probability of backtrack decoding err®w{ERR? A ERR,}. This tradeoff becomes even
clearer as the nominal transmission r&tencreases.

The above mentioned tradeoff becomes evident with the gimout results shown in Fig. 7
based on the same turbo-code PER curves shown in Fig. 62 FoB.75, and usingR,,, = 6%,
the gain of L-HARQ over IR-HARQ isv 0.5dB for K = 2, and~ 2.5dB for K = 4 (measured
atn = 3). On the other hand, a similar gain is obtained for= 2 with R, = 0%, but no further
improvement is observed when the number of transmissiongigased toX = 4. However,
the effect of changing?,, on the results of L-HARQ is less notable whén= 2.25 as can be
seen in Fig. 7(b). This is not too surprising, since the difee betweerPr{ERR; A ERRQ}
curves of R, = 0% and R, = 6.25% is less important wherk = 2.25; see Fig. 6b.

V. SUB-OPTIMAL RATE ADAPTATION POLICIES

We will now discuss adaptation strategies aiming i) to sti@ze the way the backtrack errors

are handled, and ii) to simplify the rates adaptation.
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Fig. 6. Pr{ERR, AERRY} as a function of the instantaneosts;, for different values o, when a turbo-code andi&-QAM
modulation are used with (& = 3.75 and (b) R = 2.25. Dashed curves correspond to the case where systematiargitsot
punctured, i.e.Rn = 0%, while solid lines correspond to the results obtained bycphuing systematic bits witlR,, = 6.25%.

A. All-or-none decoding

In the example of two rounds, presented in Sec. IllI-A, if thessagemy is decoded
successfully and the backtrack decodingnof fails, L-HARQ does not discard the correctly
receivedNs p; bits of m; (meaning that only a part e, is received correctly). This complicates
the buffer management, and may not be suitable for somecagiplns in which only the packet
m; is critical and the packets., ..., m; are piggybacked on the ongoing HARQ process to not
waste the ressources.

We thus want to evaluate a different strategy, where a nom-mavard is collected only if

both mjy andm; are decoded successfully. In the resulting all-or-noneARE (AoN-HARQ)
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Fig. 7. The throughput of L-HARQ and IR-HARQ obtained fortiarcodedl 6QAM transmissions with the puncturing defined
by Rm = 0% and R = 6.25%for (a) R = 3.75, and (b)R = 2.25; log,(Tr) = 4.

the average reward (22) is modified as
E[R] = ]E[R I[ERR,] + (2R — p1) I[ERR, A ERR, A ERR?]]
=E {R(l — Pr{ERR;}) + (2R — p1)(1— Pr{ERRy})

Pr{ERR;} (1—Pr{ERR§’\ERR1})] . (46)
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R*M = R Esnr, [Vi(SNRy, R)], (42)
Jo +R— P1
Jo

x Egnr, [Va(SNRy, J1)] }, (43)

Vi(snry, Jo) = max{PERc(snrl; R) + PER(snry; R)PER(snry; R, p1)

P1

Jr3+ R—px_o

VK_Q(San_Q, JK_g) = max{PERC(san_g; R) + PER(San_Q; R)PER,C(SHFK_Q; R, PK—2)

PK—2 JK_;J,
X Esnrye_, [Vi—1(SNRg_1, Jr—2)] }, (44)
Jp— R— pr_
Vi_1(snrg_1, Jx_2) = maX{PERC(san_l; R) + K QT] PK lPER(san_l; R)PER(snrx_1; R, px 1)
PK—1 K—2
x Esnry [PERS(SNR; R)] } (45)

In a case of arbitrary the expected reward of AON-HARQ (46) generalizes as follows

k—

[EK: kR — ipl ) (1 — Pr{ERR})

=1
k—1
x J] Pr{ERR.} (1 — Pr{ERR®|ERR, })] (47)
z=1

(2R —p1)

=R ESNR1 |:(1 - PI‘{ERRl}) + Pl"{ERRl}

(1-Pr{ERR?|ERR; }) Esnr, [(1— Pr{ERRy})+

(3R — p1 —pa)
(2R — p1)

Fsng, [(1— Pr{ERR;}) + .. m (48)

Pr{ERR,} (1—Pr{ERRS|ERR,})

while the expected number of rounds is the same as in (27)s,Tthe optimal throughput of

AoN-HARQ, denoted a2V, is given by
—Ao0ON
77A0N (1_f1K)'R0
" I—fi

whereR™" denotes the optimum expected reward (47) with respe{:p;;@kK:_ll. Again, profiting

(49)
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Fig. 8. The throughputs of AoN-HARQ and the heuristic poli®i) whene = 0.1 are compared with L-HARQ results
obtained for turbo-coded6QAM transmissions with the puncturing defined By, = 6.25% for R = 3.75; log,(Tr) = 4.

from the nested structure of (48), tRe”" can be found by solving the recursive equations (42)—
(45), whereJ,, € (R, (k+1)- R), and it is related ta/,_; and p, through

Jp = Jp—1 + R — pi, (50)

where, by definition,/J, = R.

The results of the proposed AoN-HARQ are compared with L-KPAR Fig. 8. We can
clearly see that imposing the constraint that all backt@dekoding actions are successful does
not penalize the final throughput of AoN-HARQ, which is preally equal to the optimal
throughput of L-HARQ. We thus conclude that the optimal heatk rates of L-HARQ are
such to guarantee a high probability of successful badktdecoding. This observation will be

exploited in the following to simplify the rate adaptationligy.

B. Fixed-outage policy
The rate adaptation policigs,(snry, J;_1) determined by solving (32)—-(34) or (43)—(45) are
sufficient to optimize the throughput but they have two dragks, namely
1) The rates are three-dimensional functionsrof,, J,_; and the transmission rourig see
Fig. 3; this is inconvenient from the point of view of storagguirement.
2) The rate depend on the distribution 8NR, which not only adds to the storage and
optimization complexity, but makes the solution potemiaensitive to the changes in the

channel model.
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To address the above issues, we propose a simple one-danahsidaptation policy, in-
dependent ofJ,_;, k, and psyr(snr), which is partially inspired by the form of the optimal
policy in Fig. 3 that varies little in terms of,_; and k. Moreover, motivated by the results
of AoN-HARQ, which provide results with very reliable backtk decoding and this, without
penalizing the throughput, we propose the rate adaptabbaypwhich will guarantee successful

instantaneous backtrack decoding. Thus we take into atcmlely the outdated channel SNR
p(snry) = argmin { p | PER(snry; R, p) < €}, (51)
pEA

wheree € R, is a design parameter.
The throughput obtained with the poligysnr;), we denote byit(¢), can be evaluated via
(25) to determine the optimal values of

¢ = argmax 7y (¢) (52)

€

which we show in Fig. 9. Alternatively, we might use simubgi$ to evaluate the throughput
with different values ot; the direct advantage of such an approach is that it wouksd dsefrom
the channel-model dependence.

Here, we observe that whileis a function of the average SNR, it varies little in the regio
of high sar. And since this region of operation is of main interest, wetter fix ¢ = 10!
eliminating the dependence of the policy on the channeistitat? The throughput). (1071) is
shown in Fig. 8, where it is clear that the penalty incurrethwespect to the optimal solution
is negligible.

This is quite a remarquable result which indicates that Hreughput obtained with a very
simple adaptation strategy (51) that is agnostic to the mblastatistics as well as to the past

and the future of the HARQ process, is very close to the optsokution.

VI. CONCLUSIONS

In this work, we proposed an HARQ transmission scheme andethdow its throughput
can be optimized using PER curves of the practical decodenp@ared to the conventional IR-

HARQ protocol, the proposed solution yields notable gamshie high throughput regime. In

2This value is arbitrary, but we wanted a “round” number clasevhat the results indicated.
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Fig. 9. The optimak which solves (52) for turbo-codetbQAM transmissions with the puncturing defined By, = 6.25%
for R = 3.75; log,(Tr) = 4.

wireless systems, these gains may translate into energygsaveduced intercell interference,
or coverage extension.

To illustrate our findings, we used turbo-codes to demotestiiae possibility of boosting
HARQ throughput with off-the-shelf codes, and we discusbedimportance of a code design
(here—the puncturing) to see the gains materialize. We negd the simulated/measured PER
curvesPER(snr; R) and PER(snr; R, p) to perform the rate adaptation. Thus, our approach is
well suited to the case of finite block-length, a promisingtéee for 5G systems which was
studied recently in a similar context in [12], [13].

Furthermore, we developed suboptimal but very simple rdéptation strategies, and showed

that the inflicted performance loss is negligible comparethe optimal schemes.
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