
ar
X

iv
:1

80
3.

03
39

5v
1 

 [
cs

.I
T

] 
 9

 M
ar

 2
01

8
1

Maximum Sum Rate of Slotted Aloha with

Successive Interference Cancellation

Yitong Li and Lin Dai, Senior Member, IEEE

Abstract

This is a sequel of our previous work [8] on characterization of maximum sum rate of slotted Aloha networks.

By extending the analysis to incorporate the capacity-achieving receiver structure, Successive Interference Cancel-

lation (SIC), this paper aims to identify the rate loss due to random access. Specifically, two representative SIC

receivers are considered, i.e, ordered SIC where packets are decoded in a descending order of their received power,

and unordered SIC where packets are decoded in a random order. The maximum sum rate and the corresponding

optimal parameter setting including the transmission probability and the information encoding rate in both cases

are obtained as functions of the mean received signal-to-noise ratio (SNR). The comparison to the capture model

shows that the gains are significant only with the ordered SIC at moderate values of the mean received SNR ρ.

With a large ρ, the rate gap diminishes, and they all have the same high-SNR slope of e−1, which is far below

that of the ergodic sum capacity of fading channels. The effect of multipacket reception (MPR) on the sum rate

performance is also studied by comparing the MPR receivers including SIC and the capture model to the classical

collision model.

I. INTRODUCTION

As a basic type of multiple access, random access has been widely applied to a plethora of networks

including cellular networks, IEEE 802.11 networks and wireless ad-hoc networks [1]–[3]. In sharp contrast

to its simplicity in concept and success in applications, however, the theory of random access is far from

complete [4]. One fundamental question that demands an answer is, for instance: What is the maximum

information-theoretic sum rate of random access, and how far is it from the sum capacity of multiple

access? This paper aims to contribute to the understanding of the above open question by specifically

focusing on slotted Aloha [5], the simplest and one of the most representative random-access schemes.
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Let us start by summarizing two basic features that are shared by most random-access schemes.

1) Independent Encoding and Uncoordinated Transmissions: Each node independently encodes its

information, and decides when to transmit. As the subset of active nodes is random and time-

varying, it is normally assumed to be unknown at the transmitter side.

2) Time-Slotted and Packet-Based: Though it may not seem to be essential or necessary for random

access, a time-slotted and packet-based network has been assumed in the literature since Abramson’s

Aloha was proposed [5]. Due to the uncoordinated transmissions of nodes, not all the transmitted

packets can be successfully decoded in each time slot.

With the above features of random access, the number of successfully decoded packets would be varying

from time to time. As a result, most studies have focused on the average number of successfully decoded

packets per time slot, which is referred to as the network throughput. To analyze the information-theoretic

sum rate of a time-slotted packet-based random-access network, a key assumption was further made in [6]

that each packet consists of one codeword, and the codeword length is long enough such that a packet can

be successfully decoded as long as its information encoding rate does not exceed its single-user capacity,

i.e., log2(1+η), where η is the signal-to-interference-plus-noise ratio (SINR) of the packet. Moreover, it is

commonly assumed that all the nodes have a uniform information encoding rate if their channel statistics

are identical and they are unaware of the instantaneous realization of the channel gains [4], [6], [7]. Under

these assumptions, the sum rate of a random-access network is determined by both the encoding rate of

each packet and the network throughput.

As demonstrated in our recent work [8], there exists an inherent tradeoff between the encoding rate and

the network throughput, which has been largely ignored in previous studies. Intuitively, for given channel

statistics, the higher encoding rate of each packet, the fewer packets that can be successfully decoded

on average, and thus the lower network throughput. As a result, the sum rate can be further maximized

by optimizing the information encoding rate of each packet. In [8], we characterized the maximum sum

rate of an n-node slotted Aloha network over Rayleigh fading channels with the capture model at the

receiver side, that is, each packet is decoded by treating others as background noise, and is successfully

decoded if its SINR is above a certain threshold. Both the maximum sum rate and the optimal setting

including the SINR threshold and the transmission probabilities of nodes are obtained as functions of

the mean received signal-to-noise ratio (SNR) and the number of nodes. The Additive-White-Gaussian-

Noise (AWGN) channels were further considered in [9], and the comparison to [8] corroborates that the
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maximum sum rate of Aloha with the capture model in the fading case would be significantly lower than

that with AWGN channels if the channel state information is not available at the transmitter side.

In this paper, the analysis will further be extended to incorporate a more sophisticated type of receivers,

Successive Interference Cancellation (SIC) [10]. The reason why we consider SIC is two-fold. First of all,

it has been shown in [8], [9] that the high-SNR slope of the maximum sum rate of slotted Aloha with the

capture model is only e−1, which is far below that of the ergodic sum capacity of multiple access fading

channels. It is, nevertheless, difficult to determine whether the gap is caused by the random access nature

or the suboptimality of the receiver, i.e., the capture model. By adopting the capacity-achieving receiver

structure [11], we can pinpoint the rate loss due to random access. Moreover, SIC and the capture model

both have the so-called multipacket reception (MPR) capability [12]. By comparing the MPR receivers

including SIC and the capture model to the classical collision model [5], we can further evaluate the effect

of MPR on the maximum sum rate performance of slotted Aloha.

Specifically, we focus on an n-node slotted Aloha network where all the nodes transmit to a single

receiver1 with the SINR threshold µ, and the received SNRs of nodes’ packets are assumed to be expo-

nentially distributed with the mean received SNR ρ. Two representative SIC receivers are considered, i.e.,

ordered SIC where packets are decoded in a descending order of their received power, and unordered SIC

where packets are decoded in a random order. The maximum network throughput and the corresponding

optimal transmission probability of nodes in both cases are derived as functions of the SINR threshold

µ and the mean received SNR ρ. The maximum sum rate is further obtained by optimizing the SINR

threshold µ, and the comparison to the capture model [8] shows that ordering is crucial for the rate

performance of slotted Aloha with SIC receivers: Without proper ordering of packets, the maximum sum

rate could be degraded to that with the capture model.

To demonstrate the effect of MPR on the sum rate performance, the maximum sum rates with SIC

receivers and the capture model are further compared to that with the classical collision model. It is found

that in contrast to the significant throughput improvement at the low SNR region, only marginal gains

in the maximum sum rate can be achieved by SIC receivers and the capture model. The rate difference

becomes negligible when the mean received SNR ρ is large, and the maximum sum rates with all the

receivers have the same high-SNR slope of e−1, which is remarkably lower than that of the ergodic sum

1The multiple access scenario considered in this paper should be distinguished from the ad-hoc scenario where multiple transmitter-receiver

pairs exist [13], [14].
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TABLE I

MAIN NOTATIONS

n Number of nodes

ρ Mean received SNR

µ SINR threshold

R Information encoding rate of nodes

λ̂out Network throughput

ri Conditional probability of successful transmission of each packet given that there are i concurrent packet transmissions

p Steady-state probability of successful transmission of each packet

K Cutoff phase of each packet

{qi}i=0,...,K Transmission probabilities of nodes

λ̂max Maximum network throughput

C Maximum sum rate

capacity of multiple access fading channels.

The remainder of this paper is organized as follows. Section II presents a detailed review of the related

work on random access with MPR. The system model is introduced in Section III. The network steady-

state point in saturated conditions and the maximum sum rate are characterized in Section IV and Section

V, respectively. The effect of MPR on the sum rate performance of slotted Aloha and the rate loss due

to random access are discussed in Section VI. Conclusions are summarized in Section VII. Table I lists

the main notations used in this paper.

II. RELATED WORK

There has been a rich literature on the performance analysis of random-access networks. In this section,

we limit our discussion to random access with MPR.

Early studies on Aloha networks have been based on the classical collision model [5], [15]–[18], which

assumes that a packet transmission is successful if and only if there are no concurrent transmissions.

Though a useful simplification, with the collision model, the network throughput performance could be

greatly underestimated when MPR is possible. Therefore, a more general model was proposed in [12],

where the MPR capability was described by a reception matrix whose entry in the k-th row and l-th

column ǫkl is the conditional probability that l packets are successfully decoded given that there are

totally k packet transmissions. Given the reception matrix, the stability regions and network throughput

performance of slotted Aloha networks were further studied in [12], [19].

As the reception matrix depends on the receiver design, various MPR receiver models have been

considered in the literature. For instance, it was assumed in [20]–[23] that the receiver can successfully
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decode up to M packets in each time slot, that is, ǫkl = 1 if l ≤ M ≤ k and ǫkl = 0 otherwise. Here M

represents the MPR capability of the receiver, and its effects on the network throughput performance were

analyzed in [20]–[23]. For many receiver structures, however, its MPR capability may not be simplified as

a fixed number. With the widely-adopted capture model [24]–[29], for instance, the reception probability

ǫkl becomes a function of the SINR threshold [26]. In general, the reception matrix {ǫkl} is determined

by the specific receiver structure and the minimum required SINR for successfully decoding a packet,

which could be difficult to obtain in some cases. It was shown in [30] that with a multi-stage SIC2, the

calculation of the reception probability ǫkl involves multiple nested integrals. To reduce the computational

complexity, approximations were further proposed in [30], based on which a simple recursive algorithm

was designed to estimate the network throughput.

Though providing a general description for MPR capability, the reception matrix is indeed unnecessary

for throughput analysis of random-access networks. Instead of deriving ǫkl, which could become intractable

when sophisticated receiver structures are adopted, the analysis can be established based on the conditional

probability of one packet being successfully decoded given that it has i concurrent packet transmissions,

ri. As we will show in this paper, for an n-node saturated slotted Aloha network, both the network

throughput and the sum rate can be obtained as explicit functions of {ri}i=0,...,n−1.

Note that SIC receivers were also considered in [31]–[35] for various random-access networks under

distinct assumptions on power control. Specifically, it was assumed in [31] that each user randomly

chooses a transmission power level based on a certain distribution. In [32]–[35], a limited number of

power levels were assumed to be adopted at the receiver side, where each user adjusts its transmission

power based on the channel state information to ensure that its received power belongs to a predefined

set.3 The focus has been mainly on evaluation of throughput performance. Yet little attention is paid

to the sum rate characterization, as well as how to maximize the sum rate by optimally choosing the

transmission probabilities and information encoding rate of each node. Moreover, it is worth mentioning

that for the line of research on “coded random access” [36]–[40], the SIC structure is used to recover

the coded successive packets of each node, and the classical collision model is assumed for packets from

different nodes. It should be distinguished from this paper where no coding/decoding is assumed over

2Specifically, it was assumed in [30] that in each stage, the packets with SINR higher than a given threshold are decoded, and subtracted

from the total received signal. The process is repeated sequentially until no packets can be successfully decoded or the number of stages

reaches the maximum.
3Note that a single received power level was assumed in [34], that is, all the users have the same received power.
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successive packets of each node, and the SIC receiver is adopted for packets from multiple nodes.

III. SYSTEM MODEL

Consider a slotted Aloha network where n nodes transmit to a single receiver. All the nodes are

synchronized and can start a transmission only at the beginning of a time slot. For each node, assume that

it always has packets in its buffer and each packet transmission lasts for one time slot. We assume perfect

and instant acknowledgement from the receiver and ignore the subtleties of the physical layer such as the

switching time from receiving mode to transmitting mode.

A. Channel Model

Let gk denote the channel gain from node k to the receiver, which can be written as gk = γk ·hk, where

hk is the small-scale fading coefficient of node k that varies from time slot to time slot and is modeled as

a complex Gaussian random variable with zero mean and unit variance. The large-scale fading coefficient

γk characterizes the long-term channel effect such as path loss and shadowing. Due to the slow-varying

nature, the large-scale fading coefficients are usually available at the transmitter side through channel

measurement and feedback.

It was shown in [8] that for Aloha networks with the capture model, nodes with higher mean received

power would have better throughput performance, resulting in unfairness among nodes. Therefore, in

this paper, we follow the assumption that the transmission power of each node is properly adjusted to

overcome the effect of large-scale fading. That is,

P̄k · |γk|
2 = P0, (1)

where P̄k denotes the transmission power of node k. In this case, each node has the same mean received

signal-to-noise ratio (SNR) ρ = P0/σ
2. Note that uplink power control has been widely adopted in practical

networks such as cellular systems, where the base station sends a pilot signal periodically for all the users

in its cell to measure their large-scale fading gains and adjust their transmission power accordingly to

maintain constant mean received power.4

4Note that similar to [8], power control was assumed in this paper to ensure fairness among nodes, that is, all the nodes have the same

mean received SNR, and thus the same rate performance. It was recently shown in [41] that for a multi-rate CSMA network where nodes

can have distinct transmission rates, the tradeoff between the maximum sum rate and fairness could be significant when the difference in the

transmission rates of nodes is large. For Aloha networks, it can be expected that the maximum sum rate can also be improved by allowing

certain unfairness among nodes. Yet how to characterize the rate-fairness tradeoff for multi-rate Aloha networks with SIC receivers is a

challenging issue that deserves much attention in the future study.
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Fig. 1. State transition diagram of an individual HOL packet in slotted Aloha networks.

B. Packet-based Encoding/Decoding

As nodes in random-access networks normally do not coordinate their transmissions, we assume that no

rate allocation among nodes is performed. Moreover, assume that nodes are unaware of the instantaneous

realizations of the small-scale fading coefficients. As a result, each node independently encodes its

information at a constant rate R bit/s/Hz. Assume that each packet consists of one codeword, and each

codeword lasts for one time slot, i.e., no coding over successive packets.

For each packet, denote its received signal-to-interference-plus-noise ratio (SINR) as η. For given

encoding rate R, if log2(1 + η) > R, then by random coding the error probability of the packet is

exponentially reduced to zero as the codeword length goes to infinity. Similar to [6] and [8], we assume

that the codeword length of each packet is sufficiently large such that a packet can be successfully decoded

as long as η ≥ 2R − 1. Denote

µ = 2R − 1 (2)

as the SINR threshold. For each packet, if its received SINR exceeds the threshold µ, then it can be

successfully decoded and rate R can be supported for reliable communications.

C. Transmitter/Receiver Model

An n-node buffered slotted Aloha network is essentially an n-queue-single-server system whose per-

formance is determined by the aggregate activities of head-of-line (HOL) packets. The behavior of each

HOL packet can be modeled as a discrete-time Markov process shown in Fig. 1. Specifically, a fresh

HOL packet is initially in State T, and moves to State 0 if it is not transmitted. Define the phase of

a HOL packet as the number of unsuccessful transmissions it experiences. A phase-i HOL packet has
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a transmission probability of qi, i = 0, . . . , K. It stays in State i if it is not transmitted. Otherwise, it

moves to State T if its transmission is successful, or State min(K, i+ 1) if the transmission fails, where

K denotes the cutoff phase. Note that the cutoff phase K can be any non-negative integer. When K = 0,

States 0 and K in Fig. 1 would be merged into one state, i.e., State 0.

In Fig. 1, pt denotes the probability of successful transmission of HOL packets at time slot t. The

steady-state probability distribution of the Markov chain in Fig. 1 can be further obtained as

πT = 1
∑K−1

i=0

(1−p)i

qi
+
(1−p)K

pqK

, (3)

and 













π0 =
1−pq0
pq0

πT . K = 0

π0 =
1−q0
q0

πT , πi =
(1−p)i

qi
πT , i = 1, . . . , K − 1, πK = (1−p)K

pqK
πT . K ≥ 1,

(4)

where p = lim
t→∞

pt. Note that πT is the service rate of each node’s queue as the queue has a successful

output if and only if the HOL packet is in State T.

At the receiver side, assume that successive interference cancellation (SIC) is adopted, that is, once

a packet is successfully decoded, it is subtracted from the aggregate received signal before decoding

other packets. There are many variants of the SIC receiver. In this paper, we consider the following two

representative cases.

1) Ordered SIC: The most widely adopted SIC assumes that packets are decoded in a descending order

of the received power. In each iteration, the packet with the highest received power is decoded, and

is subtracted from the aggregate received signal if it is successfully decoded. Otherwise, the decoding

process terminates5.

2) Unordered SIC: We also consider the case that packets are decoded in a random order. In each

iteration, a packet is decoded and is subtracted from the aggregate received signal if it is successfully

decoded. Otherwise, move to the next packet and repeat the process until all the packets are decoded.

Here we include the unordered SIC as a comparison benchmark to the ordered SIC as we aim to identify

when the rate gain brought by ordering is significant for Aloha networks.

5If the packet with the highest received power cannot be successfully decoded, then other packets cannot be successfully decoded either.
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D. Network Throughput and Sum Rate

In this paper, we focus on the long-term system behavior and define the sum rate as the time-

average of the received information rate: Rs = limT→∞
1
T

∑T
t=1R · Nt, where Nt denotes the number

of successfully decoded packets in time slot t, which is a time-varying variable. Define the network

throughput as the average number of successfully decoded packets per time slot, which can be written as

λ̂out = limT→∞
1
T

∑T
t=1Nt. We then have

Rs = R · λ̂out. (5)

Note that the sum rate is closely dependent on the transmission probabilities {qi}i=0,...,K and the SINR

threshold µ. In this paper, we aim at maximizing the sum rate by optimally choosing the transmission

probabilities {qi}i=0,...,K and the SINR threshold µ: C = maxµ,{qi}Rs. By combining (2) and (5), the

maximum sum rate can be further written as

C = max
µ

λ̂max log2(1 + µ), (6)

where λ̂max = max{qi} λ̂out denotes the maximum network throughput.

For the sake of simplicity, in this paper, we assume that qi = q0 for i = 0, . . . , K. As we can see from

(3), the network throughput in saturated conditions6, which is determined by the aggregate service rate,

closely depends on the steady-state probability of successful transmission of HOL packets p. Therefore,

before we derive the maximum sum rate in Section V, let us first focus on the steady-state probability of

successful transmission of HOL packets p in the next section.

IV. STEADY-STATE POINT IN SATURATED CONDITIONS

In this section, we will characterize the network steady-state point in saturated conditions based on the

fixed-point equation of p. We will start from the derivation of the conditional probability of successful

transmission of each HOL packet given that it has i concurrent packet transmissions, ri.

6To be more specific, the network is saturated if every node always has packets in its buffer. In this paper, we consider the saturated

conditions as we aim to obtain the maximum network throughput. In this case, the network throughput is equal to the aggregate service rate

of nodes’ queues.
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A. Conditional Probability of Successful Transmission ri

For HOL packet j, denote rji as its steady-state probability of successful transmission given that there

are i concurrent packet transmissions. It is clear that rji depends on the receiver design. In [8], it has been

shown that with the capture model, all the packets have the same conditional probability of successful

transmission of

rCi =
exp

(

−µ
ρ

)

(1 + µ)i
, (7)

where µ is the SINR threshold and ρ is the mean received SNR.

With SIC, in contrast, rji depends on the decoding order of packet j, and the number of packets that

have been successfully decoded before packet j. Specifically, it can be written as

rji =
i+1
∑

m=1

Pr{packet j is decoded at the mth iteration}·
m−1
∑

k=0

Pr{There are k successfully decoded

packets before packet j and packet j is successfully decoded}. (8)

Note that all the packets have independent and identically distributed (i.i.d.) received SNRs, and thus

equal probability to be decoded at a given iteration. The first item on the right-hand side of (8) is then

given by

Pr{packet j is decoded at the mth iteration} =
1

i+ 1
. (9)

The second item on the right-hand side of (8) depends on whether the packets are ordered. In the following,

let us consider the ordered SIC and unordered SIC cases separately.

1) Ordered SIC: The second item on the right-hand side of (8) can be written as

Pr{There are k successfully decoded packets before packet j and packet j is successfully decoded}

=Pr{There are k successfully decoded packets before packet j | packet j is successfully decoded}·

Pr{Packet j is successfully decoded}. (10)

With ordered SIC, packets are decoded in a descending order of their received power. If packet j is

successfully decoded at the mth iteration, then all the m−1 packets before packet j must be successfully
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decoded. Therefore, we have

Pr{There are k successfully decoded packets before packet j | packet j is successfully decoded}

=















1 if k = m− 1,

0 otherwise.

(11)

Moreover, denote y
(l)
i as the probability that the packet at the lth iteration can be successfully decoded

given that there are i concurrent packet transmissions, i.e., totally i + 1 packets to be decoded. The

probability that packet j is successfully decoded is equal to the probability that all the packets before it,

i.e., at iteration 1 to m, are successfully decoded, which can be written as

Pr{Packet j is successfully decoded} = Πm
l=1y

(l)
i . (12)

Appendix A further shows that

y
(l)
i =











































































































(i+1)!

(i+1−l)!(l−1)!

⌈1/µ⌉−1
∑

k=0

(

i+1−l

k

)

(−1)k

l+k
exp



−
l+k

ρ
(

1
µ
−k
)





(

1
µ
−k

l+ 1
µ

)i+1−l

l ≤ i+1−
1

µ

(i+1)!

(i+1−l)!(l−1)!

i+1−l
∑

k=0

(

i+1−l

k

)

(−1)k









exp

(

− k+l
ρ( 1

µ
−k)

)

k+l
−

i−l
∑

s=0

(

(i+1−l−k)s

(i+1)s+1
·

Q

(

1+s,
i+1

ρ( 1
µ
−i−1+l)

)

+exp

(

− k+l
ρ( 1

µ
−k)

)

( 1
µ
−k)s

( 1
µ
+l)s+1

·

(

1−

Q

(

1+s,−
1

ρ(i+1−l− 1
µ
)
·
(i+1−l−k)( 1

µ
+l)

1
µ
−k

)))









l > i+1−
1

µ
,

(13)

for l = 1, ..., i + 1, in which Q(s, t) = 1
(s−1)!

∫∞

t
e−xxs−1dx is the regularized upper incomplete gamma

function. With µ ≥ 1, (13) reduces to

y
(l),µ≥1
i =

(

i+1

l

)

exp

(

−
lµ

ρ

)

·

(

1

lµ+ 1

)i+1−l

, (14)
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for l = 1, ..., i+1. By substituting (9)-(12) into (8), the steady-state probability of successful transmission

of HOL packet j given that there are i concurrent transmissions for ordered SIC can be obtained as

rj,OS
i =

1

i+ 1

i+1
∑

m=1

Πm
l=1y

(l)
i . (15)

The right-hand side of (15) is independent of j, indicating that all the HOL packets have the same

conditional probability of successful transmission. Therefore, we drop the superscript j in the following.

2) Unordered SIC: The second item on the right-hand side of (8) can be written as

Pr{There are k successfully decoded packets before packet j and packet j is successfully decoded}

=Pr{Packet j is successfully decoded | there are k successfully decoded packets before packet j }·

Pr{There are k successfully decoded packets before packet j}. (16)

With unordered SIC, packets are decoded in a random order. Therefore, given that there are k successfully

decoded packets before packet j, the probability that packet j can be successfully decoded is equal to rCi−k,

i.e., the probability of successful transmission given that there are i− k concurrent packet transmissions

for the capture model. According to (7), we have

Pr{Packet j is successfully decoded | there are k successfully decoded packets before packet j}

=
exp

(

−µ
ρ

)

(1 + µ)i−k
= (1 + µ)k · rCi . (17)

It is difficult to obtain an explicit expression of Pr{There are k successfully decoded packets before

packet j} due to the dependency of packets decoding, i.e., the decoding of each packet depends on how

many packets at the preceding iterations are successfully decoded. Let us consider the worst case that

each packet is subject to interference from i concurrent packet transmissions during its decoding process.

In this case, the probability that there are k successfully decoded packets before packet j at the mth

iteration is given by
(

m−1
k

) (

1− rCi
)m−1−k (

rCi
)k

. By combining (8)-(9) and (16)-(17), we can then obtain

a lower-bound of the steady-state probability of successful transmission of HOL packet j given that there

are i concurrent packet transmissions for unordered SIC as

rj,NS
i ≥ rj,NS l

i = 1
i+1

i+1
∑

m=1

m−1
∑

k=0

(

m−1

k

)

(1 + µ)k
(

1− rCi
)m−1−k (

rCi
)k+1

=
(1+µrCi )i+1−1

(i+1)µ
. (18)
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m

1
nr
-

Fig. 2. Conditional probability of successful transmission rn−1 given that there are n − 1 concurrent packet transmissions versus SINR

threshold µ. n = 20 and ρ = 20dB.

Again, we drop the superscript j in the following discussion because the right-hand side of (18) is

independent of j.

3) Comparison: We can see from (15) and (18) that both rOS
i and rNS l

i depend on the SINR threshold

µ. Fig. 2 illustrates how they vary with µ. For the sake of comparison, the result of the capture model

[8] is also presented.

It can be clearly observed from Fig. 2 that both the ordered SIC and unordered SIC have a much larger

conditional probability of successful transmission than the capture model when µ is small. It can be easily

obtained from (7) that with the capture model, rCn−1|µ= 1
n

for large n
≈ e−1. Appendix B further shows that for

large ρ and n,

rOS
n−1|µ= 1

n
≈1, rNS l

n−1 |µ= 1
n
≈ee

−1

− 1, (19)

both of which are significantly higher than e−1.

The gap, nevertheless, diminishes as the SINR threshold µ increases. As µ → ∞, Appendix C shows

that the conditional probability of successful transmission in both the ordered SIC and unordered SIC

cases converges to that of the capture model.

lim
µ→∞

rOS
i

rCi
= lim

µ→∞

rNS l
i

rCi
= 1. (20)
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B. Steady-State Point in Saturated Conditions

The steady-state probability of successful transmission of HOL packets p can be written as

p =
n−1
∑

i=0

ri · Pr{i concurrent packet transmissions}. (21)

In saturated conditions, all the nodes have non-empty queues. According to the Markov chain shown

in Fig. 1, the probability that the HOL packet is requesting transmission is given by πT q0 +
∑K

i=0 πiqi,

which is equal to πT/p according to (3)-(4). Therefore, the probability that there are i concurrent packet

transmissions can be obtained as

Pr{i concurrent packet transmissions}=

(

n−1

i

)

(1−πT /p)
n−1−i (πT/p)

i . (22)

By substituting (22) into (21), we have

p =

n−1
∑

i=0

ri ·

(

n−1

i

)

(1−πT/p)
n−1−i (πT/p)

i . (23)

The service rate πT depends on the transmission probabilities of nodes {qi}i=0,...,K . With qi = q0, i =

0, ..., K, the fixed-point equation (23) has a single non-zero root pA, which is given by

pA =

n−1
∑

i=0

(

n− 1

i

)

ri (1− q0)
n−1−i · qi0. (24)

Specifically, with ordered SIC, pOS
A can be obtained by combining (24) and (15). With unordered SIC, pNS

A

can be approximated by combining (24) and the lower-bound rNS l
i developed in (18).7 Fig. 3 illustrates

how the steady-state point pA varies with the SINR threshold µ for the ordered SIC and unordered SIC

cases. The result of the capture model [8] is also presented for the sake of comparison. Similar to the

conditional probability of successful transmission illustrated in Fig. 2, we can see from Fig. 3 that the

gains achieved by SIC receivers over the capture model are significant only when µ is small.

C. Simulation Results

In this section, simulation results are presented to verify the preceding analysis. In particular, we consider

a saturated slotted Aloha network where each node has the transmission probability q0. The simulation

setting is the same as the system model and thus we omit the details here.

7Unless otherwise specified, in the following analysis, rNS
i is always approximated by its lower-bound rNS l

i in the unordered SIC case.
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Fig. 3. Steady-state point pA versus SINR threshold µ. n = 20. q0 = 0.5 and ρ = 20dB.
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Fig. 4. Conditional probability of successful transmission ri versus number of concurrent packet transmissions i. µ = 1. (a) ρ = 0dB. (b)

ρ = 20dB.
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Fig. 5. Steady-state point pA versus transmission probability q0. n = 20 and µ = 1. (a) ρ = 0dB. (b) ρ = 20dB.
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In Section IV-A, the conditional probability of successful transmission ri for ordered SIC has been

derived in (15) and verified by simulation results presented in Fig. 4. For the unordered SIC case, Fig. 4

shows that the lower-bound of ri developed in (18) is quit close. In Section IV-B, the steady-state point

pA is further derived in (24) as the non-zero root of the fixed-point equation of the steady-state probability

of successful transmission of HOL packets p, which is verified by simulation results presented in Fig. 5.

It can be clearly observed from Fig. 5 that the steady-state point pA closely depends on the transmission

probability of nodes q0. In the next section, we will demonstrate how to optimally choose the transmission

probability of nodes q0 to maximize the network throughput and the sum rate.

V. MAXIMUM SUM RATE

It has been shown in Section III-D that the sum rate is determined by the SINR threshold µ and the

network throughput λ̂out. In the following subsection, let us first derive the maximum network throughput

λ̂max by optimizing the transmission probability of nodes q0.

A. Maximum Network Throughput

In saturated conditions, the network throughput λ̂out = nπT . By combining (3) and (24), the network

throughput λ̂out in saturated conditions can be obtained as

λ̂out = nq0pA = n

n−1
∑

i=0

(

n− 1

i

)

ri (1− q0)
n−1−i qi+1

0 , (25)

which closely depends on the transmission probability of nodes q0. For the maximum network throughput

λ̂max = max0<q0≤1 λ̂out, Appendix D shows that in both the ordered SIC and unordered SIC cases, we

have

λ̂max =















n
∑n−1

i=0

(

n−1
i

)

ri (1− q̂0)
n−1−i q̂i+1

0 if µ ≥ µ0

nrn−1 otherwise,

(26)

which is achieved at

q∗0 =















q̂0 if µ ≥ µ0

1 otherwise,

(27)

where q̂0 is the root of

n
n−1
∑

i=0

(

n− 1

i

)

ri (1− q0)
n−2−i qi0(1 + i− nq0) = 0, (28)
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Fig. 6. Maximum network throughput λ̂max versus SINR threshold µ. n = 20 and ρ = 20dB.

and µ0 is the root of

rn−2

rn−1
=

n

n− 1
. (29)

We can see from (26) that both λ̂OS
max and λ̂NS

max depend on the SINR threshold µ. Fig. 6 illustrates how

they vary with µ. Similar to the conditional probability of successful transmission rn−1 and the steady-

state point in saturated conditions pA shown in Fig. 2 and Fig. 3, significant gains in maximum network

throughput can be achieved by SIC receivers over the capture model when µ is small. Recall that with

the capture model [8], we have λ̂C
max|µ= 1

n

for large n
≈ ne−1. It can be further obtained from (26) and (19) that

λ̂OS
max|µ= 1

n

for large n
≈ n, λ̂NS

max|µ= 1
n

for large n
≈ n

(

ee
−1

− 1
)

, (30)

both of which are much higher than ne−1. With a large µ, nevertheless, the maximum network throughput

in both the ordered SIC and unordered SIC cases converges to that of the capture model. As µ → ∞, it

can be obtained from (26) and (20) that limµ→∞
λ̂OS
max

λ̂C
max

= limµ→∞
λ̂NS
max

λ̂C
max

= 1.

It can be clearly seen from Fig. 6 that similar to the capture model, with SIC receivers, the maximum

network throughput λ̂max also increases as the SINR threshold µ decreases. Such an improvement on

maximum network throughput is, nevertheless, achieved at the cost of a smaller information encoding

rate that can be supported for reliable communications, i.e., R = log2(1 + µ). In the next subsection, we

will further study how to maximize the sum rate by properly choosing the SINR threshold µ.
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Fig. 7. Maximum sum rate C versus mean received SNR ρ. n = 20.

B. Maximum Sum Rate

By combining (6) and (26), the maximum sum rate can be further written as C = max (C1, C2), where

C1 = maxµ≥µ0 f1(µ) and C2 = maxµ<µ0 f2(µ), in which

f1(µ) = λ̂µ≥µ0
max log2(1 + µ) = n

n−1
∑

i=0

(

n− 1

i

)

ri (1− q̂0)
n−1−i q̂i+1

0 · log2(1 + µ) (31)

for µ ∈ [µ0,∞) and

f2(µ) = λ̂µ<µ0
max log2(1 + µ) = nrn−1 · log2(1 + µ) (32)

for µ ∈ (0, µ0). Denote µh = argmax f1(µ) and µl = argmax f2(µ). Note that µh and µl can be

numerically obtained given the expressions of f1(µ) and f2(µ). Appendix E shows that for both the

ordered SIC and unordered SIC cases, the maximum sum rate is given by

C =















f1(µh) if ρ ≥ ρ0

f2(µl) otherwise,

(33)

which is achieved when the SINR threshold µ is set as

µ∗ =















µh if ρ ≥ ρ0

µl otherwise,

(34)

where ρ0 is the root of f1(µh) = f2(µl).

The maximum sum rate C for both the ordered SIC and unordered SIC cases is illustrated in Fig. 7.
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Fig. 8. (a) Optimal SINR threshold µ∗ and (b) optimal transmission probability q
∗,µ=µ∗

0 . n = 20.

For the sake of comparison, the result of the capture model [8] is also presented. In contrast to Fig. 6

where the maximum network throughput of the unordered SIC is shown to be significantly higher than

that of the capture model, we can see from Fig. 7 that only marginal gains in the maximum sum rate can

be achieved by the unordered SIC over the capture model. For the ordered SIC case, substantial gains

can still be observed at moderate values of the mean received SNR ρ, i.e., −10dB< ρ < 35dB. The gap,

nevertheless, diminishes at the high SNR region, i.e., ρ ≥ ρOS
0 , where the maximum sum rates of all the

three receivers have the high-SNR slope of e−1 as ρ → ∞.

It is also interesting to note from Fig. 7 that ordering is crucial for the rate performance of slotted

Aloha networks with SIC receivers. Without proper ordering of packets, the maximum sum rate could

be drastically degraded and becomes comparable to that of the capture model. To achieve the maximum

sum rate, the SINR threshold µ needs to be carefully tuned according to the mean received SNR ρ based

on (34). Fig. 8a illustrates the optimal SINR threshold µ∗ for the ordered SIC, unordered SIC and the

capture model cases. It can be clearly seen from Fig. 8a that in all three cases, the SINR threshold

µ, or equivalently, the information encoding rate R, should be properly enlarged as the mean received

SNR ρ increases. Moreover, by combining (27) and (34), we can further obtain the optimal transmission

probability q∗,µ=µ∗

0 for maximizing the sum rate as a function of the mean received SNR ρ. As Fig.

8b illustrates, at the low SNR region, the optimal transmission probability is 1, indicating that all the

nodes should persistently transmit their packets. As the mean received SNR ρ increases, nevertheless, the
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Fig. 9. Network throughput λ̂out versus transmission probability q0. n = 20 and ρ = 20dB. (a) µ = 0.05. (b) µ = 1.

transmission probability of each node should be reduced accordingly, and converges to 1
n

as ρ → ∞.8

C. Simulation Results

In this section, simulation results are presented to verify the preceding analysis. Fig. 9 illustrates the

network throughput performance. The network throughput λ̂out has been derived as a function of the

transmission probability of nodes q0 in (25). According to (26), if the SINR threshold µ ≥ µ0, the

maximum network throughput λ̂max is achieved when q0 is set to be q̂0. Otherwise, λ̂max is achieved when

q0 = 1. With n = 20 and ρ = 20dB, we have µOS
0 = 0.1205 and µNS

0 = 0.0532 by substituting (15)

and (18) into (29), respectively, for the ordered SIC and unordered SIC cases. As we can see from Fig.

9a, with µ = 0.05 < µ0, the network throughput in both cases monotonically increases with q0, and is

maximized at q0 = 1. With µ = 1 > µ0, on the other hand, the network throughput is maximized at

q0 = q̂0 which is given in (28), as Fig. 9b illustrates. Simulation results presented in Fig. 9 verify that the

analysis serves as a good lower-bound in the unordered SIC case, and is accurate with ordered SIC.

It is further shown in Section V-B that as both the information encoding rate R and the maximum

network throughput λ̂max depend on the SINR threshold µ, the sum rate can be maximized by optimizing

the SINR threshold µ. As Fig. 10 illustrates, the sum rate performance is sensitive to the setting of µ in

both ordered SIC and unordered SIC cases. To achieve the maximum sum rate, the SINR threshold µ

8Note that in practice, the adaptive update of the transmission probability q0 and the information encoding rate R of each node can be

performed through the feedback from the common receiver. In cellular systems, for instance, as each node associates with the base station

(BS) upon joining the network, the BS can count the number of nodes, calculate the optimal parameter setting and broadcast it periodically.

Each node can then update its parameters accordingly. Such a feedback-based update process can also be implemented in IEEE 802.11

networks where the access point serves as the common receiver in each basic service set.
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Fig. 10. Sum rate Rs versus SINR threshold µ. n = 20 and q0 = q∗0 . (a) ρ = 0dB. (b) ρ = 20dB. (c) ρ = 40dB.

should be properly set according to the mean received SNR ρ. The expressions of the maximum sum rate

C and the corresponding optimal SINR threshold µ∗ are given in (33)-(34), and verified by simulation

results presented in Fig. 10.

VI. DISCUSSIONS

So far we have derived the maximum sum rates of slotted Aloha networks with SIC receivers, and

the corresponding optimal setting including the optimal SINR threshold and the optimal transmission

probability of nodes. In this section, we will further demonstrate the effect of MPR on the sum rate

performance of slotted Aloha networks, and compare it to the ergodic sum capacity of multiple access

fading channels.
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Fig. 11. Network performance of slotted Aloha with collision model, capture model and SIC receivers. n = 20. (a) Maximum network

throughput λ̂µ=µ∗

max and (b) maximum sum rate C versus mean received SNR ρ.

A. Effect of MPR

Note that both the SIC receivers and the capture model have the so-called MPR capability: If the SINR

threshold µ is small enough, then multiple packets can be successfully decoded at each time slot. As

a result, the network throughput performance is expected to be substantially enhanced compared to the

classical collision model where at most one packet can be successfully decoded at each time slot.

To further see the effect of MPR on the sum rate performance, let us consider the classical collision

model where a packet transmission is successful only if there are no concurrent transmissions. Appendix

F shows that in this case, the maximum sum rate is given by

Ccollision = exp
(

−1 − eW0(ρ)−1
ρ

)

· log2(e
W0(ρ)), (35)

which is achieved when the SNR threshold is set to be µ∗,collision = eW0(ρ) − 1. The corresponding

maximum network throughput is given by

λ̂µ=µ∗,collision
max = exp

(

−1 − eW0(ρ)−1
ρ

)

. (36)

Fig. 11 illustrates the maximum sum rate and the corresponding maximum network throughput with

the collision model. For the sake of comparison, the results of the capture model and SIC receivers are

also presented. As we can see from Fig. 11a, at the low SNR region, the maximum network throughput

of the collision model is significantly lower than that of SIC receivers and the capture model, which can
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be much higher than 1 thanks to MPR. The gap, nevertheless, diminishes as the mean received SNR ρ

increases. All of them approach e−1 as ρ → ∞.

Similarly, Fig. 11b shows that the maximum sum rates of all four receivers have the same high-SNR

slope of e−1, and the rate difference becomes negligible when the mean received SNR ρ is large. At the low

SNR region, in contrast to the significant throughput improvement, only marginal gains in the maximum

sum rate can be achieved by the SIC receivers and the capture model. The rate difference between the

collision model and the capture model is below 0.5 bit/s/Hz for the whole SNR region, which suggests

that despite an overly pessimistic estimation on the network throughput, the collision model serves as a

good approximation for the capture model when analyzing the sum rate performance of Aloha networks.

Recall that it has been shown in Fig. 8a that at the low SNR region, the optimal SINR thresholds with

the SIC receivers and the capture model are small, indicating that each packet has a small encoding rate.

Therefore, although much more packets can be successfully decoded compared to the collision model,

the gain in the maximum sum rate is limited. At the high SNR region, on the other hand, both the SIC

receivers and the capture model reduce to the collision model as the optimal SINR thresholds are much

higher than 1. We can conclude from Fig. 11 that although the network throughput performance at the

low SNR region can always be significantly improved thanks to MPR, the rate gain could be marginal,

and becomes negligible when the mean received SNR is large.

B. Rate Loss Due to Random Access

For an n-user multiple access fading channel, it has been well known that the ergodic sum capacity with-

out the channel state information at the transmitter side (CSIT) is given by Csum = E [log2 (1 +
∑n

k=1 |hk|
2ρ)],

where the expectation is taken over all fading states of users. To achieve the ergodic sum capacity, an

SIC receiver should be adopted, and each node’s encoding rate is determined by its decoding order, with

codewords long enough to cover multiple fading states [11]. With Aloha, in contrast, as each node transmits

with a certain probability, the subset of active nodes is time-varying, and supposed to be unknown at the

transmitter side. Therefore, without coordination rate allocation among nodes cannot be performed, and a

uniform information encoding rate is assumed for each packet with the packet-based encoding, i.e., each

packet contains one codeword lasting for one time slot.

Fig. 11b illustrates the ergodic sum capacity in comparison to the maximum sum rates of slotted Aloha

under various receivers. It can be clearly seen from Fig. 11b that even with the capacity-achieving receiver
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structure, the ordered SIC, the maximum sum rate of slotted Aloha is still significantly lower than the

ergodic sum capacity. Specifically, different high-SNR slopes are observed, i.e., 1 for the ergodic sum

capacity and e−1 for the maximum sum rates of slotted Aloha. With the packet-based encoding/decoding

and a uniform encoding rate of each packet, even if the ordered SIC is adopted, the sum rate performance

of slotted Aloha is still bottlenecked by the first decoded packet, which can be improved by increasing the

mean received SNR ρ at the high SNR region only when there are no concurrent packet transmissions. It

has been shown in Fig. 8b that as ρ increases, the optimal transmission probability of each node converges

to 1/n. As a result, the high-SNR slope of the maximum sum rates of slotted Aloha, which is determined

by the probability that there is a single packet transmission in each time slot at the high SNR region, is

only e−1. Here we can see that the huge rate loss of slotted Aloha at the high SNR region has its root in

the contention of packets caused by uncoordinated random transmissions of nodes.

VII. CONCLUSION

In this paper, the maximum sum rates of slotted Aloha with two representative SIC receivers, ordered SIC

and unordered SIC, are analyzed by assuming that the received SNRs of nodes’ packets are exponentially

distributed with the mean received SNR ρ. The analysis shows that to achieve the maximum sum rate,

the transmission probability of each node and the SINR threshold, or equivalently, the encoding rate of

each packet, should be adaptively adjusted according to the mean received SNR ρ. The maximum sum

rate with ordered SIC is found to be significantly higher than that with unordered SIC only at moderate

values of ρ. At low and high SNR regions, both of them could become comparable to the capture model.

The comparison to the classical collision model further reveals that although substantial gains in network

throughput can be achieved by SIC receivers and the capture model at the low SNR region thanks to MPR,

the rate difference could be limited, and they all reduce to the collision model with the high-SNR slope

of e−1 when the mean received SNR ρ is large. It shows that without proper rate allocation, even with the

capacity-achieving receiver structure, the maximum sum rate of slotted Aloha could still be far below the

ergodic sum capacity of fading channels, indicating that the rate loss is significant due to uncoordinated

random transmissions of nodes.
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APPENDIX A

DERIVATION OF (13)-(14)

The conditional probability that the packet at the lth iteration can be successfully decoded given that

there are i concurrent packet transmissions, y
(l)
i , can be written as

y
(l)
i = Pr

{

|hl:i+1|
2

∑i+1
s=l+1 |hs:i+1|2 + 1/ρ

≥ µ

}

, (37)

where |h1:i+1|
2 ≥ |h2:i+1|

2 ≥ · · · ≥ |hi+1:i+1|
2 denotes {|hk|

2}k=1,2,...,i+1 in descending order9. (37) can be

further written as

y
(l)
i = Pr

{

Z ≤
X

µ
−

1

ρ

}

=

∫ ∞

0

∫ x
µ
− 1

ρ

0

pX,Z(x, z)dzdx, (38)

where X = |hl:i+1|
2 and Z =

∑i+1
s=l+1 |hs:i+1|

2, and the joint PDF pX,Z(x, z) is given by [42]

pX,Z(x, z) = S · exp (−lx − z)

i+1−l
∑

k=0

(

i+ 1− l

k

)

(−1)k(z − kx)i−lU(z − kx), (39)

for x > 0 and 0 < z < (i+ 1− l)x, with S = (i+1)!
(i+1−l)!(l−1)!(i−l)!

, and

U(a) =















1 a ≥ 0

0 otherwise.

(40)

Otherwise, pX,Z(x, z) = 0. For l = 1, ..., i+ 1, we consider the following two cases:

1) If l ≤ i+ 1− 1
µ

, we have (i+ 1− l)x > x
µ
− 1

ρ
. By combining (39) and (38), y

(l)
i can be written as

y
(l)
i = S ·

∫ ∞

µ
ρ

∫ x
µ
− 1

ρ

0

i+1−l
∑

k=0

(

i+ 1− l

k

)

(−1)k exp (−lx − z) (z − kx)i−lU(z − kx)dzdx

=
(i+1)!

(i+1−l)!(l−1)!

⌈1/µ⌉−1
∑

k=0

(

i+1−l

k

)

(−1)k

l+k
exp



−
l+k

ρ
(

1
µ
−k
)





(

1
µ
−k

l+ 1
µ

)i+1−l

. (41)

2) If l > i+1− 1
µ

, we have (i+1− l)x > x
µ
− 1

ρ
when x < 1

ρ
(

1
µ
−i−1+l

) and (i+1− l)x < x
µ
− 1

ρ
when

9Note that the order of received power of packets is solely determined by their small-scale fading gains because the effect of large-scale

fading is removed according to (1).
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x > 1

ρ
(

1
µ
−i−1+l

) . By combining (39) and (38), y
(l)
i can be written as

y
(l)
i = S ·

∫ 1
ρ(1/µ−i−1+l)

µ
ρ

∫ x
µ
− 1

ρ

0

i+1−l
∑

k=0

(

i+ 1− l

k

)

(−1)k exp (−lx− z) (z − kx)i−lU(z − kx)dzdx

+ S ·

∫ ∞

1
ρ(1/µ−i−1+l)

∫ (i+1−l)x

0

i+1−l
∑

k=0

(

i+ 1− l

k

)

(−1)k exp (−lx − z) (z − kx)i−lU(z − kx)dzdx

=
(i+1)!

(i+1−l)!(l−1)!

i+1−l
∑

k=0

(

i+1−l

k

)

(−1)k









exp

(

− k+l
ρ( 1

µ
−k)

)

k+l
−

i−l
∑

s=0

(

(i+1−l−k)s

(i+1)s+1
·

Q

(

1+s,
i+1

ρ( 1
µ
−i−1+l)

)

+exp

(

−
k+l

ρ( 1
µ
−k)

)

( 1
µ
−k)s

( 1
µ
+l)s+1

·

(

1−

Q

(

1+s,−
1

ρ(i+1−l− 1
µ
)
·
(i+1−l−k)( 1

µ
+l)

1
µ
−k

)))









, (42)

where Q(s, t) = 1
(s−1)!

∫∞

t
e−xxs−1dx is the regularized upper incomplete gamma function. By combining

(41) and (42), we can obtain (13).

With µ ≥ 1, for l = 1, ..., i, we have l ≤ i+ 1− 1
µ

. By substituting ⌈1/µ⌉−1 = 0 into (41), we have

y
(l)
i =

(

i+1

l

)

exp
(

− lµ
ρ

)

·
(

1
lµ+1

)i+1−l

. (43)

For l = i+ 1, we have l > i+ 1− 1
µ

. By substituting i+ 1− l = 0 into (42), we have

y
(i+1)
i = exp

(

− (i+1)µ
ρ

)

. (44)

(14) can be obtained by combining (43) and (44).

APPENDIX B

DERIVATION OF (19)

1) For unordered SIC, by combining (7) and (18), we have

rNS l
n−1 |

µ=
1
n
=

(

1 +
exp

(

−
1
nρ

)

n
(

1+
1
n

)n−1

)n

− 1. (45)

For large n and ρ, we have exp
(

− 1
nρ

)

≈ 1 and
(

1 + 1
n

)n−1
≈ e. (45) can then be approximated to

rNS l
n−1 |µ= 1

n

for large n, ρ
≈

(

1 + e−1

n

)n

− 1
for large n

≈ ee
−1

− 1.
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2) For ordered SIC, according to (15), we have

rOS
n−1 =

1
n

n
∑

m=1

Πm
l=1y

(l)
n−1. (46)

With µ = 1
n

, i+ 1− 1
µ
≤ 0 for i = 0, ..., n− 1. Therefore, according to (13), we have

y
(l)
n−1|µ= 1

n
= n!

(n−l)!(l−1)!

n−l
∑

k=0

(

n−l

k

)

(−1)k

(

exp

(

−
k+l

ρ(n−k)

)

k+l
−

n−l−1
∑

s=0

(

(n−l−k)s

ns+1 Q
(

1+s, n
ρl

)

+ exp
(

− k+l
ρ(n−k)

)

(n−k)s

(n+l)s+1 ·
(

1−Q
(

1+s, 1
ρl
· (n−l−k)(n+l)

n−k

)))

)

, (47)

for l = 1, ..., n. Note that for large ρ, exp
(

− k+l
ρ(n−k)

)

≈ 1, and the item

n−l−1
∑

s=0

(

(n−l−k)s

ns+1 Q
(

1+s, n
ρl

)

+ exp
(

− k+l
ρ(n−k)

)

(n−k)s

(n+l)s+1 ·
(

1−Q
(

1+s, 1
ρl
· (n−l−k)(n+l)

n−k

)))

can be approximated to
∑n−l−1

s=0
(n−l−k)s

ns+1 =
(

1−
(

n−l−k
n

)n−l
)

/(k+ l) because Q(a, b) approaches 1 as b

approaches 0. Therefore, y
(l)
n−1|µ= 1

n
for l = 1, ..., n can be approximated to

y
(l)
n−1|µ= 1

n

for large ρ
≈ n!

(n−l)!(l−1)!

n−l
∑

k=0

(

n−l

k

)

(−1)k

k+l

(

n−l−k
n

)n−l
= 1. (48)

By combining (46) and (48), we can obtain that rOS
n−1|µ= 1

n
≈ 1 for large ρ.

APPENDIX C

DERIVATION OF (20)

1) For ordered SIC, rOS
i can be written as

rOS
i = 1

i+1

(

y
(1)
i + y

(1)
i y

(2)
i + y

(1)
i y

(2)
i y

(3)
i + · · ·+ y

(1)
i · · · y

(i+1)
i

)

, (49)

according to (15). For µ > 1, we have
y
(1)
i

i+1
= rCi by combining (14) and (7). Therefore, we have

lim
µ→∞

rOS
i

rCi
= lim

µ→∞
1 + y

(2)
i + y

(2)
i y

(3)
i + · · ·+ y

(2)
i · · · y

(i+1)
i . (50)

As µ → ∞, it can be easily obtained from (14) that limµ→∞ y
(l)
i = 0. We can then obtain from (50) that

limµ→∞
rOS
i

rCi
= 1.
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Fig. 12. dλ̂out

dq0
versus transmission probability q0. n = 20 and ρ = 20dB. (a) Ordered SIC. (b) Unordered SIC.

2) For unordered SIC, we have

lim
µ→∞

rNS l
i

rCi
= lim

µ→∞

(1+µrCi )i+1−1

(i+1)µrCi
, (51)

according to (18). Further note from (7) that

lim
µ→∞

µrCi = lim
µ→∞

ρ

exp
(µ
ρ

)

(1+µ)i+1(1+µ+iρ)
= 0. (52)

We then have limµ→∞
rNS l
i

rCi
= 1 by combining (52) and (51).

APPENDIX D

DERIVATION OF (26)-(29)

According to (25), the first-order derivative of λ̂out with respect to q0 can be written as

dλ̂out

dq0
= n

n−1
∑

i=0

(

n− 1

i

)

ri (1− q0)
n−2−i qi0(1 + i− nq0). (53)

It can be easily obtained from (53) that

dλ̂out

dq0
|q0=0= (n− 1)r0 > 0, and dλ̂out

dq0
|q0=1= nrn−1 − (n− 1)rn−2. (54)

Let µ0 denote the root of nrn−1 − (n − 1)rn−2 = 0. By substituting (15) and (18) into (53), we

can obtain dλ̂out

dq0
in the ordered SIC and unordered SIC cases, respectively, and Fig. 12 illustrates how

dλ̂out

dq0
varies with the transmission probability q0. We can see from Fig. 12 that with µ < µ0,

dλ̂out

dq0
> 0
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Fig. 13. (a) µh and µl versus mean received SNR ρ. (b) C1 and C2 versus mean received SNR ρ. n = 20.

for q0 ∈ (0, 1). Therefore, the maximum network throughput λ̂max is achieved at q∗0 = 1, and we have

λ̂max = nrn−1 according to (25). On the other hand, with µ ≥ µ0, we have dλ̂out

dq0
|q0=1≤ 0. It can be

clearly seen from Fig. 12 that dλ̂out

dq0
> 0 for q0 ∈ (0, q̂0) and dλ̂out

dq0
≤ 0 for q0 ∈ [q̂0, 1], where q̂0 is the

root of dλ̂out

dq0
= 0. In this case, the maximum network throughput λ̂max is achieved at q∗0 = q̂0, and we

have λ̂max = n
∑n−1

i=0

(

n−1
i

)

ri (1− q̂0)
n−1−i q̂i+1

0 according to (25).

APPENDIX E

DERIVATION OF (33)-(34)

By substituting (15) and (18) into (31) and (32), respectively, we can numerically calculate µh and µl

for both the ordered SIC and unordered SIC cases as shown in Fig. 13a, and further obtain C1 = f1(µh)

and C2 = f2(µl) as shown in Fig. 13b. We can see from Fig. 13b that in both cases, f1(µh) and f2(µl) are

monotonically increasing functions with respect to the mean received SNR ρ, and there exists a unique

point ρ0 such that when ρ < ρ0, f1(µh) < f2(µl) and f1(µh) > f2(µl) when ρ > ρ0, where ρ0 is the root

of f1(µh) = f2(µl). We can then conclude that the maximum sum rate C = C1 = f1(µh) if ρ ≥ ρ0, which

is achieved when µ∗ = µh. Otherwise, the maximum sum rate C = C2 = f2(µl), which is achieved when

µ∗ = µl.

APPENDIX F

DERIVATION OF (35)-(36)

Based on the collision model, a packet transmission is successful if and only if there are no concurrent

transmissions and its received SNR is above the threshold µ. The steady-state probability of successful
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transmission of HOL packets, p, can be then written as

p = Pr{no concurrent packet transmissions} · Pr{received SNR is above the threshold µ}. (55)

According to (22), the probability that there are no concurrent transmissions is given by

Pr{no concurrent packet transmissions} =
(

1− πT

p

)n−1

. (56)

Since the received SNR is exponentially distributed with mean ρ, the probability that the received SNR

is above the threshold µ is given by

Pr{received SNR is above the threshold µ} = exp
(

−µ
ρ

)

. (57)

By substituting (56) and (57) into (55), we have

p =
(

1− πT

p

)n−1

· exp
(

−µ
ρ

)

for large n
≈ exp

(

−µ
ρ
− nπT

p

)

, (58)

which can be further written as

p = exp

(

−µ
ρ
− n

∑K−1
i=0

p(1−p)i

qi
+
(1−p)K

qK

)

, (59)

according to (3). With qi = q0, i = 0, ..., K, the fixed-point equation (59) has a single non-zero root pcA,

which is given by pcA = exp
(

−µ
ρ
− nq0

)

. The network throughput in saturated conditions can be then

obtained as λ̂collision
out = nq0p

c
A = nq0 exp

(

−µ
ρ
− nq0

)

, which is maximized at

λ̂collision
max = exp

(

−1− µ
ρ

)

, (60)

when the transmission probability q0 is set to be q∗,collision0 = 1
n

. By combining (6) and (60), the maximum

sum rate can be written as

Ccollision = max
µ>0

exp
(

−1− µ
ρ

)

· log2(1 + µ). (61)

Let f(µ) denote the objective function of (61). It can be easily shown that f ′(µ) ≥ 0 for µ ∈ (0, µ∗,collision]

and f ′(µ) < 0 for µ ∈ (µ∗,collision,∞), indicating that f(µ) has one global maximum at µ∗,collision, where

µ∗,collision = eW0(ρ)−1 is the root of (µ+1)(µ+1)/ρ = e. (35) and (36) can be then obtained by substituting
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µ∗,collision into (61) and (60), respectively.
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