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Abstract

Most results on coded caching focus on a static scenario, in which a fixed number of users

synchronously place their requests from a content library, and the performance is measured in terms of

the latency in satisfying all of these demands. In practice, however, users start watching an online video

content asynchronously over time, and often abort watching a video before it is completed. The latter

behaviour is captured by the notion of audience retention rate, which measures the portion of a video

content watched on average. In order to bring coded caching one step closer to practice, asynchronous

user demands are considered in this paper, by allowing user demands to arrive randomly over time, and

both the popularity of video files, and the audience retention rates are taken into account. A decentralized

partial coded caching (PCC) scheme is proposed, together with two cache allocation schemes; namely

the optimal cache allocation (OCA) and the popularity-based cache allocation (PCA), which allocate

users’ caches among different chunks of the video files in the library. Numerical results validate that

the proposed PCC scheme, either with OCA or PCA, outperforms conventional uncoded caching as

well as the state-of-the-art decentralized caching schemes, which consider only the file popularities, and

are designed for synchronous demand arrivals. An information-theoretical lower bound on the average

delivery rate is also presented.
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I. INTRODUCTION

The ever-increasing demand for video services has been the main driver for the recent explosive

growth of wireless data traffic. A key feature of video services is that a small portion of highly

popular contents dominate the traffic [2]. This led to the idea of prefetching popular contents

over off-peak traffic periods, or at better channel conditions, and storing them at the network

edge [3], or even directly at user devices [4], [5], referred to as proactive caching. Proactive

caching can alleviate both the growing traffic load on the backhaul links and the associated

latency; and it becomes more viable thanks to the decreasing cost of memory (see [3]–[6], and

references therein).

In proactive caching, during off-peak traffic periods, users’ caches are filled, without the

knowledge of future user demands, referred to as the placement phase. Users’ demands are

revealed during the peak traffic period, and are satisfied simultaneously over the delivery phase.

Traditional uncoded caching schemes adopt orthogonal unicast transmissions, and the caching

gain is limited by the capacity of each user’s local cache memory. On the other hand, coded

caching, a novel caching paradigm introduced in [5], exploits the cache resources across the

network by jointly optimizing the two phases in order to create and exploit coded multicasting

opportunities, even among distinct user requests. It is shown in [5] that coded caching provides

a global caching gain, which depends on the total cache capacity in the network. Coded caching

and delivery has ignited intense research activities in recent years [7]–[14].

There are two limitations of the current literature on coded caching that we address in this

paper: The first is the assumption that all the users in the system request their desired files

simultaneously at the beginning of the delivery phase1. Moreover, it is assumed that the users

request entire files2. However, in practice, users rarely request and watch an entire video content,

and different user requests may arrive at different time instants, and each user may abort watching

a certain video content after a random duration. A recent report [2] suggests that, users on average

watch 60% of their requested files from a trace of 7000 Youtube videos, and the number of views

varies over different videos as well as different parts of each video. This phenomena is captured

by the notion of audience retention rate, introduced by the mainstream online video platforms,

1A slotted time model is considered in [12] to take the dynamics of library into account. However, users are still assumed to

place their requests simultaneously at each time slot.
2It is assumed in [13] that users may request the same file at different resolutions. However, this model is still limited to

considering a complete request from the library for each user.
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such as Youtube and Netflix, to model the popularities of different parts of available content,

and it is provided to content generators to better understand user engagement with generated

content. For efficient caching and delivery, this nonuniform viewing behaviour calls for partial

caching, where only the most viewed portion of each video file is cached. Audience retention

rate aware partial caching is shown to improve the performance of uncoded caching in [15].

Here, we investigate coded caching of video files taking into account the audience retention

rate for each video. We consider that each video file consists of equal-length chunks, and the

audience retention rate of each chunk is the fraction of users watching this chunk among total

views of the corresponding video. Also, in contrast to the literature on coded caching, where

users are assumed to reveal their demands simultaneously, we consider a more realistic dynamic

demand arrival model, where users randomly join the delivery over time, and leave after watching

a random number of video chunks. Taking both the asynchronous demand arrivals and the

audience retention rate into account, we propose a novel decentralized caching scheme, referred

to as partial coded caching (PCC). We derive a closed-form expression for the achievable average

delivery rate over all possible demand combinations. Two different cache allocation schemes are

proposed to allocate users’ caches to different chunks, namely optimal cache allocation (OCA)

and popularity based cache allocation (PCA). We also derive an information-theoretic lower

bound on the achievable average delivery rate. Note that the coded caching problem with different

file popularities, studied in [10], [16], is a special case of the problem considered in this paper

obtained by setting the audience retention rates of all the chunks to one, and assuming all the

demands arrive simultaneously. Numerical results indicate that the proposed audience retention

rate aware partial coded caching scheme achieves a better delivery rate than both uncoded caching

and the scheme proposed in [10] adapted to the current setting.

The rest of this paper is organized as follows. The system model is introduced in Section II. In

Section III, we introduce the proposed partial coded caching scheme, and analyze its performance

in terms of the average delivery rate. We present a lower bound on the performance of the system

in Section IV. Numerical results are presented in Section V. Finally, we conclude the paper in

Section VI, followed by the Appendices with the complete proofs.

Notations: We denote the set of t-bit binary sequences by [2t], and the set of all binary

sequences by [2∗]. The set of integers {i, ..., j}, where i ≤ j, is denoted by [i : j], while, {1, ..., j}

is denoted by [j]. For sets A and B, we define A\B , {x : x ∈ A, x /∈ B}, and |A| denotes the

cardinality of A. Notation ⊕ represents the bitwise XOR operation, where the arguments are
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zero-padded to have equal length. For two positive integers i, j, i ≤ j, Ki:j denotes (Ki, ..., Kj);

while K[j] denotes (K1, ..., Kj). For event E, 1{E} = 1 if E is true; and 1{E} = 0, otherwise.(
j
i

)
represents the binomial coefficient if j ≥ i; and

(
j
i

)
= 0, otherwise. R and N denote the sets

of real numbers and positive integers, respectively.

II. SYSTEM MODEL

We consider a server holding a library of N popular video files, denoted by F = {W1, ...,WN}.

We assume, for simplicity, that all the files have the same size of F bits. Each file consists of

B chunks of equal size, i.e., F/B bits each, which is determined by various factors in practical

applications, such as the frame size, display settings of user devices, etc. [17]. We denote by

Wij the jth chunk of file Wi.

In the placement phase, each user pre-fetches data from the server to fill its cache of size MF

bits. We consider a dynamic delivery phase; that is, users arrive randomly, request a random

video from the library, watch a random number of chunks of that video, and leave the system.

Active users at any time instant are connected to the server through an error-free shared link.

We consider a slotted time model, where the beginning of the delivery phase is marked as

t = 0, and the unit time interval (t− 1, t] is referred to as time slot t, t ∈ N. We assume that a

user consumes exactly one chunk of a video file in one time slot. We denote the number of new

demands that arrive during time slot t as at, where at is independently and identically distributed

(i.i.d.) according to PA over set A, which is bounded, i.e., A = {0, 1, ..., Amax}, since only a

limited number of new users can be admitted at each time slot. Each demand corresponds to a

file from F which is i.i.d. according the popularity distribution p , (p1, ..., pN).

Unlike the current literature on coded caching, we do not necessarily deliver the requested

contents in their entirety, as users often quit watching a video file before completion. Therefore,

in our model, users are initially delivered only the first chunks of their desired video files. Their

demands of subsequent chunks are only revealed after receiving the previous ones, unless they

abort watching the video. Specifically, the first chunks of the at demands that have arrived in slot

t are delivered during slot t+1, and then the corresponding at users decide to continue watching

or not after having received the first chunks. Those who have decided to continue watching are

served the second chunks of their requested files during slot t+ 2. In the same manner, having

received jth chunks during slot t+j, the users who continue watching are delivered the (j+1)th

chunks during slot t+ j+ 1, for j ∈ [B− 1]. We note that the first chunks of the requested files
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Fig. 1. Illustration of the demand arrivals for an asynchronous caching system with N ≥ 4 files and Amax ≥ 3 for time slots

t = 1 to 6 of the delivery phase. In the caching setting under consideration, we have a1 = 3, a2 = 1, a3 = 0, a4 = 2, a5 = 1

demands, and K(1) = 3, K(2) = 4, K(3) = 3, K(4) = 4, K(5) = 3 users served at each time slot.

are always delivered. We also note that, according to this model, at any time slot t, the server

may be serving demands that have arrived at time slots t−B, t−B + 1, . . . , t− 1.

To model this, we employ the notion of audience retention rate, defined as the fraction of

users that request chunk Wij among all the users that have requested Wi, denoted by pij , for

i ∈ [N ] and j ∈ [B] [15]. Alternatively, we can regard pij as the probability that a user who

requested video Wi will watch the jth chunk3. Accordingly, pij is non-increasing in j, i.e.,

1 = pi1 ≥ pi2 ≥ · · · ≥ piB, which characterizes a realistic viewing model that users start

watching videos from the beginning and abort after watching a random number of chunks in

order. We let P = {pij, i ∈ [N ], j ∈ [B]} denote the retention rate matrix for all the chunks

in the library, which is time-invariant and identical for all the users. We refer to pipij as the

popularity of chunk Wij in the sense that it denotes the probability that chunk Wij will be

requested by a user that joins the system.

3Here we assume that a user cannot skip chunk Wij for some j ∈ [B], and request a later chunk k, for k > j. Once a user

does not request chunk Wij , it leaves the system, and does not receive any further content.
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During the placement phase, each user fills its cache as an arbitrary function of the library

F , the file popularity vector p, and the retention rate matrix P, subject to its cache capacity of

MF bits. We emphasize that the knowledge of the future requests is not available during the

placement phase, and only during the placement phase the contents in the caches are updated. We

also note that the placement phase is performed in a decentralized manner; that is, coordination

among the users during this phase is not possible since the server does not know when a user

is going to make a request in advance.

The delivery phase begins once the users start requesting files, and as described above, is

performed over many time slots. At each slot t, the server serves all the active users in the

system, those from slot t−1 that continue watching their requested contents, as well as the new

arrivals. Denote by K(t) the total number of active users to be served at time slot t, and K(t)
j the

number of users among the K(t) active users requesting their jth chunks. All the active users are

re-indexed at the beginning of slot t as [K(t)] in a way that users
∑j−1

h=1 K
(t)
h + 1 to

∑j
h=1 K

(t)
h

are requesting their jth chunks, j = 1, ..., B. The cache content of the kth user, for k ∈ [K(t)],

is denoted by Z(t)
k . Let dk,t denote the index of the chunk requested by user k, which needs to

be delivered at slot t, dk,t ∈ {ij : i ∈ [N ], j ∈ [B]}. We remark that if user k has joined the

system at slot t′, then dk,t ∈ {ij : i ∈ [N ], j = t− t′}, i.e., at slot t, the (t− t′)th chunk of her

request will be delivered to user k. Let dt , (d1,t, ..., dK(t),t) denote the demand vector at slot

t, and Dt , {Wd1,t , ...,Wd
K(t),t
} denote the set of requested chunks. Then, to satisfy all these

requests at slot t, the server sends a message of length RdtF/B bits over the shared link, which

is a function of the library F , the demand vector dt, and the cache contents of the active users

Z
(t)
1 , ..., Z(t)

K(t) . User k recovers chunk Wdk,t at the end of slot t from the transmitted message

and the contents in her local cache. We are interested in long-term the average delivery rate

R , lim
T→∞

E

[
1

T

T∑
t=1

Rdt

]
, for t ≥ B, (1)

where the expectation is taken over all demand realizations dt distributed according to PA, p,

and P.

It is easy to see that dt is a Markov chain, and since the cached contents of active users

are constant throughout the delivery phase, Rdt at time t depends only on the current state dt;

therefore, the long-term average rate in (1) can be obtained by simply evaluating E[
∑T

t=1Rdt ]

in the steady state demand distribution, which depends on PA, p, and P.
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Definition 1. A cache capacity-average rate pair (M,R) is achievable for the caching system

described above, if there exists a caching and delivery scheme with cache capacity M at each

user and average rate R such that for any demand realization dt, ∀t,

lim
F/B→∞

Pr
{⋃

k

{
Ŵdt,k 6= Wdt,k

}}
= 0, (2)

where Ŵdk,t denotes the reconstruction of Wdk,t at user k at the end of time slot t.

We define R∗(M)
∆
= min {R : (M,R) is achievable} to express the tradeoff between the cache

capacity and the average delivery rate. The goal in this paper is to characterize this trade-off.

Remark 1. The delivery rate Rdt as defined above (following [7]) refers to the total number of

bits that must be delivered in order to satisfy all user demands in time slot t. Therefore, it can be

considered as a measure of latency, rather than the more classical communication rate concept.

In our setting, however, we consider a slotted system; hence, the duration of each time slot is

considered fixed according to the display duration of one chunk of a video file. Accordingly, Rdt

can be considered as a measure of the bandwidth/capacity required to satisfy all user demands

within a time slot duration to guarantee the streaming of video files without stalling.

III. PARTIAL CODED CACHING (PCC)

Here we first present our coded caching scheme, referred to as partial coded caching (PCC),

along with an example, and then derive its average delivery rate. We remark that the number of

bits and the delivery rate mentioned in the sequel are both normalized by F/B.

A. Placement Phase

During the placement phase, each user selects an independent random subset of qijF/B bits

from Wij to fill its cache, where 0 ≤ qij ≤ 1, such that
∑N

i=1

∑B
j=1 qij = MB, which, for

large F , satisfies the cache capacity constraint with high probability. We refer to Q = {qij, i ∈

[N ], j ∈ [B]} as the cache content distribution, which will be optimized in order to minimize

the average delivery rate. The optimization of Q is studied in Section III-E.

B. Delivery Phase

As described in the system model, the delivery phase is performed over different time slots,

according to the current demand configuration specified by dt during each time slot t, and cache
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Algorithm 1 Random Delivery
1: for Wij ∈ Dt do

2: Server sends enough random linear combinations of the bits of file Wij to enable the

users demanding it to decode it.

3: end for

Algorithm 2 Delivery scheme during time slot t based on [7, Algorithm 1]
1: Delivering the missing bits that are in the cache of any subset of users in Kt:

2: for z = 0, ..., K(t) do

3: for P ⊂ [K(t)]: |P| = z do

4: Send
⊕

k∈PW
t
dk,t,P\{k}

5: end for

6: end for

contents Z(t)
1 , ..., Z

(t)

K(t) , where K(t) denotes the number of active users at slot t. We emphasize

that users’ requests for the j-th chunks are revealed only after they receive the first j−1 chunks,

and in the delivery phase a user is not served a chunk before requesting it. For S ⊂ [K(t)], we

denote by W t
ij,S the bits of chunk Wij that are exclusively cached by the users in S (i.e., not

cached by any of the users in [K(t)] \ S). We note that W t
ij,S 6≡ W t′

ij,S for t 6= t′, t, t′ ∈ N, since

a different set of users may be active at each time slot; and thus, S may refer to a different

subset of users at different time slots.

In Algorithm 1, we present the Random Delivery (RAN) scheme, which simply delivers

random linear combinations of the bits of a chunk until it is decoded by the requesting user.

This scheme has been considered in [7], [11], [14] as an alternative delivery procedure although

it is known to perform poorly in general compared to coded delivery.

The second delivery scheme considered here is presented in Algorithm 2. We will refer to it

as the MAN scheme as it is based on [7, Algorithm 1]. We remark that, here we use operation⊕
instead of the

⊕
in [7, Algorithm 1]. Note also that, although we include z = 0 in Algorithm

2 compared to [7, Algorithm 1], it does not increase the delivery rate since when P is an empty

set, no bit is sent by the server according to Algorithm 2.

The novel PCC scheme is presented in Algorithm 3. PCC was first introduced in [1] for

synchronous user demands. Here we will optimize and analyze its performance for asynchronous
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Algorithm 3 Delivery scheme during time slot t
1: PART 1: Delivering the missing bits that are not in the cache of any user in [K(t)]:

2: for Wij ∈ Dt do

3: Send W t
ij,∅

4: end for

5: PART 2: Delivering the missing bits that are in the cache of only one user in [K(t)]; the

one among PART 2.1 and PART 2.2 that requires a smaller delivery rate is executed:

6: PART 2.1:

7: for P ⊂ [K(t)]: |P| = 2 do

8: Send
⊕

k∈PW
t
dk,t,P\{k}

9: end for

10: PART 2.2:

11: for Wij ∈ Dt do

12: Send
⋃K(t)−1
k=1 W t

ij,{k}⊕W t
ij,{k+1}

13: end for

14: PART 3: Delivering the missing bits that are in the cache of more than one user in [K(t)]:

15: for P ⊂ [K(t)]: |P| > 2 do

16: Send
⊕

k∈PW
t
dk,t,P\{k}

17: end for

user demands.

Remark 2. The coded delivery scheme in [14, Algorithm 1] in general can achieve a lower

delivery rate than the above schemes for the same demand combination. However, the average

delivery rate of the scheme in [14, Algorithm 1] does not lend itself to a closed-form expression;

and therefore, it would not be possible to optimize the cache allocation to minimize the average

delivery rate. The proposed PCC scheme, on the other hand, allows the optimization of cache

allocation functions, and outperforms the state-of-the-art results for coded caching with non-

uniform file popularities, as it will be shown in the sequel.
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C. Example

Here we explain the coded delivery schemes outlined in Algorithms 2 and 3 for an arbitrary

time slot t ≥ 2, assuming N = 3 files in the library, each consisting of B = 2 chunks. Every

user in the system performs decentralized placement as described in Section III-A. Assume that

K(t) = 5 users are active in slot t: 3 new users (users 1, 2 and 3) will be served with the first

chunks of their demands, while 2 of the users (users 4 and 5) that started watching their demands

in the previous time slot continue watching their respective video files; and thus, will be served

the second chunks of their demands. Assume that users 1, 2 and 3 request files W2, W1 and W2,

respectively, while users 4 and 5 have requested W3 and W2, respectively. Thus, the demand

vector is dt = {21, 11, 21, 32, 22}, and Dt = {W21,W11,W32,W22}, where, for Wij ∈ Dt, we

have Wij =
⋃
S⊂[5] W

t
ij,S . We note that, given the placement phase presented in Section III-A, for

F large enough, and S ⊂ [5], the size of W t
ij,S , is given by (qij)

|S| (1− qij)5−|S| F/2 bits. Also

note that, in order to obtain the intended chunk, user k ∈ [5] should recover
⋃
S⊂[5]:k/∈SW

t
dk,t,S .

We first consider the delivery scheme of Algorithm 2. The following contents are delivered

for z = 1, ..., 5:

• For z = 1:

W t
21,∅,W

t
11,∅,W

t
21,∅,W

t
32,∅,W

t
22,∅. (3)

• For z = 2:

W t
21,{2}⊕W t

11,{1},W
t
21,{3}⊕W t

21,{1},W
t
21,{4}⊕W t

32,{1},W
t
21,{5}⊕W t

22,{1},W
t
11,{3}⊕W t

21,{2},

W t
11,{4}⊕W t

32,{2},W
t
11,{5}⊕W t

22,{2},W
t
21,{4}⊕W t

32,{3},W
t
21,{5}⊕W t

22,{3},W
t
32,{5}⊕W t

22,{4}. (4)

• For z = 3:

W t
21,{2,3}⊕W t

11,{1,3}⊕W t
21,{1,2},W

t
21,{2,4}⊕W t

11,{1,4}⊕W t
32,{1,2},W

t
21,{2,5}⊕W t

11,{1,5}⊕W t
22,{1,2},

W t
21,{3,4}⊕W t

21,{1,4}⊕W t
32,{1,3},W

t
21,{3,5}⊕W t

21,{1,5}⊕W t
22,{1,3},W

t
21,{4,5}⊕W t

32,{1,5}⊕W t
22,{1,5},

W t
11,{3,4}⊕W t

21,{2,4}⊕W t
32,{2,3},W

t
11,{3,5}⊕W t

21,{2,5}⊕W t
22,{2,3},W

t
11,{4,5}⊕W t

32,{2,5}⊕W t
22,{2,4},

W t
21,{4,5}⊕W t

32,{3,5}⊕W t
22,{3,4}. (5)

• For z = 4:
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W t
21,{2,3,4}⊕W t

11,{1,3,4}⊕W t
21,{1,2,4}⊕W t

32,{1,2,3},W
t
21,{2,3,5}⊕W t

11,{1,3,5}⊕W t
21,{1,2,5}⊕W t

22,{1,2,3},

W t
21,{2,4,5}⊕W t

11,{1,4,5}⊕W t
32,{1,2,5}⊕W t

22,{1,2,4},W
t
21,{3,4,5}⊕W t

21,{1,4,5}⊕W t
32,{1,3,5}⊕W t

22,{1,3,4},

W t
11,{3,4,5}⊕W t

21,{2,4,5}⊕W t
32,{2,3,5}⊕W t

22,{2,3,4}. (6)

• For z = 5:

W t
21,{2,3,4,5}⊕W t

11,{1,3,4,5}⊕W t
21,{1,2,4,5}⊕W t

32,{1,2,3,5}⊕W t
22,{1,2,3,4}. (7)

It can be seen that, having received the coded contents in (3)−(7), each user k, k ∈ [5], can

recover the missing bits of its requested chunk, i.e.,
⋃
S⊂[5]:k/∈SW

t
dk,t,S .

Now we investigate the delivery scheme of Algorithm 3. The packets delivered for each part

of the delivery phase are as follows:

• Part 1:

W t
21,∅,W

t
11,∅,W

t
32,∅,W

t
22,∅. (8)

• Part 2.1: coded packets in (4) are delivered.

• Part 2.2:

W t
21,{1}⊕W t

21,{2},W
t
21,{2}⊕W t

21,{3},W
t
21,{3}⊕W t

21,{4},W
t
21,{4}⊕W t

21,{5},

W t
11,{1}⊕W t

11,{2},W
t
11,{2}⊕W t

11,{3},W
t
11,{3}⊕W t

11,{4},W
t
11,{4}⊕W t

11,{5},

W t
32,{1}⊕W t

32,{2},W
t
32,{2}⊕W t

32,{3},W
t
32,{3}⊕W t

32,{4},W
t
32,{4}⊕W t

32,{5},

W t
22,{1}⊕W t

22,{2},W
t
22,{2}⊕W t

22,{3},W
t
22,{3}⊕W t

22,{4},W
t
22,{4}⊕W t

22,{5}. (9)

• Part 3:

– For P ⊂ [5], and |P| = 3: coded packets in (5) are delivered.

– For P ⊂ [5], and |P| = 4: coded packets in (6) are delivered.

– For P ⊂ [5], and |P| = 5: coded packets in (7) are delivered.

Note that the total sizes of the coded packets in (4) and (9) depend on the cache content

distribution Q, and among Part 2.1 and Part 2.2 the one that delivers less number of bits in

total is executed. Part 1 of Algorithm 3 is obviously more efficient than the bits delivered for

z = 1 in Algorithm 2 as the former removes the repeated bits in the latter. It can be seen

that the user demanding chunk Wij ∈ Dt, i ∈ [3] and j ∈ [2], can obtain
⋃
S⊂[5]:|S|=1W

t
ij,S

after receiving
⋃4
k=1 W

t
ij,{k}⊕W t

ij,{k+1}, delivered in Part 2.2 of Algorithm 3, thanks to its cache
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content. For example, user 3, which requests chunk W21 and has access to W t
21,{3} locally, can

obtain
⋃
S⊂[5]:|S|=1W

t
21,S after receiving

W t
21,{1}⊕W t

21,{2},W
t
21,{2}⊕W t

21,{3},W
t
21,{3}⊕W t

21,{4},W
t
21,{4}⊕W t

21,{5}. (10)

The coded packets delivered in Part 3 of Algorithm 3 are the same as those delivered by

Algorithm 2 for z ≥ 3; and they enable user k to recover
⋃
S⊂[5]:|S|≥2,k /∈SW

t
dk,t,S . Thus, together

with their cache contents, all the users can recover their demands.

D. Average Delivery Rate

Here we present a closed-form expression for the achievable average delivery rate of the

proposed coded caching scheme. For ease of presentation, we first introduce some notations:

• Let pj denote the probability that a user watches the jth chunk. We have

pj =
∑N

i=1
pipij, ∀j ∈ [B]. (11)

• For any time slot, let Sj , for j ∈ [B], denote the set of users requesting their jth chunks,

while Sall =
⋃B
j=1 Sj is the set of all active users. Letting Kj , |Sj|, for j ∈ [B], we have4

Pr{Kj = k} =
∑Amax

a=k
PA(a)

(
a

k

)
(pj)k(1− pj)a−k, ∀k ∈ A, j ∈ [B], (12)

where we assume 00 = 1.

• Let p̃ij denote the probability of a user requesting Wij given that she is demanding the jth

chunk of a file, i.e., p̃ij = pipij/p
j , ∀i ∈ [N ], j ∈ [B]. Note that we have

∑N
i=1 p̃ij = 1. We

refer to p̃ij as the normalized popularity of chunk Wij , for i ∈ [N ] and j ∈ [B].

• For a given set of l ≥ 1 users, we define gij,(l,l′) as the number of bits of chunk Wij ,

normalized by F/B, that have been cached by a subset of l′ users among the l users, and

not by any of the remaining l− l′ users, for l′ ∈ [l]. Due to the law of large numbers, gij,(l,l′)

is identical for any l users and any l′ users among them, and we have

gij,(l,l′) = (qij)
l′(1− qij)l−l

′
, ∀i ∈ [N ], j ∈ [B], (13)

with probability 1 as F → ∞. Recall that qij is the caching probability for chunk Wij as

defined in Section III-A, which is identical across users. Let Fij , {Wfh, f ∈ [N ], h ∈

[B] : qfh = qij}, for i ∈ [N ] and j ∈ [B]; that is the set of chunks for which an independent

4Note that we remove the dependency of K(t)
j on t and replace it by Kj to make the notation valid for any time slot.
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random subset of qijF/B bits of them are cached by each user. We note that Wij ∈ Fij .

We also note that ∀Wfh ∈ Fij , gfh,(l,l′) = gij,(l,l′), ∀l, l′.

• For a given time slot, let S ′j be an lj-element subset of Sj , j ∈ [B], and Ssub ,
⋃B
j=1 S ′j ,

Sall ,
⋃B
j=1 Sj . We denote by DSsub the demand combination of the users in Ssub, DSsub ∈

Dl[B]
, Dl[B]

, {W11, ...,WN1}l1 × {W12, ...,WN2}l2 × · · · × {W1B, ...,WNB}lB . Let

ρij,(Sall,Ssub) , Pr

{
max

Wfh∈DSsub
gfh,(

∑B
s=1Ks,

∑B
s=1 ls−1) = gij,(

∑B
s=1Ks,

∑B
s=1 ls−1)

}
, (14)

∀i ∈ [N ], j ∈ [B], that is, ρij,(Sall,Ssub) is the probability that the maximum number of bits of

a requested chunk by Ssub cached exclusively by
∑B

s=1 ls− 1 users in Ssub (and not cached

by the rest of the users in Sall), which is identical for any
∑B

s=1 ls−1 users in Ssub, is given

by gij,(∑B
s=1Ks,

∑B
s=1 ls−1). Since the file popularity and audience retention rates are identical

among the users, the distribution of DSsub only depends on l[B]. Thus, for simplicity, we

use Dl[B]
and ρij,(K[B],l[B]) instead of DSsub and ρij,(Sall,Ssub), respectively.

Theorem 1. For the caching system described in Section II, and a given cache content distri-

bution Q, the following average delivery rate is achieved by the placement scheme presented in

Section III-A followed by the RAN delivery scheme presented in Algorithm 1:

RRAN(PA,p,P,Q) =
∑B

j=1

∑N

i=1

∑Amax

k=0
Pr{Kj = k}

(
1− (1− p̃ij)K

)
(1− qij). (15)

Proof. The detailed proof can be found in Appendix A.

Remark 3. Given Q, consider the uncoded caching and delivery scheme, shortly referred to

as Uncoded, where each user caches the same qijF/B bits from chunk Wij , i ∈ [N ], j ∈ [B],

in the placement phase. At each time slot of the delivery phase, the server sends the missing

(1− qij)F/B bits of chunk Wij if it is requested. We note that for any demand combination, the

Uncoded scheme sends the same number of bits as the RAN delivery scheme, for the placement

scheme described in Section III-A, which results in the same average delivery rate given in (15).

Theorem 2. For the caching system described in Section II, and a given cache content distri-

bution Q, the following average delivery rate is achieved by the placement scheme presented in

Section III-A followed by the MAN delivery scheme presented in Algorithm 2:

RMAN(PA,p,P,Q) =
∑

k[B]∈AB

(∏B

s=1
Pr{Ks = ks}

)
(∑

l[B]∈[0:k1]×···×[0:kB ]

∏B

j=1

(
kj
lj

)∑B

j=1

∑N

i=1
ρ′ij,(k[B], l[B])

gij,(
∑B

s=1 ks,
∑B

s=1 ls−1)

)
, (16)
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where

ρ′ij,(k[B], l[B])
,

ρij,(k[B], l[B])∑N
f=1

∑B
h=1 1

{
gfh,(

∑B
s=1 ks,

∑B
s=1 ls) = gij,(

∑B
s=1 ks,

∑B
s=1 ls)

} . (17)

Proof. The detailed proof can be found in Appendix B.

Remark 4. We remark that when B = 1 andA = [K], the considered caching problem reduces to

the one with non-uniform file popularities [10]. Rate min{RRAN(PA,p,P,Q), RMAN(PA,p,P,Q)}

can be achieved by performing the scheme resulting in a smaller delivery rate among the RAN

and MAN schemes for given Q. For a given Q, where qij = qfh for some ij 6= fh, i, f ∈

[N ], j, h ∈ [B], (such that gfh,(∑B
s=1 ks,

∑B
s=1 ls)

= gij,(
∑B

s=1 ks,
∑B

s=1 ls)
for any k[B] and l[B]), it

provides a tighter upper bound compared to the one characterized in [10, Theorem 1] due

to the denominator in (17). However, the optimization of cache allocation over the average

delivery rate will ensure that the cache capacities allocated to different files are distinct. Hence,

with optimal cache allocation the upper bound in [10, Theorem 1] can be arbitrarily close to

min{RRAN(PA,p,P,Q), RMAN(PA,p,P,Q)}.

Theorem 3. For the caching system described in Section II, and a given cache content distri-

bution Q, the following average delivery rate is achieved by the placement scheme presented in

Section III-A followed by the PCC delivery scheme outlined in Algorithm 3:

RPCC(PA,p,P,Q) , RMAN(PA,p,P,Q)−∆ϕ1(PA,p,P,Q)−∆ϕ2(PA,p,P,Q), (18a)

∆ϕ1(PA,p,P,Q) ,
∑

k[B]∈AB

(∏B

s=1
Pr{Ks = ks}

)
(∑B

j=1
kj
∑N

i=1
p̃ijgij,(

∑B
s=1 ks,0) −

∑B

j=1

∑N

i=1

(
1− (1− p̃ij)kj

)
gij,(

∑B
s=1 ks,0)

)
, (18b)

∆ϕ2(PA,p,P,Q) ,
∑

k[B]∈AB

(∏B

s=1
Pr{Ks = ks}

)
max

{∑B

j=1

(
kj
2

)∑N

i=1
ρ′ij,(k[B], (0,...,lj=2,...,0))gij,(

∑B
s=1 ks,1)

+
∑B

j1=1
kj1
∑B

j2=j1+1
kj2
∑N

i=1

∑B

j=1
ρ′ij,(k[B], (0,...,lj1=1,...,lj2=1,...,0))gij,(

∑B
s=1 ks,1)

−
∑B

j=1

∑N

i=1
(
∑B

s=1
ks − 1)

(
1− (1− p̃ij)kj

)
gij,(

∑B
s=1 ks,1), 0

}
, (18c)

where (0, ..., lj = 2, ..., 0) is a B-element vector, such that the jth element is 2 and all the other

elements are zero, for some j ∈ [B], while (0, ..., lj1 = 1, ..., lj2 = 1, ..., 0) is a B-element vector,

such that the j1th and j2th elements are 1 while the rest are zero, for some j1, j2 ∈ [B], j1 6= j2.
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Proof. Observe that the missing bits sent in PART 1 and PART 2 of Algorithm 3 are sent by

the delivery scheme in Algorithm 2 for z = 1 and z = 2, respectively; the messages sent in

PART 3 are the same messages sent by the delivery scheme in Algorithm 2 for z > 2. We

point out here that ∆ϕ1(PA,p,P,Q) is the difference between the average number of bits sent

by PART 1 of Algorithm 3 and those sent by the delivery scheme in Algorithm 2 for z = 1,

while ∆ϕ2(PA,p,P,Q) is the difference between the average number of bits sent by PART 2

of Algorithm 3 and those sent by the delivery scheme in Algorithm 2 for z = 2. Hence, we

have the delivery rate achieved by the delivery scheme in Algorithm 3 as in (18a). The detailed

proofs of (18b) and (18c) can be found in Appendix C.

The value of ρij,(k[B],l[B]) can be calculated as follows. We define, ∀Dl[B]
∈ Dl[B]

,

Yk[B],l[B]
(Dl[B]

) , max
Wfh∈Dl[B]

gfh,(
∑B

s=1 ks,
∑B

s=1 ls−1). (19)

Let

D′l[B],ij
,
{
Dl[B]

∈ Dl[B]
: Yk[B],l[B]

(Dl[B]
) ≤ gij,(∑B

s=1 ks,
∑B

s=1 ls−1)

}
,

i.e., D′l[B],ij
is the set of all elements Dl[B]

in Dl[B]
such that Yk[B],l[B]

(Dl[B]
) ≤ gij,(∑B

s=1 ks,
∑B

s=1 ls−1).

Similarly, let

D′′l[B],ij
,
{
Dl[B]

∈ Dl[B]
: Yk[B],l[B]

(Dl[B]
) < gij,(

∑B
s=1 ks,

∑B
s=1 ls−1)

}
,

and

D′′′l[B],ij
,
{
Dl[B]

∈ Dl[B]
: Yk[B],l[B]

(Dl[B]
) = gij,(

∑B
s=1 ks,

∑B
s=1 ls−1)

}
.

We have D′′′l[B],ij
= D′l[B],ij

\D′′l[B],ij
. It follows that

∑
Dl[B]

∈D′l[B],ij

Pr
{
Dl[B]

= Dl[B]

}
=

B∏
h=1

(∑
Wf∈F :g

fh,(
∑B

s=1 ks,
∑B

s=1 ls−1)
≤g

ij,(
∑B

s=1 ks,
∑B

s=1 ls−1)

p̃fh

)lh

,

(20)

that is, the probability that a demand combination Dl[B]
falls in the set D′l[B],ij

, i.e., Yk[B],l[B]
(Dl[B]

)

≤ gij,(
∑B

s=1 ks,
∑B

s=1 ls−1), is the probability that each requested chunk, Wfh ∈ Dl[B]
, is associated

with gfh,(
∑B

s=1 ks,
∑B

s=1 ls−1) no greater than gij,(
∑B

s=1 ks,
∑B

s=1 ls−1), given that there are lh requests

of the h-th chunks, ∀h ∈ [B]. Similarly,∑
Dl[B]

∈D′′l[B],ij

Pr
{
Dl[B]

= Dl[B]

}
=

B∏
h=1

(∑
Wf∈F :g

fh,(
∑B

s=1 ks,
∑B

s=1 ls−1)
<g

ij,(
∑B

s=1 ks,
∑B

s=1 ls−1)

p̃fh

)lh

,

(21)
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i.e., the probability that the value of gfh,(∑B
s=1 ks,

∑B
s=1 ls−1) for each requested chunk, Wfh ∈ Dl[B]

,

is less than gij,(
∑B

s=1 ks,
∑B

s=1 ls−1), given that there are lh requests of the h-th chunks, ∀h ∈ [B]

(note that it is “no larger than” in the case of (20)). According to the definition of ρij,(k[B],l[B])

given in (14) and the fact that D′′′l[B],ij
≡ Dl[B],ij , we derive

ρij,(k[B], l[B]) =
∑

DSsub∈D
′′′
Ssub,ij

Pr

{
DSsub = DSsub

}
=
∑

DSsub∈D
′
Ssub,ij

Pr

{
DSsub = DSsub

}
−
∑

DSsub∈D
′′
Ssub,ij

Pr

{
DSsub = DSsub

}
. (22)

Thus, ρij,(k[B], l[B]) can be easily calculated by sorting
{
gfh,(

∑B
s=1 ks,

∑B
s=1 ls−1), f ∈ [N ], h ∈ [B]

}
.

Remark 5. It is trivial to see that ∆ϕ1(PA,p,P,Q) ≥ 0, and the equality holds only when

A = {1}, and ∆ϕ2(PA,p,P,Q) ≥ 0 according to (18c). Hence, we can conclude that the PCC

scheme achieves a lower average delivery rate than the MAN scheme when A 6= {1}, which

will further be validated by the numerical results.

E. Cache Allocation

We formulate the optimization of the cache content distribution Q as follows:

minR(Q) (23a)

s.t.
∑

i,j
qij = MB, (23b)

where the objective is to minimize the average delivery rate over all possible demand combi-

nations while the cache capacity constraint at each user is satisfied with equality. We consider

RMAN(Q) and RPCC(Q) as the objective function, for the MAN and PCC schemes, respectively.

The optimization problem in (23) will be solved numerically, and the corresponding solution

will be referred to as the optimal cache allocation (OCA).

However, in practice, there will be a large number of files in the library, and each video file

can be partitioned into many chunks. In that case, optimizing Q over all the chunks in the library

requires high computational complexity. As an alternative, we present a low-complexity cache

allocation scheme, referred to as popularity based cache allocation (PCA), in which only the

most popular chunks are cached by the users; that is, we have

qij =

q, if pipij ≥ n,

0, otherwise,
(24)
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where q ∈ (0, 1] and n are the two parameters to be chosen to satisfy
∑N

i=1

∑B
j=1 qij = MB.

We denote the cache content distribution given by (24) as a function of q, i.e., Q(q). The

optimization of q can be expressed as q∗ ∆
= argminR(Q(q)), which can be computed through

one-dimensional search. The comparison of the presented caching schemes through numerical

simulations is relegated to Section V.

IV. LOWER BOUND

Here, we present a lower bound on the average delivery rate-cache capacity tradeoff R(M),

derived by assuming that some requested chunks are served by a genie at no transmission cost.

In this way the problem is relaxed to a caching problem with uniform file popularity, whose

delivery rate can be bounded using cut-set arguments. We note, however, that the derived lower

bound is loose due to this relaxation.

Theorem 4. For the caching problem described in Section II, R(M) is lower bounded by

R(M) ≥ R∗(M) ,
∑

k[B]∈AB

(
B∏
j=1

Pr{Kj = kj}

)
max

n[B],v[B],z̃[B]

{(
B∏
j=1

f ′j(kj, nj, vj)

)
·

(
B∏
j=1

f ′′j (nj, vj, z̃j)

)
max

zj∈[dmin{z̃j ,vj}e]
j∈[B]


B∑
j=1

zj

1− MB

min
j∈[B]
bnj

zj
c


 , (25)

where nj ∈ [N ], vj ∈ (0, kjnjrnjj], z̃j ∈ (0, f(nj, vj)], j ∈ [B], and

f(nj, vj) , nj

(
1−

(
1− 1

nj

)vj)
, (26)

f ′j(kj, nj, vj) , 1− exp

(
−

(kjnjrnjj − vj)2

2kjnjrnjj

)
, (27)

f ′′j (nj, vj, zj) , 1− exp

(
−(f(nj, vj)− z̃j)2

2f(nj, vj)

)
, (28)

and r1j, ..., rNj is an ordered permutation of {p̃1j, ..., p̃Nj}, such that r1j ≥ · · · ≥ rNj , ∀j ∈ [B].

Proof. Here, nj is a parameter that controls which chunk is served by the genie. In particular,

considering user k demands j-th chunk of his requests, if the requested chunk has a normalized

popularity lower than rnjj , i.e., p̃dk,t < rnjj , it is served by a genie at no transmission cost;

otherwise, i.e., if p̃dk,t ≥ rnjj , it is served by a genie with probability 1 − rnjj/p̃dk,t; that is,

the server has to transmit the required j-th chunk to this user through the shared link with

probability rnjj/p̃dk,t . Given kj users requesting j-th chunks and parameter nj , f ′j(kj, nj, vj)
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Fig. 2. The popularity of video chunks Wij , i.e., pipij given different values of α and β.

represents the probability of vj users among kj requiring service from the server, and the rest

kj−vj users served by the genie. f ′′j (nj, vj, zj) denotes the probability that zj distinct j-th chunks

are requested by these vj users who are requiring service from the server given parameter nj .

The detailed proof can be found in Appendix D.
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V. NUMERICAL RESULTS

In this section, we numerically evaluate the average delivery rate achieved by the two coded

delivery schemes, i.e., MAN and PCC, with both cache allocation strategies, OCA and PCA,

and compare with RAN, the uncoded caching as well as the lower bound. In uncoded caching,

each user fully caches as many of the most popular chunks as possible to fill its cache capacity.

We consider N = 10 video files in the library, each consists of B = 3 chunks of equal size. We

assume that the popularity of files follows a Zipf power law with parameter α [18], in which

case we have pi = (6 − i)α/
(∑N

f=1 f
α
)

, for i ∈ [5], and the audience retention rates of the

video files follow a Zipf-like distribution as well [19], i.e., pij = j−βi , for i ∈ [5], j ∈ [3], with

parameter βi ≥ 0. The larger βi implies a shorter average watching time for file Wi. We set

βi to be identical for all the files, i.e., βi = β, ∀i ∈ [N ], and the corresponding popularity of

chunks, i.e., pipij , i ∈ [5], j ∈ [3], are presented in Fig. 2 for different values of α and β. It

shows that a higher α results in a larger difference in file popularities. Moreover, with a larger

β, the retention rates of the video files decrease more quickly with the chunk index.

We set Amax = 15, and PA(15) = 1; that is, exactly 15 new demands arrive at each time slot.

It is verified in Fig. 3 that, the RAN and Uncoded schemes have the same performance. We

also observe from Fig. 3 that both PCC and MAN significantly reduce the average delivery rate

compared to Uncoded and RAN, and the improvement increases with the cache capacity. We can

see that the PCC scheme notably outperforms MAN scheme when the cache capacity is small

as the PCC scheme is more efficient in delivering the bits that either have not been cached by

any user, or have been cached exclusively by one user. An interesting observation is that, both

PCC and MAN achieve almost the same performance with either of the two cache allocation

schemes, PCA and OCA. This implies that caching as many of the most popular chunks as

possible can be sufficient to fully exploit the cache capacities. However, slight improvement of

PCA over OCA can be observed in the zoomed-in subfigures in Fig. 3. We can also observe

that a larger α results in a smaller average delivery rate since the users tend to request the most

popular files, and caching these files is more efficient in terms of the average delivery rate. In

contrast, a smaller β increases the average delivery rate since users tend to continue watching

their requests, which increases the overall demand. We also note that the gap between the lower

bound and the achievable delivery rate remains significant, which calls for more research.

We evaluate the effect of the asynchronous arrival of demands by considering two scenarios:
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Fig. 3. Comparison between PCC, MAN, uncoded caching and the lower bound given different values of α and β.

in the first scenario, 15 new users arrive at each time slot as in Fig. 3; while in the second one,

45 new users arrive at every three time slots, while the demands are asynchronous in the first

scenario, they are synchronized in the second as all the active users watch the same chunk. The

average delivery rates achieved by PCC-OCA are shown in Fig. 4 for the two scenarios, labeled

as PCC-async and PCC-sync. We see that PCC-sync has remarkably lower average delivery

rates than PCC-async when the cache capacity is small, since there are less distinct demands

in each time slot. However, as the cache capacity increases, the effect of distinct demands is

compensated since coded delivery can create multicasting opportunities by exploiting the cached

contents. Hence, we can conclude from Fig. 4 that larger cache capacities are needed to observe

the benefits of coded delivery in the more realistic setting of asynchronous user demands.
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Fig. 4. Comparison between the asynchronous and synchronous demand arrival scenarios, α = 1 and β = 0.1.

In Fig. 5, we compare the performance of PCC with the RAP-GCC scheme in [10], which,

to the best of our knowledge, is the only result in the literature on the average delivery rate

considering heterogeneous file popularities. We set B = 1, such that the partial caching problem

studied in this paper reduces to the one in [10]. For fair comparison, we optimize the cache

content distribution for the RAP-GCC scheme as well. It is notable in Fig. 5 that PCC outperforms

RAP-GCC, and as α becomes larger, i.e, the popularity distribution of the files becomes more

skewed, the gap between the two schemes increases slightly.

VI. CONCLUSIONS

We have studied content caching and coded delivery in a more realistic system model, allowing

asynchronous demand arrivals, and taking into account the audience retention rates of the video

files; that is, we allow the users to dynamically join the system, place a request, consume a

random portion of the request, and leave the system at a random time. We assume that each video

file in the library consists of a number of chunks of the same size, and the audience retention

rate is modeled as the heterogeneous popularity of the chunks of each file. We proposed a coded

caching scheme that allocates users’ cache capacities to different chunks, depending on their



22

Fig. 5. Comparison between PCC with OCA and RAP-GCC with α = 0.1 and α = 1.

popularities. We then evaluated the average delivery rate over all possible demand combinations.

We proposed two different methods for cache allocation, namely, the numerically optimized

cache allocation scheme OCA, and a low complexity popularity-based cache allocation scheme

PCA. The numerical results showed a significant improvement with the proposed scheme over

uncoded caching in terms of the average delivery rate, or the extension of other known delivery

methods to the asynchronous scenario. We have also derived an information theoretic lower

bound on the average delivery rate.

APPENDIX A

PROOF OF THEOREM 1

Since each user requesting chunk Wij already has qijF/B bits of it cached, according to [7,

Appendix A], at most (1−qij)F/B+o(F/B) bits are necessary to enable all the users requesting

Wij to decode it, for i ∈ [N ] and j ∈ [B]. The probability that chunk Wij is requested by at

least one user at time slot t is given by:

Pr{Wij ∈ Dt} =
∑

k∈A
Pr{Kj = k}

(
1− (1− p̃ij)k

)
. (29)
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By summing over i ∈ [N ] and j ∈ [B], and ignoring the o(F/B) term, we complete the proof:

RRAN(PA,p,P,Q) =
∑B

j=1

∑N

i=1

∑
k∈A

Pr{Kj = k}
(

1− (1− p̃ij)K
)

(1− qij). (30)

APPENDIX B

PROOF OF THEOREM 2

Recall that Kj is the number of users demanding the j-th chunks of their requested files at

time slot t, and these Kj users are indexed with
[
K ′j−1 + 1 : K ′j

]
, where K ′j ,

∑j
s=1 Ks and

K ′0 , 0, for j ∈ [B]. Similar to the proof in [10, Appendix A], the average number of bits

(normalized by F/B) sent by the MAN scheme over all possible demand combinations is given

by

Rt
MAN(K[B]) = E

[∑K(t)

z=0

∑
P⊂[K(t)],|P|=z

max
k∈P

∣∣∣W t
dk,t,P\{k}

∣∣∣∣∣∣∣∣C
]

(31a)

=
∑

dt∈[N ]K1×[N ]K2×···×[N ]KB

(∏B

j=1

∏Kj

k=1
p̃dK′

j−1
+k,t

)
 ∑
l[B]∈[0:K1]×···×[0:KB ]

∑
P1⊂[K′0+1:K′1]:
|P1|=l1

∑
P2⊂[K′1+1:K′2]:
|P2|=l2

· · ·
∑

PB⊂[K′B−1+1:K′B ]:

|PB |=lB

max
k∈P:

P=
B⋃

s=1
Ps

∣∣∣W t
dk,t,P\{k}

∣∣∣
 (31b)

=
∑

l[B]∈[0:K1]×···×[0:KB ]

(∏B

j=1

(
Kj

lj

))∑
(d1,t,...,dl1,t)∈[N ]l1

· · ·
∑

(dK′
B−1

+1,t,...,dK′
B−1

+lB,t)∈[N ]lB B∏
j=1

lj∏
k=1

p̃dK′
j−1

+k,t

 ∑
k∈P:

P=
B⋃

s=1
Ps,Ps=[K′s−1+1:K′s−1+ls]

1

{
k = argmax

h∈P

∣∣∣W t
dh,t,P\{h}

∣∣∣}∑
h∈P

1

{∣∣∣W t
dh,t,P\{h}

∣∣∣ =
∣∣∣W t

dk,t,P\{k}

∣∣∣} ·
∣∣∣W t

dk,t,P\{k}

∣∣∣
(31c)

=
∑

l[B]∈[0:K1]×···×[0:KB ]

(∏B

j=1

(
Kj

lj

))∑N

i=1

∑B

j=1

Pr

 max
Wfh∈

B⋃
s=1
{Wd

K′s−1+1,t
,...,Wd

K′s−1+ls,t
}

∣∣∣∣∣∣W t

fh,[
B∑

s=1
ls−1]

∣∣∣∣∣∣ =

∣∣∣∣∣∣W t

ij,[
B∑

s=1
ls−1]

∣∣∣∣∣∣


∑N
f=1

∑B
h=1 1

{∣∣∣W t
fh,[

∑B
s=1 ls−1]

∣∣∣ =
∣∣∣W t

ij,[
∑B

s=1 ls−1]

∣∣∣}
∣∣∣∣∣∣W t

ij,[
B∑

s=1
ls−1]

∣∣∣∣∣∣ (31d)

where C is the realization of cache contents for a fixed cache content distribution Q; (31b) is

derived by finding the expectation over all possible demand realizations dt given K1, ..., KB. The

probability of any demand combination dt ∈ [N ]K1×[N ]K2×· · ·×[N ]KB is thus
∏B

j=1

∏Kj

k=1 p̃dK′
j−1

+k,t
.
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(31b) also specifies the number of users in P requesting different chunks, i.e., l1, ..., lB, where

lj is the number of users in P demanding the j-th chunks, for j ∈ [B]. Notice that

maxk∈P:P=
⋃B

s=1 Ps

∣∣∣W t
dk,t,P\{k}

∣∣∣ (32)

depends only on the demands of users in P . (31c) follows by first changing the order of the

summation, which is to choose a set of
∑B

s=1 ls users first, among which lj users request their

j-th chunks, for j ∈ [B], and then take the expectation of the number of bits sent to this

set of users over all possible demand combinations. Note that, due to the symmetry across

users, for a given lj , j ∈ [B], any lj users among Kj can be considered. Henceforth, for

any (l1, ..., lB) ∈ [0 : K1] × · · · × [0 : KB], (31c) only considers the first lj users, i.e., users

K ′j−1 + 1, ..., K ′j−1 + lj , among the Kj users demanding the j-th chunks, for j ∈ [B], without

any loss of accuracy. Writing the expectation with regards to each chunk yields (31d), where

we note that if
∑B

s=1 ls = 0,
∣∣∣∣W t

ij,[
∑B

s=1 ls−1]

∣∣∣∣ = 0, ∀i ∈ [N ],∀j ∈ [B]. We emphasize that the

probability

Pr

(
maxWfh∈

⋃B
s=1{Wd

K′s−1+1,t
,...,Wd

K′s−1+ls,t
}

∣∣∣W t
fh,[

∑B
s=1 ls−1]

∣∣∣ =
∣∣∣W t

ij,[
∑B

s=1 ls−1]

∣∣∣)
is taken over all the possible realizations of

⋃B
s=1{dK′s−1+1,t, ..., dK′s−1+ls,t}, which is distributed

according to p and P, and is equivalent to ρij,(K[B],l[B]) as defined in (14). We also remark that,

in (31d), the expected number of bits sent to any subset of users specified by (l[B]) is calculated

with respect to the first
∑B

s=1 ls−1 users, i.e., users
[∑B

s=1 ls − 1
]
. That is because the number of

bits of each chunk cached exclusively by any subset of
∑B

s=1 ls−1 users among given
∑B

s=1 Ks

users is almost identical according to the law of large number. It can be concluded from (31d)

that the value of Rt
MAN(K[B]) is irrelevant to t, given K[B]. Thus, we simply use RMAN(K[B])

in the sequel.

Given the cache content distribution Q and K[B], the size of W t
ij,[

∑B
s=1 ls−1]

is∣∣∣W t
ij,[

∑B
s=1 ls−1]

∣∣∣ = (qij)
∑B

s=1 ls−1(1− qij)
∑B

s=1Ks−
∑B

s=1 ls+1 + o(F/B) (33a)

= gij,(
∑B

s=1Ks,
∑B

s=1 ls−1) + o(F/B). (33b)

Ignoring the term o(F/B) and substituting
∣∣∣W t

ij,[
∑B

s=1 ls−1]

∣∣∣ and
∣∣∣Wfh,[

∑B
s=1 ls−1]

∣∣∣ in (31d) yields

RMAN(K[B]) =
∑

l[B]∈[0:K1]×···×[0:KB ]

(
B∏
j=1

(
Kj

lj

)) N∑
i=1

B∑
j=1

ρ′ij,(K[B], l[B])
g
ij,(

B∑
s=1

Ks,
B∑

s=1
ls−1)

, (34)
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where ρ′ij,((K[B]), (l[B]))
is defined in (17). Taking the expectation over all possible realizations of

(K[B]), we obtain the average delivery rate of Algorithm 2 given as follows:

RMAN =
∑

k[B]∈AB

(∏B

s=1
Pr{Ks = ks}

)
RMAN(k[B]) (35a)

=
∑

k[B]∈AB

(∏B

s=1
Pr{Ks = ks}

)∑
(l[B])∈[0:k1]×···×[0:kB ]

(∏B

j=1

(
kj
lj

))
·∑N

i=1

∑B

j=1
ρ′ij,(k[B], l[B])

gij,(∑B
s=1 ks,

∑B
s=1 ls−1), (35b)

which completes the proof.

APPENDIX C

PROOF OF THEOREM 3

We first prove ∆ϕ1(PA,p,P,Q) given in (18b), which is the difference between the number

of bits sent by PART 1 of Algorithm 3 and those sent by the MAN scheme for z = 1, both

averaged over all the demand combinations. We then derive ∆ϕ2(PA,p,P,Q) given in (18c),

which is the difference between the number of bits sent by PART 2 of Algorithm 3 and those

delivered by the MAN scheme for z = 2, both averaged over all the demand realizations.

In PART 1 of Algorithm 3, the server sends the missing bits which are not cached by any

user in [K(t)]. The expected number of bits of chunk Wij that are not cached by any user in

[K(t)] is given by

F/B(1− qij)K
(t)

+ o(F/B). (36)

Recall that Kj denotes the number of users demanding the j-th chunks, j ∈ [B]; i.e., K(t) =∑B
s=1Ks. The probability that chunk Wij is requested by at least one user at the beginning of

time slot t is given by (29). By summing over i ∈ [N ] and j ∈ [B], ignoring o(F/B) term,

and taking the expectation over all realizations of K[B], we obtain the average number of bits

delivered in PART 1 of Algorithm 3 as:

ϕ1 =
∑

k[B]∈AB

(∏B

s=1
Pr{Ks = ks}

)∑B

j=1

∑N

i=1

(
1− (1− p̃ij)kj

)
gij,(

∑B
s=1 ks,0). (37)

Next, we derive the average number of bits sent by Algorithm 2 for z = 1, denoted by ϕ1.

Following the similar procedure of the proof of (35), we have

ϕ1 =
∑

k[B]∈AB

(∏B

s=1
Pr{Ks = ks}

)∑B

j=1
kj
∑N

i=1
p̃ijgij,(

∑B
s=1 ks,0). (38)

Thus, we have ∆ϕ1(PA,p,P,Q) = ϕ1 − ϕ1, which proves (18b).
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Recall that the probability that chunk Wij is requested by at least one user at the beginning of

time slot t is given by (29). Hence, the average number of bits sent by PART 2.2 of Algorithm

3 is given by

ϕ2 =
∑

k[B]∈AB

(∏B

s=1
Pr{Ks = ks}

) B∑
j=1

N∑
i=1

(
B∑
s=1

ks − 1)
(

1− (1− p̃ij)kj
)
gij,(

∑B
s=1 ks,1).

(39)

Following similar steps to the proof of (35), the number of bits sent by Algorithm 2 for z = 2

(or PART 2.1 of Algorithm 3) is given by

ϕ2 =
∑

k[B]∈AB

(∏B

s=1
Pr{Ks = ks}

)(∑B

j=1

(
kj
2

)∑N

i=1
ρ′ij,(k[B], (0,...,lj=2,...,0))gij,(∑B

s=1Ks,1)

+
∑B

j1=1
kj1
∑B

j2=j1+1
kj2
∑N

i=1

∑B

j=1
ρ′ij,(k[B], (0,...,lj1=1,...,lj2=1,...,0))gij,(

∑B
s=1 ks,1)

)
. (40)

Thus, we have ∆ϕ2(PA,p,P,Q) = max{ϕ2 − ϕ2, 0}, which proves (18c), and completes the

proof of Theorem 3.

APPENDIX D

PROOF OF THEOREM 4

To prove Theorem 4, we first derive a lower bound on the optimal rate of any time slot t
given the number of users watching different chunks, i.e., K1, ..., KB, averaged over all possible
demand combinations for these users, denoted by Ropt(K[B],M). We have

Ropt(K[B],M)
∆
= inf

{
E
[
Rdt

(M)
∣∣∣K[B], C

]}
, (41)

where the infimum is taken over all the achievable schemes, and the expectation is taken over all

possible demand configurations dt, distributed according to p and P, given K[B]. We recall that

these users are re-indexed such that users K ′j−1 + 1, ..., K ′j demand the j-th chunks at current

time slot, for j ∈ [B].

Inspired by [10, Appendix C], in order to lower bound Ropt(K[B],M), we consider the fol-

lowing genie-aided system: we recall that r1j, ..., rNj is an ordered permutation of {p̃1j, ..., p̃Nj},

such that r1j ≥ · · · ≥ rNj , ∀j ∈ [B]. For j ∈ [B], fix nj ∈ [N ]. As aforementioned, considering

user k demanding a j-th chunk, i.e., k ∈ [K ′j−1 + 1 : K ′j], if the requested j-th chunk has a

normalized popularity lower than rnjj , i.e., p̃dk,t < rnjj , it is served by a genie at no transmission

cost; otherwise, i.e., if p̃dk,t ≥ rnjj , it is served by a genie at no transmission cost with probability

1− rnjj/p̃dk,t; that is, the server has to transmit the required j-th chunk to this user through the

shared link with probability rnjj/p̃dk,t . Thus, each user demanding a j-th chunk requires service
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from the server, i.e., not from the genie, with probability njrnjj . This immediately implies

that the total number of users who are demanding the j-th chunks, and served by the server

during time slot t, denoted by Vj , follows a Binomial distribution Binomial(Kj, njrnjj), i.e.,

Vj ∼ Binomial(Kj, njrnjj).

We denote the optimal rate of the above genie-aided system by Rgenie_opt(K[B], n[B],M). For

any n[B] ∈ [N ]B, it provides a lower bound on the optimal rate of the original system, i.e.,

Ropt(K[B],M), since a subset of users are served by the genie. Note that, for the genie-aided

system, the demands of the j-th chunks that are served by the server instead of the genie are

independent and uniformly distributed over all the j-th chunks with a normalized popularity no

less than rnjj , i.e., {Wij : p̃ij ≥ rnjj, i ∈ [N ]}, the cardinality of which is nj according to the

definition of rij , ∀j ∈ [B]. That is, for k ∈ [K ′j−1 + 1 : K ′j],

Pr(dk,t = ij|the k-th user requires service from server) ,

1/nj, if p̃ij ≥ rnjj;

0, if p̃ij < rnjj,
(42)

∀i ∈ [N ], j ∈ [B]. Let Ropt_unif(v[B], n[B],M) denote the optimal rate of a system including∑B
j=1 vj users, each equipped with a cache of size MF bits, where each user in a unique subset

of vj users among them independently demands one chunk from a subset of nj j-th chunks with

uniform popularity distribution, for j ∈ [B]. It follows that

Rgenie_opt(K[B], n[B],M) ≥ E
(
Ropt_unif(V[B], n[B],M)

)
(43a)

=
∑

V[B]∈[K1]×···×[KB ]

(∏B

j=1
Pr(Vj = Vj)

)
Ropt_unif(V[B], n[B],M) (43b)

≥
∑K1

V1=v1
· · ·
∑KB

VB=vB

(∏B

j=1
Pr(Vj = Vj)

)
Ropt_unif(V[B], n[B],M) (43c)

≥
(∏B

j=1
Pr(Vj ≥ vj)

)
Ropt_unif(v[B], n[B],M), (43d)

where the expectation in (43a) is taken over all the values of V[B], which yields (43b); (43c) is

derived by deleting some non-negative terms; (43d) is due to the fact that the optimal rate is

non-decreasing with the number of users.

In the following, we lower bound Ropt_unif(v[B], n[B],M) by applying [11, Lemma 4].

Lemma 1. Ropt_unif(v[B], n[B],M) defined above should satisfy

Ropt_unif(v[B], n[B],M) ≥
∏B

j=1
Pr(Zj ≥ zj)Ropt(z[B], n[B],M), (44)

for any z[B], such that zj ∈ [min{vj, nj}], for j ∈ [B], where Zj is a random variable indicating

the number of distinct jth chunks requested by vj users from a library of nj jth chunks with
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a uniform popularity distribution. Furthermore, Ropt(z[B], n[B],M) is the expected rate of the

optimal scheme with zj distinct demands of the jth chunks selected uniformly at random from

nj jth chunks, for j ∈ [B].

Below, we derive a lower bound on Ropt(z[B], n[B],M) following the cut-set technique. Since

the delivery rate is non-decreasing with the number of users, we restrict to a subset of users

U consisting of
∑B

j=1 zj users, where a distinct subset of zj users among them request zj

distinct chunks from a subset of nj jth chunks with uniform popularity, for j ∈ [B]. We

note that there exist
∏B

j=1

(
nj

zj

)
zj! demand combinations of these users, each of identical prob-

ability due to the uniform distribution of chunks. We group these demand combinations into

Gtol ,
∏B

j=1 (nj
zj

)zj !

minj∈[B]bnj/zjc disjoint groups, denoted by G1, ...,GGtol
, such that each group consists of

minj∈[B]bnj/zjc disjoint demand combinations. Consider one such group Gg, g ∈ [Gtol]. For a

demand combination in this group and a corresponding message over the shared link, say Xg
1 ,

Xg
1 and {Z(t)

K | k ∈ U} allow the reconstruction of a subset of
∑B

j=1 zj chunks; similarly, for

another demand combination in this group and a corresponding input to the shared link, say Xg
2 ,

Xg
2 and {Z(t)

K | k ∈ U} allow the reconstruction of another disjoint subset of
∑B

j=1 zj chunks;

and so on so forth. Hence, with Xg
1 , ..., Xg

minj∈[B]bnj/zjc and {Zn
k | k ∈ U}, each user k ∈ U

can reconstruct a distinct set of minj∈[B]bnj/zjc chunks. By considering a cut separating Xg
1 , ...,

Xg
minj∈[B]bnj/zjc and {Zn

k | k ∈ U} from the corresponding users, we have [20, Theorem 14.10.1]∑minj∈[B]bnj/zjc

i=1
|Xg

i |+
∑

k∈U
|Z(t)

K | ≥
∑B

j=1
zj minj∈[B]bnj/zjc. (45)

We have

Ropt(z[B], n[B],M) = inf

{
1

Gtol

∑Gtol

g=1

∑minj∈[B]bnj/zjc

i=1

|Xg
i |

minj∈[B]bnj/zjc

}
, (46)

where the infimum is is taken over all the achievable schemes. We also have the cache capacity

constraints MB ≥ |Z(t)
K | (normalized by F/B), for k ∈ U . Plugging these into (45), we obtain

Ropt(z[B], n[B],M) ≥
∑B

j=1
zj

(
1− MB

minj∈[B]bnj/zjc

)
. (47)

Next, we note that both Vj and Zj are random variables expressed as self-bounding functions

of random vectors (see [10, Definition 3]). We apply a concentration property of these random

variables (see [10, Lemma 4]) to lower bound probabilities Pr(Vj ≥ vj) and Pr(Zj ≥ zj), and

find the range of vj and zj , for j ∈ [B]. According to [10, Lemma 4], we can write

Pr (Vj ≥ E [Vj]− µ) ≥ 1− exp

(
− µ2

2E [Vj]

)
, (48)
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with 0 < µ ≤ E [Vj]. We have E [Vj] = Kjnjrnjj as Vj ∼ Binomial(Kj, njrnjj). Letting

µ = E [Vj]− vj , we obtain

Pr (Vj ≥ vj) ≥ 1− exp

(
−

(Kjnjrnjj − vj)2

2Kjnjrnjj

)
, f ′j(Kj, nj, vj), (49)

where 0 < vj ≤ Kjnjrnjj , for j ∈ [B]. Similarly, we have

Pr (Zj ≥ zj) ≥ 1− exp

(
−(f(nj, vj)− zj)2

2f(nj, vj)

)
, f ′′j (nj, vj, zj), (50)

where E [Zj] = nj (1− (1− 1/nj)
vj) , f(nj, vj), for 0 < zj ≤ f(nj, vj), for j ∈ [B].

Combining (43d), (44) and (47), for given v[B], we obtain

Rgenie_opt(K[B], n[B],M)

≥
B∏
j=1

Pr (Vj ≥ vj) max
zj∈[dmin{f(nj ,vj),vj}e]

j∈[B]


B∏
j=1

Pr (Zj ≥ zj)
B∑
j=1

zj

1− MB

min
j∈[B]
bnj

zj
c

 . (51)

For any z̃j ∈ (0, f(nj, vj)] and j ∈ [B], we have

Rgenie_opt(K[B], n[B],M)

≥
B∏
j=1

Pr (Vj ≥ vj) max
zj∈[dmin{z̃j ,vj}e]

j∈[B]


B∏
j=1

Pr (Zj ≥ zj)
B∑
j=1

zj

1− MB

min
j∈[B]
bnj

zj
c

 (52a)

≥
B∏
j=1

Pr (Vj ≥ vj)
B∏
j=1

Pr (Zj ≥ z̃j) max
zj∈[dmin{z̃j ,vj}e]

j∈[B]


B∑
j=1

zj

1− MB

min
j∈[B]
bnj

zj
c

 , (52b)

where (52a) is derived since z̃j ≤ f(nj, vj), ∀j ∈ [B]; (52b) follows by the fact that zj ≤ dz̃je

and Zj is an integer, ∀j ∈ [B]. Using the lower bounds in (49) and (50), and optimizing over

n[B], v[B], and z̃[B], we have

Ropt(K[B],M) ≥maxn[B], v[B], z̃[B]

{(∏B

j=1
f ′j(Kj, nj, vj)

)(∏B

j=1
f ′′j (nj, vj, z̃j)

)
·

maxzj∈[dmin{z̃j ,vj}e],j∈[B]

{∑B

j=1
zj

(
1− MB

minj∈[B]bnj/zjc

)}}
, (53)

where nj ∈ [N ], vj ∈ (0, Kjnjrnjj], z̃j ∈ (0, f(nj, vj)], j ∈ [B]. Taking the expectation over all

possible combinations of (K[B]), we have

R∗(M) ≥ E[Ropt(K[B],M)] =
∑

k[B]∈AB

(∏B

j=1
Pr{Kj = kj}

)
Ropt(k[B],M), (54)

which, with (53), completes the proof of Theorem 4.
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