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Flexible Multilevel Coding with Concatenated
Polar-Staircase Codes for M-QAM
Tayyab Mehmood Student Member, IEEE, Metodi P. Yankov Member, IEEE,

Shajeel Iqbal and Søren Forchhammer Member, IEEE

Abstract—In this work, a multilevel coding (MLC) based
coded modulation scheme with two degrees of freedom in rate
flexibility is proposed and compared with a bit-interleaved
coded modulation (BICM) scheme from a performance versus
complexity perspective. The proposed MLC scheme is based on
a rate flexible inner soft-decision polar code and utilizes an
outer hard-decision staircase code structure as in the 400ZR
concatenated forward error-correcting code. The performance of
the MLC scheme is investigated for a range of inner code lengths,
inner decoder list sizes, and signaling with 16 and 64 quadrature
amplitude modulation, respectively. The MLC is designed such
that a portion of the staircase encoded bits can bypass the inner
code. The number of required inner soft-decision decoders can
thus be reduced, thereby saving computational complexity. The
proposed MLC scheme simultaneously offers up to a 53.7%
reduction in the number of inner decoders and up to 0.55 dB
of performance improvement when compared with the similar
BICM approach.

Index Terms—Polar codes, staircase codes, multilevel coding,
rate flexibility, data center interconnects.

I. INTRODUCTION

THE proliferation of bandwidth starving internet appli-
cations and cloud-based services causes an explosive

growth in the traffic exchanged between data centers. Hyper-
scale data center cloud providers have necessitated the building
of dedicated data center interconnects, which should be opti-
mized in terms of data rate, latency, and power consumption
[1]. Driven by the data center interconnect market needs, the
optical internetworking forum proposed an implementation
agreement for interoperable single carrier 400Gbps pluggable
coherent modules called 400ZR. In 400ZR, a particular focus
is on forward error-correction (FEC) codes and digital signal
processing algorithms as solutions to cope with the latency
and power constraints of the in-region distributed data center
interconnects [2].

The pursuit of high net coding gain from FEC with soft-
decision decoding (SDD) such as low-density parity-check
(LDPC) [3] and polar codes [4] has instigated a significant
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increase in the decoding complexity. Compared to the high-
performance soft-decision codes, the hard-decision decoding
(HDD) based FEC solutions such as product codes and
staircase codes require decoders of lower complexity [5].
The complexity of the SDD based coarsely quantized LDPC
decoders is investigated and reduced in [6], [7], whereas the
performance of the HDD based product-like codes is improved
by exploiting the soft information from the channel in [8], [9].

Polar codes [4] are a class of linear block SDD codes which
are capacity achieving in basic channels, such as the binary
symmetric channel (BSC) [4] and the additive white Gaussian
noise (AWGN) channel [10]. The construction of successive
cancellation list (SCL) decoder for polar codes [11] has shown
a highly competitive error-correction performance, at the ex-
pense of higher decoding complexity and latency. Compared to
the high complexity long polar codes, the construction of short
polar codes has recently gained considerable attention in the
optical communications community due to the low-complexity
and parallel decoding of component codes. Systematic and
non-systematic polar codes as component codes have also been
studied for product codes in [12]–[14], and staircase codes in
[15]–[17].

In order to reduce the complexity of the FEC decoders,
the concatenated (inner soft-decision and outer hard-decision
code) FEC (CFEC) approach is gaining traction [2], [18]–[21].

To reduce the SDD complexity and to eliminate the error
floor in CFEC solutions, in [19] the LDPC-staircase code was
proposed with fixed rate and quadrature phase-shift keying
modulation. The key idea is to design the complexity-reduced
inner LDPC code with SDD to reduce the bit-error rate (BER)
below the threshold of an outer staircase code, while the outer
code is responsible both for correcting errors and to achieve
output BER below 10−15 (without a higher error floor). The
complexity reduction in the inner LDPC code is achieved
both by optimizing the degree distribution of the LDPC code
ensemble and by leaving a fraction of inner codeword bits
uncoded. The concatenated Hamming-staircase code with an
outer decoder error floor below 10−15 is adopted as the 400ZR
FEC algorithm, because of its well-balanced FEC performance
and a low-complexity soft-decision Hamming code [22]. In
[20], the performance of the 400ZR FEC was investigated
down to BER of 10−15 using FPGAs.

Future optical networks (data center interconnects, edge,
metro, long-haul, and subsea) demand transceivers to function
at different signal-to-noise ratios (SNRs). Therefore, a coded
modulation (CM) scheme with the possibility to adapt its
spectral efficiency to the varying SNR is required in these
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networks. Rate flexibility is not considered in the 400ZR
implementation agreement from the optical internetworking
forum [2] but as an extension, it can either be achieved by
employing a set of FEC codes of different code rates [3]
or by shortening or puncturing, e.g. shortening the staircase
codes [23]. Multiple FEC codes require an increased chip
area, which is already challenging for coherent transceivers,
while shortening and puncturing of the staircase code come
at the cost of performance degradation [23]. Hence, for future
800ZR+ data center interconnects, it is highly desirable to have
a low-power, high-performance, and/or rate flexible solution
with the same CFEC structure and an error floor below 10−15

[24]. In [21], a rate flexible CFEC solution was proposed with
the same structure as in the 400ZR FEC of [22] but with
a different inner code by replacing the Hamming code with
rate flexible polar code. The concatenated polar-staircase code
(CPSC) offers rate flexibility with near-continuous granularity
and 0.35 dB of extra gain when compared with the 400ZR
FEC design [21].

This paper resumes the work of [21] on the bit-interleaved
coded modulation (BICM) based rate flexible CPSC for optical
communication. This paper further addresses the complexity
of concatenated schemes w.r.t. the number of inner decoders
used in an multilevel coding (MLC) architecture [25]. The
performance and complexity of the proposed scheme are
compared to the classical BICM. The early work on fixed-rate
MLC schemes date back to 1977 [26], but their application
for optical fiber communication systems with concatenated
codes have only recently been reported in [27]–[29], where
the MLC schemes are wisely designed to offer performance
or complexity savings over BICM.
The novel contributions of this paper are as follows:

• A two-level MLC scheme with CPSC codes is proposed
for high spectrally efficient optical communication sys-
tems.

• The code structure of an inner rate flexible polar code is
redesigned in such a way that some of the bits bypass
the SDD based inner code and are only protected by the
HDD based outer code.

• The proposed MLC scheme offers a rate flexibility with
two degrees of freedom with near-continuous granularity.

• The proposed MLC scheme results both in net coding
gain benefits and direct complexity savings due to the
reduced number of SDD based inner decoders when
compared with the similar BICM scheme [21].

The remainder of this paper is arranged as follows. In
Section II, we introduce the concatenated outer staircase
code, inner polar codes, and the MLC scheme. Section III of
this paper describes the principles of BICM and MLC-based
CM (coded modulation). A design example of complexity-
reduced MLC-based CM scheme is presented in Section IV
and compared with the BICM scheme. Simulation results are
presented in Section IV for various inner code blocklengths,
inner decoder list sizes, and quadrature amplitude modulation
(QAM) formats to observe the effectiveness of the proposed
MLC scheme in terms of performance improvement and
reduction in the number of inner decoders as compared to

the BICM scheme.

II. PRELIMINARIES

Because of the complexity and power constraints of prac-
tical systems, a CM scheme always exhibits a gap com-
pared with the constellation constrained capacity (CCC) of
the uniform M-QAM over the AWGN channel. The coded
modulation capacity of the channel with input constrained to
uniform QAM constellation [30], defined here as CCC. The
performance of CM systems is often characterized by the gap
to the CCC (∆CCC) value (in dB) at a given rate and over
a given channel using M-QAM. The ∆CCC can be defined
as:

∆CCC(dB) = (SNR)CM, dB − (SNR)MI, dB , (1)

where (SNR)CM,dB is the minimum SNR (in dB) of the prac-
tical CM system, required to achieve a target BER at a target
data rate for a given modulation format and (SNR)MI,dB is
the SNR at which the mutual information between the channel
input and output of the M-QAM equals the specified data rate.
The target BER is 1×10−15, corresponding to the output BER
of the outer code. The CCC is a limit that can be achieved
by infinitely large code length and decoding complexity. In
general, ∆CCC increases with the suboptimality of the FEC
code, e.g. practical finite code length and limitations on the
decoder. Throughout the paper, we consider a memoryless,
AWGN channel and assume uniform signaling using a binary-
reflected Gray (BRG) labeled M-QAM constellation.

A. The Outer Staircase Codes

The staircase code is a class of high-rate FEC codes that
amalgamates the ideas from the recursive convolutional and
linear block codes [31]. Let, nc, kc, rc and tc denote the
code length, information dimension, redundancy, and unique
decoding radius of the component code, respectively. We use a
binary primitive (nc , kc , rc , tc) BCH code as the component
code C to construct staircase codes. An ITU-T G.709.2 [32]
recommended staircase code can be defined as a semi-infinite
set of D × D blocks Bi, i = 1, 2, ..., where each row in
the successive blocks [BT

i−1,Bi] is a valid codeword in C
and D = nc/2. The rate Rsc of staircase code with BCH
component code (nc , kc , rc , tc) can be defined as,

Rsc = 1− 2(nc − kc)
nc

. (2)

The staircase codes are naturally unterminated, hence al-
lowing a broad range of decoding methods with different
latencies. The decoding of staircase codes is iteratively per-
formed in a sliding window fashion. Iterative decoding halts
when the maximum number of iterations Isc has been reached.
Thereafter, the decoder slides the window by shifting out the
estimate of decoded block Bi, and shifts in a new block Bi+W

and the operation reiterates indefinitely. The total latency of
the staircase decoder is a function of the decoding window
size, W , and Isc. Generally, the performance of the decoder
improves by increasing the number of blocks, W , in the decod-
ing window. The number of lookups and binary operations per

Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on November 18,2020 at 01:36:13 UTC from IEEE Xplore.  Restrictions apply. 



0090-6778 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2020.3038185, IEEE
Transactions on Communications

IEEE TRANSACTIONS ON COMMUNICATIONS 3

information bit, for a sliding window decoder with syndrome-
based decoding of C, can be loosely upper bounded as [18]

Isc(W − 1)tc
(D − rc)

.

The threshold Psc (pre-outer decoding BER) of the outer
code is the maximum error probability (assuming uniform
distribution of errors) for which the outer decoder can attain
an output BER of 10−15.

B. The Inner Polar Codes

Polar codes [4], [33], based on the channel polarization
method, are the first family of FEC codes that can achieve the
capacity of a discrete memoryless binary symmetric channel.
As the code length Npc goes to infinity, the channel polariza-
tion method classifies the bit-channels into either good (very
high reliability) or bad channels (very low reliability) [4].
However, for the practical polar code blocklengths Npc, the
channel polarization of bit-channels is incomplete, hence, there
are partially noisy channels between good and bad channels,
known as mediocre channels. In the proposed concatenated
scheme, the polar codes behave as error reduction codes,
where the correction of any complete bit-error sequence in
the decoded block is not required. Instead, reduction in the
average bit-error-rate (BER) of the decoded block is required.

The order of reliability of the bit-channels depends on the
channel SNR and thus the ordering is non-universal [34]. This
non-universality of the reliability order of bit-channels makes
the construction of rate flexible polar codes with optimum
performance non-trivial. Different techniques to design the po-
lar codes on-the-fly, with optimum performance for each data
rate, have been investigated in [35]. However, these on-the-
fly techniques increase the complexity, power consumption,
and latency of the polar code. A description of optimizing the
design SNR of the error-reducing inner polar code to achieve
rate flexibility over a given range with a single CFEC code
was proposed in [21] and detailed in the following:

Design SNR (Frozen Set) Optimization: In the proposed
inner-code, the identification of the channel reliabilities (and
thereby the frozen set), associated with each information
bit to be encoded, are efficiently calculated by using the
Bhattacharyya parameter Z(U) [4]:

Z(U) =
∑
y∈Y

√
U(y|0) U(y|1) , (3)

where {U(y|x) : x ∈ X , y ∈ Y} denotes the transition
probabilities of the memoryless binary symmetric channels,
with input alphabet X = {0, 1} and output alphabet Y .

Recently, in [21] the application of a rate flexible error-
reducing inner polar code was proposed, where for a fixed
code length Npc, a single frozen set is chosen at which the
average ∆CCC value over the range of code rates is relatively
constant. Furthermore in [21], fixed-rate inner polar codes are
designed on-the-fly for each data rate and optimized w.r.t to
the design SNR. The penalty for using rate flexible codes w.r.t.
the on-the-fly calculated optimum code will be discussed in
Sec. IV-A.

It is worth mentioning that throughout the paper, the frozen
set of the inner polar codes is designed according to the desired
threshold Psc of the outer code and not where the output frame
error rate (FER) of the polar decoder is minimum. After fixing
the CFEC parameters, the number of inner code information
bits, Kpc, can be tuned according to the channel conditions
to get a BER below Psc at the input of the output decoder
with flexible rates. After choosing a single frozen set, a cyclic
redundancy check (CRC) of length lcrc is performed on the
Kpc information bits of the inner code and the overhead is
included in the simulation results. The resultant concatenated
block of size Kpc+lcrc bits is encoded by the (Npc,Kpc+lcrc)
systematic polar encoder. The rate of inner code can be defined
as:

Rpc =
Kpc

Npc
. (4)

It has been observed that the concatenation of an outer
CRC code (acting as a genie) improves the performance of the
successive-cancellation list (SCL) decoder [11]. In this work,
CRC-aided SCL (CA-SCL) decoder is considered for the polar
codes.

C. 400ZR FEC

The 400ZR FEC algorithm is a concatenated FEC that
combines an inner SDD-based Hamming code with an outer
HDD-based staircase code. In 400ZR FEC [2], a systematic
double-extended (119, 128) Hamming code is used as inner
code, the SDD of the Hamming code may be performed with
e.g. a Chase decoder [36]. In this paper, we adopt the Chase
implementation from [37], which finds the six most unreliable
candidate positions for flipping and corrects up to four errors.
The (239, 255) staircase code with a sliding window decoder
of W = 5, Isc = 14, and BER threshold of Psc = 5 × 10−3

is used as outer code. The 400ZR FEC has a code rate
of (239/255) × (119/128) and by multiplying by log2(M),
yields 3.49 and 5.23 (bits/QAM symbol) for 16- and 64-QAM,
respectively.

D. Multilevel Coding

The CM addresses the question of how to jointly optimize
the coding for the specific non-binary transmission symbols,
as a means of improving the performance of the transmission
system. Examples of powerful CM methods include Trellis-
coded modulation introduced by Ungerboeck [38], MLC pre-
sented by Imai [26], and BICM proposed in [30], [39]. Let
b = (b0, b1, ..., bl−1), bi ∈ {0, 1}, be the binary addresses
of the M = 2l−ary modulation scheme and signal set (con-
stellation) A = {a0, a1, ..., aM−1} is defined by the bijective
mapping a =M(b) of binary addresses b.

In the set-partitioning based Trellis-coded modulation
scheme, the more reliable binary bit-levels stay uncoded
and the least reliable binary bit-levels are protected by the
convolutional codes [38]. In general, in MLC, the M−ary
input channel, U , is divided into l equivalent bit-levels (bit
channels), where each bit channel bi is protected by an
individual binary component code Ci of rate Ri. Multi-stage
decoding (MSD) can be used to decode MLC, which is based
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on the principle of successive interference cancellation [26].
In MSD, each bit-level bi protected by an individual binary
component code Ci of rate Ri is decoded given the results
of previously decoded bit-levels. In MLC, parallel decoding
of individual levels (PDILs) can be achieved by removing the
interaction between the decoders. Compared to MSD, PDIL
results in shorter decoding time and has no issue of error
propagation while decoding [40].

The application of the MLC to optical communication
systems is a rather new area of research. In [41], Ungerboeck’s
set-partitioning based MLC scheme was applied to reduce
the non-linear phase noise, using Reed–Solomon codes with
different rates as the component codes at different bit-levels
of MLC, and performing MSD at the receiver to improve
the performance of the fiber-optic system. A three-level MLC
scheme is proposed in [42], where SDD based LDPC, HDD
based BCH and uncoded bits are assigned to each bit-level of
the MLC scheme with different code rates and unequal error
protection. At the receiver-side, iterative MSD is performed
between the BCH and LDPC codes to improve the perfor-
mance of the system.

An MSD-based MLC scheme with an outer staircase code
and an inner differentially encoded tail-biting convolutional
codes is proposed in [27] for coherent systems, where the
low-reliability bit-levels of an M-QAM scheme are encoded
by the CFEC code while the remaining high-reliability bit-
levels are only protected by the outer code. In [28] a two-
level MLC scheme with an outer product code was proposed.
A data stream encoded by the inner spatially-coupled repeat
accumulate code is assigned to the low-reliability bit-levels of
the constellation symbols and decoded by the two-stage MSD,
while the remaining data stream bypass the inner code and are
assigned to the high-reliability bit-levels of the constellation
symbols. The comparison between the MSD-based MLC and
BICM approach for various M-QAM modulation formats is
done in [29], where the complexity-optimized soft-decision
LDPC code is concatenated with the hard-decision staircase
code, as in [19]. At data rate of 4.68 (bits/symbol) and apply-
ing 64-QAM modulation, the MLC scheme of [29] results in
a coding gain of up to 0.4 dB or complexity savings of 60%,
when compared with the BICM.

The key idea of our proposed MLC scheme is to spend more
computations and error-correcting power for the bits which
are at low-reliability bit-levels and spend less power for the
L0 bypassing bits that are assigned to the high-reliability bit-
levels. We propose a two-level PDIL-based MLC scheme with
an outer staircase code and an inner polar code with an M-
QAM modulation. A portion L0 of the outer encoded bits
bypass the inner code and are assigned to the high-reliability
bit-levels of the constellation points, while the remaining
bits are protected by the inner code and are assigned to the
relatively low-reliability bit-levels of the constellation points.
Contrary to the MLC-based CFEC schemes proposed in [27]–
[29], where the data rate is fixed for a single FEC code,
our proposed scheme is capable of achieving rate flexibility
with two degrees of freedom with a single FEC code by
simultaneously tuning the Kpc and L0 bits.

III. PROPOSED MULTILEVEL CODING WITH
CONCATENATED CODES DESIGN

The proposed CM scheme comprises an outer staircase
code with the extended BCH (1022,990) code as component
code. In the encoding process, the information bits of size
D × (D − rc) are encoded and the generated parity bits
of size (D × rc) are arranged into the staircase block. The
outer encoded bits are first interleaved by the interleaver π1
(of length J × D2) and then either de-multiplexed into two
separate data paths (MLC scheme) or passed to the inner
encoder (BICM scheme). We consider the BICM scheme as a
special case of the MLC scheme of Fig. 1 when L0 = 0. A de-
multiplexer denoted DEMUX (L0, Kpc) is used to split the π1
interleaved bits into L0 bypassing bits and inner encoder input
bits Kpc. The DEMUX (L0,Kpc) allows the concatenated
codes to simultaneously switch between the following two CM
approaches (1) BICM (L0 = 0) and (2) MLC (L0 6= 0).

A. BICM scheme

For the BICM scheme, L0 is equal to zero and there is only
one data-path at the output of DEMUX (0,Kpc), as shown in
Fig. 1. For the fixed CFEC parameters, Kpc can be selected
at the DEMUX (0,Kpc) to achieve rate flexibility with one
degree of freedom. The total number of inner encoded code-
words required to transmit J staircase blocks over the AWGN
channel is equal to TBICM . The outer encoded interleaved bits
of size (J ×D2) are divided into TBICM sub-blocks, where
each sub-block is of size Kpc. The total number of TBICM

sub-blocks can be calculated as:

TBICM =
(J ×D2)

Kpc
, (5)

where the TBICM is inversely proportional to the Kpc bits.
The CRC is performed on each sub-block of size Kpc bits
and the resulting concatenated block of size Kpc + lcrc bits
is encoded by the (Npc,Kpc + lcrc) systematic polar encoder.
The encoded codeword Npc contains Kpc+lcrc bits at the most
reliable bit positions and the remaining Fpc = Npc−Kpc−lcrc
least reliable bit positions, known as frozen-bits, are the added
parity bits in the codeword Npc. The polar transformed vector
is first permuted by the interleaver π2 and then passed to the
mapper Φ. We assume that the mapper is responsible both for
BRG labeling and for modulation of the input bit sequences to
M-QAM constellation points (similar to [21]). The resulting
(Npc/ log2(M)) modulated symbols are transmitted over the
AWGN channel. At the receiver-side, demodulation and de-
mapping is performed by a soft-decision de-mapper Φ−1 [43].
For L0 = 0, all the log-likelihood ratios (LLRs) are first de-
interleaved by π−12 and then decoded by the CA-SCL polar
decoder below the threshold Psc of an outer staircase code.
The rate per M-QAM symbol of the BICM based CPSC
scheme can be defined as:

RBICM =

((
Kpc

Npc

)
×Rsc

)
× log2(M). (6)
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Fig. 1. The system model of the MLC-based concatenated polar-staircase code for 64-QAM modulation over an AWGN channel.

B. MLC scheme

For L0 6= 0, there are two data-paths at the DEMUX
(L0,Kpc), as shown in Fig. 1. For the fixed outer code
parameters, the number of L0 and Kpc bits can be tuned at
the DEMUX (L0,Kpc) to achieve rate flexibility with two
degrees of freedom in choosing the rate of the CM system.
The π1 interleaved bits of size (J ×D2) are split into TMLC

sub-blocks and each sub-block is of size L0 +Kpc. The total
number of TMLC sub-blocks can be calculated as:

TMLC =
(J ×D2)

(Kpc + L0)
, (7)

where the value of TMLC (number of inner decoders, in
our case) decreases as we increase the parameters in the
denominator. The data on the branch L0 bypass the inner
encoder and are assigned to the high-reliability bit-levels of
the constellation points, as shown in Fig. 1, where a BRG 64-
QAM mapping is exemplified. The data on the Kpc branch is
first concatenated with the lcrc bits and then the resulting bits
are encoded by the (Npc,Kpc + lcrc) polar encoder. The inner
encoded Npc = (Kpc + lcrc +Fpc) bits are first scrambled by
π2 and then assigned to the remaining bit-levels of the QAM
constellation symbols, as shown in Fig. 1. In the simulations,
we assume that the mapping Φ is responsible for assigning
the L0 bits to the high-reliability bit-levels and Npc bits to the
remaining bit-levels of constellation symbols. The resulting
((Npc + L0)/ log2(M)) modulated symbols are transmitted
over the AWGN channel.

At the receiver-side, demodulation and de-mapping are per-
formed by a standard soft-decision de-mapper Φ−1 [43], which
is complementary to the mapper. Hard-decision is performed
on the most-reliable L0 bits to estimate the L̂0 bits. The LLRs
generated for the remaining N̂pc bits are first de-interleaved by
π−12 and then fed to the CRC-aided SCL decoder. The inner
decoder outputs hard-decision data stream of length K̂pc. The
hard-decision data-streams of both L̂0 and K̂pc are multiplexed
before the de-interleaver π−11 . To calculate the ∆CCC value,

the average BER Psc is calculated at the input of π−11 . The
de-interleaved data stream is fed to the HDD based sliding
window decoder to attain the output BER below 1 × 10−6,
which is the best feasible BER in our simulations due to the
computation time. The rate per M-QAM symbol of the MLC
based CPSC scheme using (2) can be defined as

RMLC =

((
Kpc + L0

Npc + L0

)
×Rsc

)
× log2(M). (8)

In this work, we consider two target performance measures
1) relative complexity-reduction Tred (%) and 2) relative
performance gain η (dB), which will be used in Sec. IV to
evaluate the effectiveness of our proposed MLC scheme with
respect to BICM. At a fixed data rate, the relative complexity-
reduction Tred (%) achieved for the inner decoder using the
proposed MLC scheme w.r.t BICM can be calculated as:

Tred = 100× (1− TMLC

TBICM
), (9)

where, for a given frame length, Tred measures the reduction
in the number of inner soft-decision decoders when we switch
from BICM to MLC. In this paper, the absolute complexity
of the inner SCL decoder is not considered, but rather the
relative complexity savings, which are the same regardless of
the complexity of the decoder, as demonstrated in Sec. IV.
This complexity metric is chosen because it is agnostic to
the applied FEC. On the contrary, the MLC scheme of [29]
measures complexity as the number of messages passed per
information bit during inner soft-decision decoding and is thus
LDPC specific. At a fixed data rate, the relative performance
gain η (dB) is the difference between the ∆CCC values of
MLC and BICM scheme and can be calculated as:

η (dB) = ∆CCCMLC(dB)−∆CCCBICM (dB). (10)

In the simulations, we assume that the receiver has the
flexibility to switch the inner soft-decision decoders on and
off, which results in power savings which are linear in the
number of decoders that are turned off. For example, for a
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fixed inner code blocklength and Tred of 50%, the receiver
will require 50% fewer inner decoders or it will turn off 50%
of the inner decoders and hence results in power savings.

IV. SIMULATION RESULTS

In the simulations, we use the following parameters for
the outer code: Rsc = 239/255, W = 5, Isc = 14 and
BER threshold of Psc = 5 × 10−3. These parameters follow
the 400ZR staircase code as presented in Sec. II-C. All the
simulation results are evaluated by simulating J = 100
staircase blocks, i.e 100 × 5122 bits. We used real-valued
LLRs in all the simulations. For the polar code, a CRC of
length 6 [44] is chosen for Npc of 128, and 1024 and a CRC
of length 24 [34] is chosen for Npc of 8192. As discussed
in Sec. II-B, for each of the inner codeword lengths of 128,
1024, and 8192 the design SNR is optimized for an average
∆CCC performance of all considered rates. A list size of 32
is used in the simulations except for the Sec. IV-D, where we
compare the CA-SCL decoders of list sizes 8 and 32.

The BER threshold Psc is used to estimate the performance
of both MLC- and BICM-based CM schemes, as depicted in
Fig. 1. The proposed CPSC scheme uses a staircase code as
outer code having an error floor around 4×10−21 [31]. Due to
the limited computational resources, all the simulation results
were obtained at the SNR at which the output BER is 1×10−6.

The staircase decoding is done for completeness and as
a sanity check and is not a part of estimating ∆CCC.
Irrespective of the CM (BICM or MLC) scheme, the latency of
our proposed CFEC scheme will be dominated by the length
of outer de-interleaver π−11 , which is J × D2. Choosing a
shorter interleaver, e.g. interleaving one block at a time as in
[19], the latency will be dominated by the window size of the
outer staircase code. Without a loss of generality, we assume
that all the N̂pc blocks can be decoded in parallel, and the
complexity reduction in the number of inner decoders is thus
equivalent to the number of blocks per staircase codeword.

A. BICM-based rate flexible concatenated codes

In this section, we evaluate the BICM-based CPSC scheme
with a fixed and flexible rate inner polar code. In Fig. 2,
example results are presented for fixed and flexible rate inner
polar codes of various lengths of Npc = 128, 1024, and
8192 and 16-QAM modulation. For both kind of inner polar
codes, the ∆CCC performance improves with increasing
code length. However, the complexity of the decoder also
increases by increasing code length. Thus, there exists a trade-
off between performance improvement and complexity.

The penalty for using a rate flexible polar code w.r.t. the on-
the-fly calculated optimum code for the simulated data rates
in Fig. 2 is in most cases less than 0.03 dB (exception is
the Npc = 8192, data rate = 2.88 (bits/QAM symbol) case
with a 0.14 dB penalty). As in [21], all the results of Fig.
2 are evaluated by using CRC of length lcrc = 6. It can be
seen from the solid lines in Fig. 2 that at data rate = 3.48
(bits/QAM symbol), the rate flexible CPSC scheme with Npc

of 128, 1024, and 8192 gives performance gains of 0.13, 0.32,
and 0.34 dB, respectively, compared to the 400ZR FEC [2].
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Fig. 2. The gap to constellation constrained capacity (∆CCC) performance
of various inner polar code blocklengths (Npc) of the BICM-based CPSC
scheme with an outer code and 16-QAM modulation at different data rates.

B. Design Example of the Proposed MLC Scheme

As a proof of concept, we present an example of our
proposed complexity-reduced MLC scheme with a single FEC
code designed at data rates in the range of 2.87 to 3.57
(bits/QAM symbol) and in the range of 4.18 to 5.36 (bits/QAM
symbol) for 16- and 64-QAM modulation, respectively. The
inner code length of 1024 is chosen in the example.

The rule for tuning at the DEMUX (L0,Kpc): In practical
CM systems, it is usually essential to find a balanced op-
erating point in terms of both error-correcting performance
(or ∆CCC in our case) and complexity. Hence, for a good
balance, we select only those L0 and Kpc values where
positive relative complexity-reduction is achieved and ∆CCC
performance is similar or better compared to that of the
pragmatic sub-optimal BICM approach.

The rate flexible BICM scheme (L0 = 0) with 16- and 64-
QAM modulation is simulated for various values of Kpc in the
range of 783 to 976 bits and in the range of 760 to 976 bits,
which corresponds to data rates in the range of 2.87 to 3.57
(bits/QAM symbol) and in the range of 4.18 to 5.36 (bits/QAM
symbol), for the two modulation formats, respectively. The
total number of required inner decoders TBICM for the BICM
scheme with 16- and 64-QAM modulation are found to be (5)
in the range of 33480 to 26860 and in the range of 34493 to
26860. The data rate of a rate flexible BICM scheme is only
dependent on Kpc (6), when all the other parameters such as
Npc, lcrc, Rsc, and the constellation size are constant. Hence,
by increasing Kpc, the data rate of the CM system increases
too. It can be observed from (5) that the number of inner
decoders, TBICM , is inversely proportional to Kpc. Lowering
the TBICM effectively lowers the required processing power of
a chip at a given receiver throughput and under the assumption
that the receiver can switch the inner decoders on and off. For
16- and 64-QAM modulation, the observations from (5) and
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Fig. 3. The total number of inner polar decoders required to decode 100
staircase blocks received from the AWGN channel with 16- and 64-QAM
modulation. As opposed to the MLC lines, the BICM lines are obtained by
changing the number of Kpc inner information bits in the range of 783 to
976 bits and in the range of 760 to 976 bits for 16- and 64-QAM modulation,
respectively.

(6) can be graphically verified by the circled solid and dashed
lines of Fig. 3, respectively.

To see the effect of L0 bypassing bits, we simulated the
MLC scheme with 16- and 64-QAM for four different values
of Kpc (840, 880, 900, and 920 bits). For a fixed Kpc, the data
rate (8) can be changed by changing the value of L0. Hence,
for a fixed Kpc, we can gradually select/deselect the value of
L0 according to the rule for tuning at the DEMUX (L0,Kpc).
For example, for Kpc of 840 bits, L0 of zero, and 16-QAM
modulation, the RMLC = RBICM and TMLC = TBICM are
equal to 3.08 (bits/QAM symbol) and 31208 inner decoders,
respectively. We observe that as we increase the value of L0 to
2, 64, 128, and 256, the data rate of the MLC scheme increases
to 3.08, 3.12, 3.15, and 3.21 (bits/QAM symbol), respectively,
and the number of inner decoders required to decode J = 100
staircase blocks go down to 31134, 28999, 27081, and 23919,
respectively. The relation between RMLC and TMLC for Kpc

= 840 bits and 16-QAM modulation is shown by a squared
solid line in Fig. 3.

Similarly, the values of L0 bypassing bits for the Kpc of
880, 900, and 920 bits and 16-QAM modulation are swept
in the range [2; 512], [2; 1200], and [2; 1200], respectively.
Whereas, for 64-QAM modulation, the values of L0 for the
Kpc of 840, 880, 900, and 920 bits are swept in the range
[2; 640], [2; 1200], [2; 1560], and [2; 1120], respectively. The
reduction in the number of required polar decoders for 16- and
64-QAM modulation and for various values of Kpc with the
corresponding L0 values can be seen by the solid and dashed
lines in Fig. 3, respectively.

Furthermore, for Kpc of 840 bits, and 16-QAM modulation,
it can be seen from the squared solid line in Fig. 4 that
as we increase the value of L0, the required average output
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Fig. 4. The required average output BER of the inner polar decoders for 16-
and 64-QAM modulation over the AWGN channel.

BER of the inner polar decoders to achieve a fixed BER
of Psc decreases. This is because of the increase in the L0

bits assigned to the high-reliability bit-levels. As we increase
the value of L0, the portion of L0 bits in error increases,
and hence to achieve the fixed BER threshold of Psc, we
compensate it by decreasing the average BER of the inner
polar decoders. Similarly, for the MLC scheme with 16- and
64-QAM modulation, the average output BER of the inner
polar decoders required to achieve Psc of 5×10−3 for various
values of Kpc are shown by the solid and dashed lines in Fig.
4, respectively.

The ∆CCC performance of the BICM scheme with 16- and
64-QAM modulation can be seen by the circled solid lines in
Figs. 5 and 6, respectively. The ∆CCC performance and the
relative complexity-reduction Tred for 16-QAM modulation,
Kpc of 840 bits, and various values of L0 are shown by
squared solid and dashed lines in Fig. 5, respectively. The
∆CCC value is calculated by using (1) and the relative
complexity-reduction of the MLC scheme w.r.t BICM is
calculated by using (9). Similarly, for the MLC scheme with
16- and 64-QAM modulation, the ∆CCC performance and
the relative complexity-reduction Tred for Kpc of 840, 880,
900, and 920 bits and various values of L0 are shown by the
solid and dashed lines in Fig. 5 and Fig. 6, respectively. Table I
summarizes the details of relative performance gain η (10) and
Tred complexity-savings for 16- and 64-QAM modulation that
can be achieved for four different values of Kpc. It can be seen
from Table I that for RMLC = 5.35 (bits/QAM symbol), the
proposed MLC scheme offers rate flexibility with two degrees
of freedom with different performance-complexity trade-off.

It is evident from Figs. 5 and 6 that the ∆CCC performance
of the MLC scheme improves up to a certain value of L0 and
after that, it starts degrading exponentially. The performance
improvement of the MLC is because of the low-rate inner
polar codes (more protection for the Kpc) and the number of
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different data rates over the AWGN channel with 16-QAM modulation.
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bypassing bits are assigned to the high-reliability bit-levels.
After a certain value of L0, the ∆CCC performance starts
degrading because as we increase the bypassing bits, the
portion of L0 bits in error increases both because of no
protection and also because after filling the highest reliability
bit-levels, the remaining bypassing bits are assigned to the
second-highest reliability bit-levels. Additionally, the portion
of inner-coded bits in error also increases due to shifting them
further towards the lower reliability bit-levels. For example,
for data rates above 3.2 and 4.95 for the 16- and 64-QAM,
respectively, the ∆CCC performance degrades rapidly for the
lower values of Kpc (e.g. Kpc = 840 bits) which can be seen

TABLE I
SUMMARY OF THE SIMULATED RESULTS FOR NPC = 1024 AND WITH

16-AND 64-QAM OVER THE AWGN CHANNEL.

Tuning
Parameters

data rate
(bits/symbol) Tred(%) η (dB)

16
QAM

KPC = 840
L0 = 128

3.15 11.1 0.015

KPC = 880
L0 = 384

3.36 27.3 0.02

KPC = 900
L0 = 1200

3.54 53.9 ∼0

KPC = 920
L0 = 1200

3.57 53.9 0.17

64
QAM

KPC = 840
L0 = 512

4.95 33.3 0.06

KPC = 880
L0 = 2000

5.35 66.1 0.06

KPC = 900
L0 = 1560

60.4 0.20

KPC = 920
L0 = 1120

52.2 0.29

from the squared solid lines as compared to the asterisk solid
lines of Kpc = 920 bits in Figs. 5 and 6. This observation
suggests that compared to the performance of BICM over
the range of data rates, the proposed MLC offers noticeable
performance and complexity benefits if the inner code rate
Rpc is quite high (> 0.8). It is also noticed that as we go
from lower (16-QAM) to higher order (64-QAM) modulation
format with relatively constant complexity-savings, the relative
performance gain η increases.

C. The effect of the inner code blocklengths

For various lengths of the inner code, the performance, and
relative complexity-reduction of the BICM (dashed lines) and
MLC scheme (solid lines) with 16- and 64-QAM modulation
are shown in Fig. 7a and Fig. 7b, respectively.

For 16- and 64-QAM modulation and Npc of 1024, the
parameters for the BICM and MLC scheme are the same as
in Sec. IV-B. Whereas, for Npc of 128 and modulation order of
16, and 64-QAM, we simulated the BICM scheme for RBICM

in the range of 2.85 to 3.58 (bits/QAM symbol) and in the
range of 4.28 to 5.37 (bits/QAM symbol), respectively. For
the inner code blocklength of 8192, we simulated the BICM
scheme for RBICM in the range of 2.87 to 3.57 (bits/QAM
symbol) and in the range of 4.31 to 5.36 (bits/QAM symbol)
for 16, and 64-QAM, respectively.

System Design rule: As shown in Table I, for 64-QAM
modulation and data rate 5.35 (bits/QAM symbol), we can
choose different combinations of the two tuning parameters,
Kpc and L0, with different relative performance and complex-
ity benefits. At each data rate in Figs. 7a and 7b, we select
a combination of Kpc and L0 values for which the ∆CCC
value of the MLC scheme is minimum. For example, for Npc

= 1024, and 16-QAM modulation, we take the envelope or
Pareto front [19] of the MLC performance curves of Fig. 5.

In Fig. 7a, the ∆CCC performance and relative complexity-
reduction can be seen for the MLC scheme with 16-QAM
modulation and Npc of 128, 1024, and 8192, which corre-
sponds to the RMLC in the range of 3.20 to 3.57, 3.08 to
3.57, and in the range of 3.12 to 3.57 (bits/QAM symbol),
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Fig. 7. The optimized simulation results for the gap to constellation
constrained capacity (∆CCC) performance (dB) and relative complexity-
reduction (Tred) with the different inner code-lengths Npc, and at different
data rates over the AWGN channel.

respectively. Similarly, for 64-QAM modulation, and various
lengths of Npc (128, 1024, and 8192), the corresponding
RMLC of Fig. 7b is in the range of 4.80 to 5.35, 4.62 to
5.36, and in the range of 4.67 to 5.36 (bits/QAM symbol),
respectively. As shown in Fig. 7a, for 16-QAM modulation,
and at a data rate of 3.57 (bits/QAM symbol), our proposed
MLC scheme with Npc of 128, 1024, and 8192 can achieve
relative performance gains of 0.03 dB, 0.17 dB, and 0.41 dB
and the relative complexity-reduction of 57.5%, 53.9%, and
53.7%, respectively. Likewise, for 64-QAM modulation and

data rate 5.35 (bits/QAM symbol), the MLC scheme offers η
of 0.09 dB, 0.29 dB, and 0.55 dB, respectively. Additionally,
it requires 57.2%, 52.2%, and 53.7% fewer inner decoders
compared to the BICM, as shown in Fig. 7b.

D. The effect of the inner decoder list size

To observe the performance penalty of using inner CA-
SCL decoders of lower complexity (smaller list size), we
simulated and compared the results of Sec. IV-C for 64-QAM
modulation. For the MLC scheme with Npc of 128, 1024, and
8192, the maximum performance penalty of using the CA-SCL
decoder (of lower complexity) with list size 8 is less than 0.25
dB, 0.08 dB, and 0.09 dB, respectively, when compared with
the MLC curves of Fig. 7b with list size 32. Similarly, for the
BICM scheme with Npc of 128, 1024, and 8192, the maximum
performance penalty of switching from higher (list size = 32)
to lower (list size = 8) complexity list decoder is less than
0.24 dB, 0.08 dB, and 0.12 dB, respectively.

E. Comparison to other CFEC schemes

To compare our proposed CM scheme with the current
standard [2], we simulated the 400ZR FEC over the AWGN
channel with 16- and 64-QAM modulation, which corresponds
to data rates of 3.49 and 5.23 (bits/QAM symbol), respectively.
Compared to 400ZR FEC, the rate flexible BICM scheme with
the Npc of 128, 1024, and 8192 offers performance gains of
0.13 dB, 0.32 dB, and 0.31 dB for 16-QAM and gains of 0.1
dB, 0.27 dB, and 0.26 dB for 64-QAM, as shown in Figs. 7a
and 7b, respectively.

It can be seen from Fig. 7a, that for 16-QAM modulation,
the proposed MLC scheme with Npc of 128, 1024, and 8192
offers performance gains of up to 0.15 dB, 0.46 dB, and
0.55 dB, respectively, when compared with the 400ZR FEC.
Compared to the BICM, the proposed MLC scheme requires
38%, 31%, and 36% fewer inner polar, respectively, as shown
in Fig. 7a. Similarly, for 64-QAM modulation, compared to
400ZR FEC, the proposed MLC scheme with Npc of 128,
1024, and 8192 provides gains of 0.15 dB, 0.45 dB, and
0.58 dB, respectively, and simultaneously reduces the relative
complexity by 36%, 42%, and 43%, as shown in Fig. 7b. For
Npc = 8192, 64-QAM modulation, and with the same relative
complexity savings, there is a penalty of 0.06 dB when we
switch from higher (list size = 32) to lower (list size = 8)
complexity CA-SCL decoder.

The proposed MLC-based CPSC scheme utilizes the same
outer code structure as in the 400ZR FEC algorithm [22], and
an inner polar code and can be adopted in future 800ZR+
FEC applications, without changing the frame format and other
specifications.

The inner polar codes provide a good combination of
seamless rate flexibility and a good performance at high-
rates, but the proposed MLC scheme is not restricted to the
inner code being a polar code. For example, for 16-QAM
modulation, the data rate of the BICM based 400ZR FEC is
3.49 (bits/QAM symbol). As an add-on, rate flexibility can
be achieved by varying the number of L0 bypassing bits and
the data rate of this MLC-based Hamming-staircase code will
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Fig. 8. The gap to constellation constrained capacity (∆CCC) performance
(dB) and a relative complexity-reduction (Tred) with different concatenated
codes, and at different data rates over the AWGN channel with 16-QAM.

become (239/255) × ((119 + L0)/(128 + L0)) × log2(M),
but limited to a single degree of rate flexibility. We also
simulated the Hamming-staircase code of 400ZR FEC [2] with
our proposed MLC scheme over the AWGN channel and 16-
QAM modulation. The values of L0 are swept in the range
[4;1024]. The ∆CCC performance is shown by a solid line
in Fig. 8. This would be a straight-forward add-on to the
400ZR FEC. For BICM- and MLC-based 400ZR FEC, the
total number of inner decoders required to decode J staircase
blocks can be calculated by using (5) and (7), respectively. The
relative complexity-reduction is not considered here because
the Hamming code rate is fixed, and for different values of
L0, the system operates at a different rate.

The proposed MLC scheme can also be considered with
other SDD based rate flexible codes as inner code, potentially
leading to other efficient codes with two degrees of freedom
in rate flexibility. For example, as shown by dashed and solid
lines in Fig. 8, we simulated the BICM- and MLC-based
LDPC-staircase code for data rates in the range of 2.80 to
3.37 (bits/QAM symbol) and in the range of 2.82 to 3.56
(bits/QAM symbol), respectively. The outer code parameters
for BICM- and MLC-based LDPC-staircase codes are the
same as mentioned above. The code length of the inner LDPC
code is 64800 bits and thus much longer than that of the polar
codes. The number of iterations for the belief propagation
based LDPC decoder is 32 [3]. In Fig. 8, the dashed line of
BICM-based rate flexible LDPC-staircase code is achieved by
simulating a set of LDPC codes of different rates (3/4, 4/5, 5/6,
8/9, and 9/10) [3]. Similar to our proposed MLC scheme of
Fig. 1, we considered SDD based rate flexible LDPC code as
an inner code and simulated for five different inner code rates.
At each data rate, we select a combination of inner code rate
(number of inner information bits, in our case) and L0 values

for which the ∆CCC value of the MLC-based LDPC-staircase
code is minimum. The performance and relative complexity-
savings of the MLC scheme with the inner LDPC code and 16-
QAM modulation are shown by solid lines in Fig. 8. Albeit the
better performance of the MLC-based LPDC-staircase code
w.r.t. the proposed MLC with the inner polar code, which is
due to the higher complexity of the inner decoder, the relative
complexity savings are similar in both cases.

Our proposed CM scheme utilizes a single CFEC code for
various rates, inner-code blocklengths, modulation formats,
and for switching between (MLC and BICM) CM schemes.
Contrary to this, in [27]–[29], CFEC codes were optimized
for each data rate, modulation format, and CM scheme. For
example, in [29], to get the performance improvement or
complexity savings, the inner codes are optimized for each
data rate, modulation format, and CM scheme. Contrary to
this, we utilize a single set of ordered reliabilities defining the
frozen-set for different data rates for fixed modulation formats
and CM schemes.

Although a detailed complexity comparison of the proposed
MLC scheme with the current standard [2], and other MLC
schemes of [27]–[29] is beyond the scope of this work, we
compare the performance of our proposed MLC scheme with
others in Fig. 8. For 16-QAM modulation, Npc = 8192 bits,
list size = 32, and at data rates 3.12, 3.28, and 3.43 (bits/QAM
symbol), our proposed MLC scheme exhibits performance
gains of around 0.51 dB, 0.65 dB, and 0.76 dB, respectively,
when compared with the MLC scheme of [27]. For 16-QAM
modulation and data rate of 3.2 (bits/QAM symbol), the
performance results of MLC schemes of [28], [29] are shown
in Fig. 8, where the ∆CCC performance improves with the
increase in the decoder’s complexity. Whereas, our proposed
MLC-based polar- and LDPC-staircase codes of Fig. 8 are
designed to offer notable (performance + complexity) gains at
data rates above 3.2 (bits/QAM symbol), when compared with
the BICM-based polar- and LDPC-staircase codes of Fig. 8.

V. CONCLUSION

In this paper, an MLC-based concatenated polar-staircase
coded modulation scheme with two degrees of freedom in rate
flexibility is proposed. It is compared with rate flexible polar
coded BICM, from a performance-complexity standpoint. To
achieve a multilevel coded modulation, the inner code structure
is re-designed in such a way that some of the bits bypass the
inner polar code and are assigned to the high-reliability bit-
levels of the higher-order modulation formats.

The proposed MLC scheme with different polar code block-
lengths, inner decoder list sizes, and M-QAM modulation
formats can be used as a flexible FEC solution for different
types of flexible optical networks (data center interconnects,
edge, metro, long-haul, and subsea) with different speed,
latency, and power requirements. We also showed that the
proposed MLC scheme is applicable to other fixed- or flexible-
rate inner codes.

The proposed MLC scheme simultaneously provides up to
0.55 dB of performance gain and 53.7% in relative complexity
reduction compared to the BICM (Fig. 7b). The proposed
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scheme allows two degrees of freedom to choose any operating
point without changing the channel code and the underlying
modulation format and it is achieved by tuning the number
of inner code information bits and the bypassing bits. We
showed that the MLC scheme integrated with an outer staircase
code and inner polar code performs up to 0.58 dB better than
the 400ZR FEC and at the same time reduces the relative
complexity by 43% compared to the polar coded BICM (Fig.
7b).
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