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#### Abstract

In this paper, under a general cost function $C$, we present a dynamic programming (DP) method to obtain an optimal sequential deterministic quantizer (SDQ) for $q$-ary input discrete memoryless channel (DMC). The DP method has complexity $O\left(q(N-M)^{2} M\right)$, where $N$ and $M$ are the alphabet sizes of the DMC output and quantizer output, respectively. Then, starting from the quadrangle inequality, two techniques are applied to reduce the DP method's complexity. One technique makes use of the Shor-Moran-Aggarwal-Wilber-Klawe (SMAWK) algorithm and achieves complexity $O(q(N-M) M)$. The other technique is much easier to be implemented and achieves complexity $O\left(q\left(N^{2}-M^{2}\right)\right)$. We further derive a sufficient condition under which the optimal SDQ is optimal among all quantizers and the two techniques are applicable. This generalizes the results in the literature for binary-input DMC. Next, we show that the cost function of $\alpha$-mutual information ( $\alpha$-MI)-maximizing quantizer belongs to the category of $C$. We further prove that under a weaker condition than the sufficient condition we derived, the aforementioned two techniques are applicable to the design of $\alpha$-MI-maximizing quantizer. Finally, we illustrate the particular application of our design method to practical pulse-amplitude modulation systems.
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## I. Introduction

Consider the quantization problem for the $q$-ary input discrete memoryless channel (DMC) with $q \geq 2$, as shown by Fig. 11. The channel input $X$ takes values from $\mathcal{X}$,

$$
\mathcal{X}=\left\{x_{1}, x_{2}, \ldots, x_{q}\right\},
$$

with probability

$$
P_{X}\left(x_{i}\right)=\operatorname{Pr}\left(X=x_{i}\right)>0, i \in[q],
$$

where $[n]=\{1,2, \ldots, n\}$ for any positive integer $n$. The channel output $Y$ takes values from $\mathcal{Y}$,

$$
\mathcal{Y}=\left\{y_{1}, y_{2}, \ldots, y_{N}\right\}
$$

with channel transition probability

$$
P_{Y \mid X}\left(y_{j} \mid x_{i}\right)=\operatorname{Pr}\left(Y=y_{j} \mid X=x_{i}\right), i \in[q], j \in[N]
$$

where $P_{Y \mid X}\left(y_{j} \mid x_{i}\right) \in[0,1]$ and $\sum_{j \in[N]} P_{Y \mid X}\left(y_{j} \mid x_{i}\right)=1$. We assume $P_{Y}\left(y_{j}\right)=\sum_{i \in[q]} P_{X}\left(x_{i}\right) P_{Y \mid X}\left(y_{j} \mid x_{i}\right)>0, \forall j \in[N]$ throughout the paper. The most generic task is to design a quantizer

$$
Q: \mathcal{Y} \rightarrow \mathcal{Z}=\{1,2, \ldots, M\}
$$
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Fig. 1. Quantization of a discrete memoryless channel (DMC).
to minimize a certain cost function $C(Q)$, where $2 \leq M<N$ is of interest. Clearly, the quantizer $Q$ is uniquely specified by $P_{Z \mid Y}, Z$ 's probability distribution conditioned on $Y$.

A deterministic quantizer (DQ) $Q: \mathcal{Y} \rightarrow \mathcal{Z}$ means that for each $y \in \mathcal{Y}$, there exists a unique $z^{\prime} \in \mathcal{Z}$ such that

$$
P_{Z \mid Y}(z \mid y)= \begin{cases}1, & z=z^{\prime} \\ 0, & z \neq z^{\prime}\end{cases}
$$

or equivalently, we say $y$ 's quantization result $Q(y)$ is a deterministic element in $\mathcal{Z}$. For the cost function $C$ considered in this paper, we show that there always exists at least one DQ that is optimal among all quantizers. Due to this reason as well as that DQ is more practical than non-deterministic quantizer, we focus only on DQs in this paper. For any DQ $Q: \mathcal{Y} \rightarrow \mathcal{Z}$, denote $Q^{-1}(z) \subset \mathcal{Y}$ as the preimage of $z \in \mathcal{Z}$.

For binary-input DMC, dynamic programming (DP) [2, Section 15.3] was applied by Kurkoski and Yagi [3] to design quantizers that maximize the mutual information (MI) between $X$ and $Z$, i.e., $I(X ; Z)$. The complexity (refer to the computational complexity throughout this paper unless the storage complexity is specified) of this DP method was reduced [4], [5] by applying the Shor-Moran-Aggarwal-WilberKlawe (SMAWK) algorithm [6]. However, for the general $q$ ary input DMC with $q>2$, design of the optimal quantizers that maximize $I(X ; Z)$ is an NP-hard problem [7], [8]. Up till now, only the necessary condition [9], [10], rather than any sufficient condition, has been established for the optimal quantizer; meanwhile, there only exist some suboptimal design methods in practice [8], [11]-[14].

In this paper, we are not going to solve the NP-hard problem: finding an optimal DQ to minimize $C$ for a general $q$-ary input DMC. Instead, we consider the optimal design of a specific type of DQ $Q: \mathcal{Y} \rightarrow \mathcal{Z}$ satisfying

$$
\left\{\begin{align*}
Q^{-1}(1) & =\left\{y_{\lambda_{0}+1}, y_{2}, \ldots, y_{\lambda_{1}}\right\}  \tag{1}\\
Q^{-1}(2) & =\left\{y_{\lambda_{1}+1}, y_{\lambda_{1}+2}, \ldots, y_{\lambda_{2}}\right\} \\
& \vdots \\
Q^{-1}(M) & =\left\{y_{\lambda_{M-1}+1}, y_{\lambda_{M-1}+2}, \ldots, y_{\lambda_{M}}\right\}
\end{align*}\right.
$$

where $0=\lambda_{0}<\lambda_{1}<\lambda_{2}<\cdots<\lambda_{M-1}<\lambda_{M}=N$. We name this type of DQ sequential deterministic quantizer (SDQ). The design of SDQs is called sequential determin-
istic quantization in this paper. Based on (1), every SDQ $Q: \mathcal{Y} \rightarrow \mathcal{Z}$ can be equivalently described by the integer set $\Lambda=\left\{\lambda_{0}=0, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{M}=N\right\}$, in which each element is regarded as a quantization boundary/threshold. Due to its simplicity, SDQ is generally more preferable in practical communication and data storage systems which usually have realvalued channel outputs. For example, SDQs are used for additive white Gaussian noise (AWGN) channels with quadrature amplitude modulations (QAMs) with Gray mappings [15] (this channel model can essentially be decomposed into AWGN channels with pulse-amplitude modulations (PAMs)), for nonvolatile memory (NVM) channels which are similar to AWGN channels with PAMs [16]-[19], and also for hardware-friendly decoders of low-density parity-check (LDPC) codes [20], [21]. These practical applications motivate us to investigate the design of SDQs for $q$-ary input DMCs, particularly the DMCs derived from AWGN channels with PAMs.

## A. Contributions of This Paper

The main contributions of this work are summarized as follows. We remark that since our results are generally for $q \geq 2$ and for a general cost function, they are non-trivial extensions of the results of [3]-[5].

1) Under a general cost function $C$, we present a DP method with complexity $O\left(q(N-M)^{2} M\right)$ to obtain an optimal SDQ.
2) For the case where the quadrangle inequality (QI) [22] holds, we apply two techniques to reduce the complexity of the DP method. One technique achieves complexity $O(q(N-M) M)$ by making use of the SMAWK algorithm [6], and the other technique is much easier to be implemented and achieves complexity $O\left(q\left(N^{2}-M^{2}\right)\right)$.
3) We derive a sufficient condition under which the optimal SDQ is an optimal DQ and the above two low-complexity techniques are applicable.
4) We make special effort design the $\alpha$-mutual information ( $\alpha$-MI) [23]-[25] maximizing SDQs. (In particular, for $\alpha=1$, the $\alpha$-MI is exactly the standard MI, which is the most popular metric for channel quantization.) We show that the related cost function belongs to the category of $C$; consequently, the results mentioned in the first three contributions are also applicable here. Moreover, we prove that the two low-complexity techniques are actually applicable to the design of $\alpha$-MI-maximizing SDQs under a condition which is weaker than the sufficient condition mentioned in the third contribution.
5) We investigate the quantization of DMCs derived from AWGN channels with PAMs. We illustrate that the weaker condition mentioned in the fourth contribution holds for this case. The numerical results demonstrate that the DP method optimized by the two low-complexity techniques can be much more efficient in terms of actual running time. Moreover, the optimal SDQs obtained by our DP method are better (have lower cost) than the DQs obtained by both the greedy combining algorithm [11], [12] and the Kullback-Leibler (KL)-means algorithm [13].

## B. Organization

The remainder of this paper is organized as follows. Section [I] presents some preliminaries for the quantizer design. Section III] develops a DP method for the sequential deterministic quantization of $q$-ary input DMCs. Section IV introduces the QI and applies two techniques to reduce the DP method's complexity. Section $V$ investigates the design of $\alpha$-MI-maximizing quantizer in details. Section VI presents the numerical results for the quantization of DMCs derived from AWGN channels with PAMs. Finally, Section VII concludes the paper.

## C. Notations

We list notations used throughout this paper. $\mathcal{X}=$ $\left\{x_{1}, x_{2}, \ldots, x_{q}\right\}, \mathcal{Y}=\left\{y_{1}, y_{2}, \ldots, y_{N}\right\}$, and $\mathcal{Z}=$ $\{1,2, \ldots, M\}$ denote the alphabets of the DMC input, DMC output, and quantizer output. Their corresponding random variables are denoted by $X, Y$, and $Z$, whose realizations are denoted by $x, y$, and $z$, respectively. The distributions or joint distributions of $X, Y$, and $Z$ are denoted in the conventional style, e.g., $P_{X}, P_{X, Y}, P_{Y \mid X}$, etc.
$Q$ denotes a DQ (possibly also an SDQ), while $\Lambda$ always denotes an SDQ. $C$ denotes the cost function. For $1 \leq$ $i \leq j \leq N, w(i, j)$ denotes the cost caused by quantizing $\left\{y_{i}, y_{i+1}, \ldots, y_{j}\right\}$ into one level. For $1 \leq m \leq n \leq N$, $\mathrm{dp}(n, m)$ denotes the minimum cost for using an SDQ to quantize $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ into $m$ levels. For $m-1 \leq t<n$, denote $\mathrm{dp}_{t}(n, m)=\mathrm{dp}(t, m-1)+w(t+1, n)$ and $\operatorname{sol}(n, m)=$ $\arg \min _{m-1 \leq t<n} \mathrm{dp}_{t}(n, m)$.

Let $\mathbb{R}$ (resp. $\mathbb{R}_{+}$) denote the (resp. nonnegative) real number set, and $[0,1]$ denote the set of real numbers between 0 and 1 (both inclusive). For any positive integer $n,[n]=$ $\{1,2, \ldots, n\}$. Denote the $(q-1)$-dimensional probability simplex by

$$
\mathcal{U}=\left\{\left(a_{1}, a_{2}, \ldots, a_{q}\right) \mid a_{1}+\cdots+a_{q}=1, a_{i} \geq 0, i \in[q]\right\}
$$

For any $\mathbf{a}=\left(a_{i}\right)_{1 \leq i \leq n}, \mathbf{b}=\left(b_{i}\right)_{1 \leq i \leq n} \in \mathbb{R}_{+}^{n}$, define the binary relation $\succeq$ between $\mathbf{a}$ and $\mathbf{b}$ by

$$
\begin{equation*}
\mathbf{a} \succeq \mathbf{b} \Longleftrightarrow a_{i} b_{j} \geq a_{j} b_{i}, \forall 1 \leq i<j \leq n \tag{2}
\end{equation*}
$$

## II. Preliminaries

In this paper, for any quantizer $Q: \mathcal{Y} \rightarrow \mathcal{Z}$, we consider the following general cost function:

$$
\begin{equation*}
C(Q)=\sum_{z \in \mathcal{Z}} P_{Z}(z) \phi\left(P_{X \mid Z}(\cdot \mid z)\right) \tag{3}
\end{equation*}
$$

where $P_{X \mid Z}(\cdot \mid z)=\left(P_{X \mid Z}\left(x_{1} \mid z\right), \ldots, P_{X \mid Z}\left(x_{q} \mid z\right)\right) \in \mathcal{U}$ and $\phi: \mathcal{U} \rightarrow \mathbb{R}$ is concave on $\mathcal{U}$, i.e.,

$$
\phi\left(t u_{1}+(1-t) u_{2}\right) \geq t \phi\left(u_{1}\right)+(1-t) \phi\left(u_{2}\right)
$$

for any $u_{1}, u_{2} \in \mathcal{U}$ and $t \in[0,1]$. Here, $C(Q)$ given by (3) is a general cost function used for minimum impurity partition in learning theory [8]-[10]. The minimum impurity partition problem is somewhat equivalent to the problem of finding the optimal quantizers for DMCs [3]. $C(Q)$ includes many popular concrete cost functions as subcases. For example, $\phi\left(P_{X \mid Z}(\cdot \mid z)\right)=-\sum_{x \in \mathcal{X}} P_{X \mid Z}(x \mid z) \log P_{X \mid Z}(x \mid z)$
yields $I(X ; Z)=H(X)-C(Q)$; as a result, $C(Q)$ becomes a valid cost function for MI-maximizing quantizer. Later in Section $V$, we will also illustrate that the cost function of $\alpha$ -MI-maximizing quantizer belongs to the category of $C(Q)$.

Lemma 1: There exists a DQ $Q^{*}: \mathcal{Y} \rightarrow \mathcal{Z}$ which is optimal among all quantizers quantizing $\mathcal{Y}$ to $\mathcal{Z}$, i.e.,

$$
C\left(Q^{*}\right)=\min _{Q: \mathcal{Y} \rightarrow \mathcal{Z}} C(Q)
$$

with $C(Q)$ given by (3).
Proof: See Appendix A
Lemma 1 generalizes [3, Lemma 1] since it uses a general cost function. It explains why we only consider DQ in this paper. When only DQ is considered for (3), we have

$$
\begin{aligned}
& P_{Z}(z) \phi\left(P_{X \mid Z}(\cdot \mid z)\right) \\
= & \operatorname{Pr}\left(Y \in Q^{-1}(z)\right) \phi\left(\frac{\sum_{y \in Q^{-1}(z)} P_{X \mid Y}(\cdot \mid y) P_{Y}(y)}{\operatorname{Pr}\left(Y \in Q^{-1}(z)\right)}\right),
\end{aligned}
$$

which can be considered as the (weighted) cost for quantizing $Q^{-1}(z)$ into one level. Moreover, we have

$$
\begin{aligned}
C(Q) & \geq \sum_{z \in \mathcal{Z}} \sum_{y \in Q^{-1}(z)} P_{Y}(y) \phi\left(P_{X \mid Y}(\cdot \mid y)\right) \\
& =\sum_{y \in \mathcal{Y}} P_{Y}(y) \phi\left(P_{X \mid Y}(\cdot \mid y)\right),
\end{aligned}
$$

where the inequality is due to the concavity of $\phi$. This implies that any quantizer cannot have a smaller cost than that before quantization, which indeed is reasonable.

Denote

$$
\begin{equation*}
\Delta=\left\{\delta_{1}, \delta_{2}, \ldots, \delta_{N}\right\} \tag{4}
\end{equation*}
$$

where for $j \in[N], \delta_{j}$ is given by

$$
\delta_{j}=\left(P_{X \mid Y}\left(x_{1} \mid y_{j}\right), P_{X \mid Y}\left(x_{2} \mid y_{j}\right), \ldots, P_{X \mid Y}\left(x_{q} \mid y_{j}\right)\right)
$$

which can be regarded as a point in $\mathcal{U}$ from the viewpoint of geometry. In this way, we establish a one-to-one mapping between $\Delta$ and $\mathcal{Y}$. Define an equivalent quantizer of $Q: \mathcal{Y} \rightarrow$ $\mathcal{Z}$ by

$$
\tilde{Q}: \Delta \rightarrow \mathcal{Z}
$$

They are equivalent in the sense that $\tilde{Q}\left(\delta_{j}\right)=Q\left(y_{j}\right)$ for $1 \leq$ $j \leq N$ and $C(\tilde{Q})=C(Q)$. We have the following result.

Lemma 2: There exists an optimal quantizer $\tilde{Q}^{*}: \Delta \rightarrow \mathcal{Z}$, i.e.,

$$
C\left(\tilde{Q}^{*}\right)=\min _{\tilde{Q}: \Delta \rightarrow \mathcal{Z}} C(\tilde{Q})
$$

such that $\tilde{Q}^{*}$ is deterministic and for any $z, z^{\prime} \in \mathcal{Z}$ with $z \neq z^{\prime}$, there exists a hyperplane that separates $\tilde{Q}^{*-1}(z)$ and $\tilde{Q}^{*-1}\left(z^{\prime}\right)$. Moreover, the equivalent quantizer of $\tilde{Q}^{*}$, $Q^{*}: \mathcal{Y} \rightarrow \mathcal{Z}$, is also deterministic and optimal.

We omit the proof, since it is almost identical to the proof of [3, Lemma 2] except that a more general cost function is considered here.

For the binary-input case (i.e., $q=2$ ), [3] proved that if $P_{Y \mid X}$ satisfies

$$
\begin{aligned}
& P_{Y \mid X}\left(y_{j} \mid x_{1}\right) P_{Y \mid X}\left(y_{j+1} \mid x_{2}\right) \geq \\
& \quad P_{Y \mid X}\left(y_{j+1} \mid x_{1}\right) P_{Y \mid X}\left(y_{j} \mid x_{2}\right), \forall j \in[N-1]
\end{aligned}
$$

any optimal SDQ is an optimal DQ that can maximize $I(X ; Z)$. Also, [3] developed a DP method with complexity $O\left((N-M)^{2} M\right)$ to obtain the optimal SDQ. This DP method's complexity was reduced to $O((N-M) M)$ in [4] by applying the SMAWK algorithm [6]. Moreover, [5] further extended the result of [4] to $\alpha$-MI-maximizing quantizer. These works motivate us to apply DP to obtain an optimal SDQ for a general $q$-ary input DMC.

## III. Dynamic Programming for Sequential Deterministic Quantization

In this section, we first present a DP algorithm for obtaining an optimal SDQ, and then derive a sufficient condition which ensures the global optimality of the optimal SDQ among all DQs.

## A. Dynamic Programming Algorithm

For $1 \leq l \leq r \leq N$, denote $w(l, r)$ as the cost for quantizing $\left\{y_{l}, y_{l+1}, \ldots, y_{r}\right\}$ into one level, i.e.,

$$
\begin{equation*}
w(l, r)=\sum_{j^{\prime}=l}^{r} P_{Y}\left(y_{j^{\prime}}\right) \phi\left(\frac{\sum_{j=l}^{r} P_{X, Y}\left(\cdot, y_{j}\right)}{\sum_{j^{\prime \prime}=l}^{r} P_{Y}\left(y_{j^{\prime \prime}}\right)}\right) \tag{5}
\end{equation*}
$$

To simplify the computation of $w(\cdot, \cdot)$, we precompute and store $\sum_{j=1}^{k} P_{X, Y}\left(x_{i}, y_{j}\right)$ for $k=1,2, \ldots, N$ and $i=$ $1,2, \ldots, q$, both the computational and storage complexities of which are $O(q N)$ (Hence this term does not dominate the complexities of the algorithms discussed later in the paper). In this case, we can generally compute $w(l, r)$ with a computational complexity linear to the input alphabet size $q$. We thus denote the computational complexity for computing $w(l, r)$ for any given pair of $(l, r)$ by $O(q)$. Note that we can also precompute and store $w(\cdot, \cdot)$, with computational and storage complexities of $O\left(q N^{2}\right)$ and $O\left(N^{2}\right)$, respectively. However, this is not necessary since we can compute $w(l, r)$ on-the-fly for any pair of $(l, r)$ with computational complexity $O(q)$ when needed. The computational complexity of each algorithm discussed later in the paper is given for the case where $w(\cdot, \cdot)$ is not precomputed. When the precomputation is applied, an algorithm's computational complexity may change and is lower-bounded by $O\left(q N^{2}\right)$, with an extra storage complexity of $O\left(N^{2}\right)$. As an example, we will discuss this situation for the DP method proposed later in this section.

For $1 \leq m \leq n \leq N$, let $\Lambda(n, m)=\left\{\lambda_{0}, \lambda_{1}, \ldots, \lambda_{m}\right\}, 0=$ $\lambda_{0}<\lambda_{1}<\cdots<\lambda_{m}=n$ be an SDQ for quantizing $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ into $m$ levels. We have

$$
C(\Lambda(n, m))=\sum_{i=1}^{m} w\left(\lambda_{i-1}+1, \lambda_{i}\right)
$$

Moreover, let

$$
\Lambda^{*}(n, m)=\left\{\lambda_{0}^{*}, \lambda_{1}^{*}, \ldots, \lambda_{m}^{*}\right\}=\arg \min _{\Lambda(n, m)} C(\Lambda(n, m))
$$

Our task is to obtain a $\Lambda^{*}(N, M)$. Recall that

$$
\begin{aligned}
\operatorname{dp}(n, m) & =C\left(\Lambda^{*}(n, m)\right) \\
\operatorname{dp}_{t}(n, m) & =\operatorname{dp}(t, m-1)+w(t+1, n), m-1 \leq t<n \\
\operatorname{sol}(n, m) & =\arg \min _{m-1 \leq t<n} \operatorname{dp}_{t}(n, m)
\end{aligned}
$$

```
Algorithm 1 Dynamic programming for obtaining \(\Lambda^{*}(N, M)\)
Input: \(P_{X}, P_{Y \mid X}, N, M\).
Output: \(\Lambda^{*}(N, M)\).
    //Initialization
    for \(n \leftarrow 1,2, \ldots, N\) do
        \(\mathrm{dp}(n, 1) \leftarrow w(1, n)\).
        \(\operatorname{sol}(n, 1) \leftarrow 0\).
    end for
    //Compute \(\operatorname{dp}(N, M)\)
    for \(m \leftarrow 2,3, \ldots, M\) do
        for \(n \leftarrow N-M+m, N-M-1+m, \ldots, m\) do
            \(\operatorname{sol}(n, m) \leftarrow \arg \min _{m-1 \leq t<n} \mathrm{dp}_{t}(n, m)\).
            \(\mathrm{dp}(n, m) \leftarrow \mathrm{dp}_{\mathrm{sol}(n, m)}(n, m)\).
        end for
    end for
    //Recursively generate \(\Lambda^{*}(N, M)\)
    \(\lambda_{M}^{*} \leftarrow N\).
    for \(m \leftarrow M, M-1, \ldots, 1\) do
        \(\lambda_{m-1}^{*} \leftarrow \operatorname{sol}\left(\lambda_{m}^{*}, m\right)\).
    end for
    return \(\Lambda^{*}(N, M)\).
```

Algorithm 1 summarizes the computation of $\Lambda^{*}(N, M)$.
Proposition 1: Algorithm 1 is correct and runs in $O(q(N-$ $M)^{2} M$ ) time.

Proof: For $m=1$, we have $\operatorname{dp}(n, m)=w(1, n)$. For $m>1$, we have

$$
\begin{aligned}
\operatorname{dp}(n, m) & =\sum_{i=1}^{m} w\left(\lambda_{i-1}^{*}+1, \lambda_{i}^{*}\right) \\
& =\operatorname{dp}\left(\lambda_{m-1}^{*}, m-1\right)+w\left(\lambda_{m-1}^{*}+1, n\right) \\
& =\operatorname{dp}_{\mathrm{sol}(n, m)}(n, m)
\end{aligned}
$$

implying that Algorithm 1 is correct.
On the other hand, clearly, the computational complexity of Algorithm 1 is dominated by the computation between lines 7 and 12 which is $O\left(q(N-M)^{2} M\right)$. (Recall that this complexity is given for the case where $w(\cdot, \cdot)$ is not precomputed. It becomes $O\left(q N^{2}+(N-M)^{2} M\right)$ when $w(\cdot, \cdot)$ is precomputed.)

## B. A Sufficient Condition

We now derive a sufficient condition under which the optimal SDQ obtained by Algorithm 1 is an optimal DQ (and thus is also optimal among all quantizers). We assume that there exist at least two points $\delta_{j}, \delta_{j^{\prime}} \in \Delta$ defined by (4) such that $\delta_{j} \neq \delta_{j^{\prime}}$; otherwise, any DQ will have the same cost value according to (3). Consider the situation where all points in $\Delta=\left\{\delta_{1}, \delta_{2}, \ldots, \delta_{N}\right\}$ are located on a line, i.e., there exists a unique $t_{j} \in \mathbb{R}$ for any $\delta_{j} \in \Delta$ such that

$$
\begin{equation*}
\delta_{j}=\delta_{1}+t_{j} \mathbf{d}, \quad \mathbf{d}=\left(d_{i}\right)_{1 \leq i \leq q}=\delta_{N}-\delta_{1} \tag{6}
\end{equation*}
$$

where the addition and substraction are element-wise and we assume $\delta_{1} \neq \delta_{N}$ (since we can replace $\delta_{N}$ by any $\delta_{j} \neq \delta_{1}$ ).
$\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ are said to sequentially located on a line if and only if we further have

$$
\begin{equation*}
0=t_{1} \leq t_{2} \leq \cdots \leq t_{N}=1 \tag{7}
\end{equation*}
$$

We have the following result.
Theorem 2: The following three statements are equivalent:

1) $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ (defined by (4)) are sequentially located on a line.
2) $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ are located on a line, and the elements in $\mathcal{X}$ can be relabelled to make $P_{Y \mid X}$ satisfy

$$
\begin{equation*}
P_{Y \mid X}\left(\cdot \mid x_{i}\right) \succeq P_{Y \mid X}\left(\cdot \mid x_{i^{\prime}}\right), \forall 1 \leq i<i^{\prime} \leq q, \tag{8}
\end{equation*}
$$

where $\succeq$ is defined in (2).
3) $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ are located on a line, and the elements in $\mathcal{X}$ can be relabelled to make $P_{Y \mid X}$ satisfy

$$
\begin{array}{r}
P_{Y \mid X}\left(y_{j} \mid x_{i}\right) P_{Y \mid X}\left(y_{j+1} \mid x_{i+1}\right) \geq \\
P_{Y \mid X}\left(y_{j+1} \mid x_{i}\right) P_{Y \mid X}\left(y_{j} \mid x_{i+1}\right), \\
\forall i \in[q-1], j \in[N-1] . \tag{9}
\end{array}
$$

Moreover, if $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ are sequentially located on a line, any optimal SDQ is an optimal DQ.

Proof: See Appendix B
Note that if $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ are located on a line, we can always make them sequentially located on the line by relabelling the elements in $\mathcal{Y}$. Specifically, denote $t_{j_{1}}, t_{j_{2}}, \ldots, t_{j_{N}}$ as the result after sorting $t_{1}, t_{2}, \ldots, t_{N}$ given by (6) in ascending order. After relabelling $y_{j_{k}}$ as $y_{k}$ for $k \in[N], \delta_{1}, \delta_{2}, \ldots, \delta_{N}$ (corresponding to the new labelling) are sequentially located on the line. We also show in $\sqrt{19}$ how to further relabel the elements in $\mathcal{X}$ to make $P_{Y \mid X}$ satisfy (8) and (9). Moreover, for the binary-input case (i.e., $q=2$ ), $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ are always located on a line. In such a case, the elements in $\mathcal{Y}$ can always be relabelled to make $P_{Y \mid X}$ satisfy (8) and (9), after which any optimal SDQ is an optimal DQ. This situation is fully investigated in [3] for the MI-maximizing quantizer, while being included as a subcase of our results.

## IV. Reducing the Complexity of Dynamic PROGRAMMING

In certain cases the DMC output alphabet size $N$ can be very large, and hence Algorithm 1 may need to take a long time to find an optimal solution. For example, when we use Algorithm 1 to quantize the output of a continuous memoryless channel to $M$ levels, we may need to first uniformly quantize the continuous output to $N$ levels, after which Algorithm 1 can be applied. Obviously, increasing $N$ can reduce the loss due to uniform quantization. Thus, it is worth reducing the computational complexity of Algorithm 1 to make it work well for large $N$.

We develop two low-complexity techniques in this section. Both techniques rely on the QI which is defined as follows. The QI was first proposed by Yao [22] as a sufficient condition to reduce the complexity of a class of DP. Then, it was pointed out in [26] that Yao's result can be achieved by using the SMAWK algorithm [6].

Definition 1 (Quadrangle inequality): $w(\cdot, \cdot)$ (see (5)) is said to satisfy the QI if it satisfies

$$
\begin{equation*}
w(i, k)+w(j, l) \leq w(i, l)+w(j, k) \tag{10}
\end{equation*}
$$

for all $1 \leq i<j \leq k<l \leq N$.

## A. First Technique: SMAWK Algorithm

Inspired by the works of [26] and [4], for $2 \leq m \leq M$, we define $D^{m}=\left[d_{i, j}^{m}\right]_{1 \leq i, j \leq N-M+1}$ as a matrix with $d_{i, j}^{m}$ given by

$$
d_{i, j}^{m}= \begin{cases}\mathrm{dp}_{j-2+m}(i-1+m, m), & i \geq j  \tag{11}\\ \infty, & i<j\end{cases}
$$

where $\infty$ indeed can be replaced by any constant larger than all $d_{i, j}^{m}$ for $i \geq j$.

We define $D^{m}$ as above since it can be computed in the order of $D^{2}, D^{3}, \ldots, D^{M}$, and for $m \leq n \leq N-M+m$, $\mathrm{dp}(n, m)$ is given by the minima of the $(n-m+1)$-th row of $D^{m}$. More specifically, for a given $m$, let $\mathbf{p}=$ $\left(p_{i}\right)_{1 \leq i \leq N-M+1}$, where $p_{i}$ is the position (column index) of the leftmost minima in the $i$-th row of $D^{m}$, i.e., $p_{i}$ is the smallest integer such that $d_{i, p_{i}}^{m}=\min _{j \in[N-M+1]} d_{i, j}^{m}$. Then, we have

$$
\begin{aligned}
\operatorname{sol}(n, m) & =\arg \min _{m-1 \leq t \leq n-1} \mathrm{dp}_{t}(n, m) \\
& =p_{n-m+1}-2+m
\end{aligned}
$$

As a result, the computation in lines 8 to 11 of Algorithm 1 corresponds to the new problem of computing $\mathbf{p}$. The new problem is essentially the classical problem discussed in [6], where the SMAWK algorithm was proposed to solve this problem when $D^{m}$ is totally monotone.

Definition 2 (Totally monotone matrix): A $2 \times 2$ matrix $A=$ $\left[a_{i, j}\right]_{1 \leq i, j \leq 2}$ is monotone if $a_{1,1}>a_{1,2}$ implies $a_{2,1}>a_{2,2}$. A matrix $D$ is totally monotone if every $2 \times 2$ submatrix (intersections of arbitrary two rows and two columns) of $D$ is monotone.

Assume $D^{m}$ is totally monotone. The SMAWK algorithm for finding the leftmost minima in each row of $D^{m}$ is summarized in Algorithm 2. For a subset of rows $\mathbf{r}$ and columns $\mathbf{c}$ of $D^{m}$, let $D^{m}(\mathbf{r}, \mathbf{c})$ denote the submatrix of $D^{m}$ which consists of the intersections of rows $\mathbf{r}$ and columns c. The function $\operatorname{SMAWK}(\mathbf{r}, \mathbf{c})$ is to find the column indices of the leftmost minima in each row of $D^{m}(\mathbf{r}, \mathbf{c})$, and the function Reduce $(\mathbf{r}, \mathbf{c})$ is to reduce $D^{m}(\mathbf{r}, \mathbf{c})$ to size $|\mathbf{r}| \times|\mathbf{r}|$ by deleting $|\mathbf{c}|-|\mathbf{r}|$ many "dead" columns in which the leftmost minima are not located. The essential ideas of both $\operatorname{SMAWK}(\mathbf{r}, \mathbf{c})$ and Reduce $(\mathbf{r}, \mathbf{c})$ are to make use of the total monotonicity of $D^{m}(\mathbf{r}, \mathbf{c})$. We further remark that Algorithm 2 does not require $D^{m}$ to be precomputed, but a specific entry of $D^{m}$ to be computed on-the-fly when needed. According to (11), any entry $d_{i, j}^{m}$ of $D^{m}$ can be computed with the same complexity as computing $w(j-1+m, i-1+m)$, i.e., $O(q)$ in general. Therefore, the total complexity of Algorithm 2 is $O(q(N-M))$ [6]. More details about Algorithm 2 can be found in [6].

The following lemma illustrates the connection between the QI and the total monotonicity. It implies that if $w(\cdot, \cdot)$ satisfies

```
Algorithm 2 SMAWK algorithm for finding the leftmost
minima in each row of \(D^{m}\)
    \(\mathbf{r} \leftarrow \mathbf{c} \leftarrow(1,2, \ldots, N-M+1)\).
    return \(\operatorname{SMAWK}(\mathbf{r}, \mathbf{c})\).
    Function: \(\operatorname{SMAWK}(\mathbf{r}, \mathbf{c})\)
    \(\mathbf{c} \leftarrow\) Reduce \((\mathbf{r}, \mathbf{c})\).
    if \(|\mathbf{r}|=1\) then
        return \(\mathbf{p} \leftarrow \mathbf{c}\).
    else
        \(\mathbf{r}^{\prime} \leftarrow\left(r_{2}, r_{4}, \ldots, r_{\lfloor|\mathbf{r}| / 2\rfloor \cdot 2}\right)\).
        \(\left(p_{2}, p_{4}, \ldots, p_{\lfloor|\mathbf{r}| / 2\rfloor \cdot 2}\right) \leftarrow \operatorname{SMAWK}\left(\mathbf{r}^{\prime}, \mathbf{c}\right)\).
        \(j \leftarrow 1\).
        for \(i=1,3, \ldots,\lceil|\mathbf{r}| / 2\rceil \cdot 2-1\) do
            \(p_{i} \leftarrow c_{j}\).
            If \(i<|\mathbf{r}|, u \leftarrow p_{i+1}\); otherwise, \(u \leftarrow \infty\).
            while \(j \leq|\mathbf{r}|\) and \(c_{j} \leq u\) do
                \(p_{i} \leftarrow c_{j}\) if \(d_{r_{i}, c_{j}}^{m}<d_{r_{i}, p_{i}}^{m}\).
                \(j \leftarrow j+1\).
            end while
            \(j \leftarrow j-1\).
        end for
        return \(\mathbf{p} \leftarrow\left(p_{i}\right)_{1 \leq i \leq|\mathbf{r}|}\).
    end if
    Function: Reduce( \(\mathbf{r}, \mathbf{c}\) )
    \(i \leftarrow 1\).
    while \(|\mathbf{r}|<|\mathbf{c}|\) do
        if \(d_{r_{i}, c_{i}}^{m} \leq d_{r_{i}, c_{i+1}}^{m}\) and \(i<|\mathbf{r}|\) then
            \(i \leftarrow i+1\).
        else if \(d_{r_{i}, c_{i}}^{m} \leq d_{r_{i}, c_{i+1}}^{m}\) and \(i=|\mathbf{r}|\) then
            Delete \(c_{i+1}\) from \(\mathbf{c}\).
        else if \(d_{r_{i}, c_{i}}^{m}>d_{r_{i}, c_{i+1}}^{m}\) then
            Delete \(c_{i}\) from \(\mathbf{c}\).
            \(i \leftarrow i-1\) if \(i>1\).
        end if
    end while
    return \(\mathbf{c}\).
```

the QI, the complexity of Algorithm 1 can be reduced to $O(q(N-M) M)$ by applying Algorithm 2 .

Lemma 3: If $w(\cdot, \cdot)$ satisfies the QI, $D^{m}$ is totally monotone for $2 \leq m \leq M$.

Proof: Consider the $2 \times 2$ submatrix of $D^{m}$ consisting of the intersections of rows $k, l$ with $k<l$ and columns $i, j$ with $i<j$, denoted by $D_{s}$. If $j>k$, we have $d_{k, j}^{m}=\infty$, implying $D_{s}$ is monotone. For $j \leq k$, we have $d_{k, i}^{m}+d_{l, j}^{m}-d_{k, j}^{m}-d_{l, i}^{m}=$ $w(i+m, k+m)+w(j+m, l+m)-w(j+m, k+m)-$ $w(i+m, l+m)<0$ because $w(\cdot, \cdot)$ satisfies the QI. Then, $d_{k, i}^{m}>d_{k, j}^{m}$ implies $d_{l, i}^{m}>d_{l, j}^{m}$, indicating $D_{s}$ is monotone. This completes the proof.

## B. Second Technique

To check whether $w(\cdot, \cdot)$ satisfies the QI is vital for reducing the complexity of Algorithm 1 For $w(\cdot, \cdot)$ that cannot be
determined analytically of whether it satisfies the QI or not, we can test it by exhaustively checking [26]

$$
\begin{equation*}
w(r, s)+w(r+1, s+1) \leq w(r, s+1)+w(r+1, s) \tag{12}
\end{equation*}
$$

for $1 \leq r<s<N$. It can be easily proved that (10) is equivalent to (12). Checking (12) has complexity $O\left(q N^{2}\right)$, which will lower-bound the overall complexity for the quantizer design if it is applied. It is worth doing the checking if $q N^{2}<q(N-M)^{2} M$, i.e., the checking costs less complexity than Algorithm 1 .

If $w(\cdot, \cdot)$ is verified by the exhaustive test to satisfy the QI, the SMAWK algorithm can be used to reduce the complexity of Algorithm 1, and hence the overall complexity approaches the lower-bound of $O\left(q N^{2}\right)$. Considering that implementing the SMAWK algorithm is tricky and sophisticated, in the following, we present another low-complexity DP algorithm which is much easier to be implemented, and the overall complexity also approaches this lower-bound. By simply modifying the upper and lower bounds of $t$ in line 9 of Algorithm 1 (i.e. the standard DP algorithm), it can reduce the complexity from $O\left(q(N-M)^{2} M\right)$ to $O\left(q\left(N^{2}-M^{2}\right)\right)$. The corresponding details are as follows.

Lemma 4: If $w(\cdot, \cdot)$ satisfies the QI, we then have

$$
\begin{equation*}
\operatorname{sol}(n, m-1) \leq \operatorname{sol}(n, m) \leq \operatorname{sol}(n+1, m) \tag{13}
\end{equation*}
$$

for $2 \leq m \leq n<N$.

## Proof: See Appendix C

The inequality of (13) was first proved by Yao as a consequence of the QI in order to reducing the complexity for solving the DP problem considered in [22]. Though our DP problem is different from that considered in [22], fortunately, (13) still holds as a consequence of the QI and can also be used to reduce the complexity for solving our DP problem. In particular, when 13) holds, for $n=N-M+m-1, N-$ $M+m-2, \ldots, m$ in line 8 of Algorithm 1, we can conduct a low-complexity technique by enumerating $t$ in line 9 from $\max \{m-1, \operatorname{sol}(n, m-1)\}$ to $\min \{n-1, \operatorname{sol}(n+1, m)\}$ instead of from $m-1$ to $n-1$. Let $T(n, m)$ denote the complexity for enumerating $t$ in line 9 with respect to the $m$ in line 7 and the $n$ in line 8 . Then, the total complexity for enumerating $t$, after applying this low complexity algorithm, is given by

$$
\begin{aligned}
& \sum_{m=2}^{M} \sum_{n=m}^{N-M+m} T(n, m) \\
\leq & \sum_{m=2}^{M} T(N-M+m, m)+ \\
& \sum_{m=2}^{M} \sum_{n=m}^{N-M+m-1}(\operatorname{sol}(n+1, m)-\operatorname{sol}(n, m-1)+1) \\
\leq & M(N-M+1)+\sum_{n=M+1}^{N} \operatorname{sol}(n, M) \\
\leq & (N+M)(N-M+1)
\end{aligned}
$$

Therefore, this low-complexity algorithm has complexity $O\left(q\left(N^{2}-M^{2}\right)\right)$.

## C. Remarks

The two low-complexity techniques presented in this section can be used to reduce the complexity of Algorithm 1 once $w(\cdot, \cdot)$ satisfies the QI, no matter this requirement is verified analytically or by exhaustive test. The first technique making use of the SMAWK algorithm works faster, while being more complicated than the second technique making use of (13) in terms of the implementation complexity.

Theorem 3: If $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ defined by (4) are sequentially located on a line, $w(\cdot, \cdot)$ satisfies the QI.

Proof: See Appendix D.
Theorem 2 together with Theorem 3 indicate that, if $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ are located on a line, we can first relabel the elements in $\mathcal{Y}$ to make $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ sequentially located on the line. Then, an optimal DQ can be obtained by using the DP method given by Algorithm 1, and at the same time, the two low-complexity techniques become applicable. This result extends the results of [3]-[5] to cases with $q>2$ and to a more general cost function.

## V. $\alpha$-Mutual Information-Maximizing Quantizer

In this section, we consider a specific quantizer, the $\alpha$ -MI-maximizing quantizer for $\alpha>0$. The $\alpha$-MI is closely related to Gallager's exponent function [27] and to the channel capacity problems in many applications (e.g., see [28]). In particular, it can be used to measure the channel capacity of order $\alpha$ [25]. For $\alpha>0$, the $\alpha$-MI between $X$ and $Z$ is defined by [14] [5], [23]-[25]. Note that $I_{1}(X ; Z)$ is equivalent to the standard MI between $X$ and $Z$, i.e., $I(X ; Z)$, and $I_{1 / 2}(X ; Z)$ is equivalent to the cutoff rate between $X$ and $Z$ [25].

We first illustrate that the cost function of an $\alpha$-MImaximizing quantizer can be defined as a specific case of (3). To this end, for $\alpha>0$, define the cost function of any quantizer $Q: \mathcal{Y} \rightarrow \mathcal{Z}$ by

$$
\begin{equation*}
C_{\alpha}(Q)=\sum_{z \in \mathcal{Z}} P_{Z}(z) \phi_{\alpha}\left(P_{X \mid Z}(\cdot \mid z)\right) \tag{15}
\end{equation*}
$$

where

$$
\begin{aligned}
& \phi_{\alpha}\left(P_{X \mid Z}(\cdot \mid z)\right)= \\
& \qquad \begin{cases}-\sum_{x \in \mathcal{X}} P_{X \mid Z}(x \mid z) \log P_{X \mid Z}(x \mid z), & \alpha=1, \\
-\max _{x \in \mathcal{X}} P_{X \mid Z}(x \mid z) / P_{X}(x), & \alpha=\infty \\
\left(\sum_{x \in \mathcal{X}} P_{X}^{1-\alpha}(x) P_{X \mid Z}^{\alpha}(x \mid z)\right)^{1 / \alpha}, & \alpha \in(0,1), \\
-\left(\sum_{x \in \mathcal{X}} P_{X}^{1-\alpha}(x) P_{X \mid Z}^{\alpha}(x \mid z)\right)^{1 / \alpha}, & \alpha \in(1, \infty) .\end{cases}
\end{aligned}
$$

The cost function $C_{\alpha}(Q)$ given by (15) is a specific case of that given by (3), since it can be easily proved that $\phi_{\alpha}: \mathcal{U} \rightarrow \mathbb{R}$ is concave on $\mathcal{U}$ (e.g., see [5] Lemma 1]). On the other hand, we have

$$
I_{\alpha}(X ; Z)= \begin{cases}H(X)-C_{\alpha}(Q), & \alpha=1  \tag{16}\\ \log \left(-C_{\alpha}(Q)\right), & \alpha=\infty \\ \frac{\alpha}{\alpha-1} \log \left(C_{\alpha}(Q)\right), & \alpha \in(0,1) \\ \frac{\alpha}{\alpha-1} \log \left(-C_{\alpha}(Q)\right), & \alpha \in(1, \infty)\end{cases}
$$

where $H(X)=-\sum_{x \in \mathcal{X}} P_{X}(x) \log P_{X}(x)$ is a constant given $P_{X}$. According to 16, maximizing $I_{\alpha}(X ; Z)$ is equivalent

$$
I_{\alpha}(X ; Z)= \begin{cases}\sum_{z \in \mathcal{Z}} \sum_{x \in \mathcal{X}} P_{X, Z}(x, z) \log \frac{P_{X, Z}(x, z)}{P_{X}(x) P_{Z}(z)}, & \alpha=1,  \tag{14}\\ \log \left(\sum_{z \in \mathcal{Z}} \max _{x \in \mathcal{X}} P_{Z \mid X}(z \mid x)\right), & \alpha=\infty \\ \frac{\alpha}{\alpha-1} \log \left(\sum_{z \in \mathcal{Z}}\left(\sum_{x \in \mathcal{X}} P_{X}(x) P_{Z \mid X}^{\alpha}(z \mid x)\right)^{1 / \alpha}\right), & \alpha \in(0,1) \cup(1, \infty)\end{cases}
$$

to minimizing $C_{\alpha}(Q)$. This implies that design of the $\alpha$ -MI-maximizing quantizers belongs to the quantizer design category discussed in the previous sections, and hence all the previous results are applicable here.

We now consider the design of $\alpha$-MI-maximizing SDQs. Since the cost function varies for different $\alpha$, to avoid ambiguity, $w(\cdot, \cdot)$ is now replaced by $w_{\alpha}(\cdot, \cdot)$, which can be computed based on (5] with $\phi(\cdot)$ being replaced by $\phi_{\alpha}(\cdot)$. We have the following result.

Theorem 4: If the elements in $\mathcal{X}$ can be relabelled to make $P_{Y \mid X}$ satisfy (8), $w_{\alpha}(\cdot, \cdot)$ satisfies the QI.

## Proof: See Appendix E

We remark that Theorem 4 does not require $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ to be located on a line, while Theorem 3 does. In fact, the condition required by Theorem 4 is necessary, but not sufficient, for the condition required by Theorem 3 to hold, i.e., the condition that the elements in $\mathcal{X}$ can be relabelled to make $P_{Y \mid X}$ satisfy (8) is necessary, but not sufficient, for $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ to be sequentially located on a line. Therefore, when considering the design of $\alpha$-MI-maximizing SDQs, Theorem 4 is a stronger statement than Theorem 3 as it requires a weaker condition. We show in the next section that Theorem 4 is applicable to the DMCs derived from AWGN channels with PAMs. However, for other scenarios with $q>2$, it is generally hard to relabel the elements in $\mathcal{X}$ (and even also in $\mathcal{Y}$ ) to make $P_{Y \mid X}$ satisfy (8).

## VI. Quantization of AWGN Channels with PAMs

In this section, we consider the quantization of the PAM system shown in Fig. 2 The probability density function (pdf) of the channel continuous output $\widetilde{Y}=\widetilde{y}$ conditioned on channel input $X=x_{i}$ is given by

$$
f_{\widetilde{Y} \mid X}\left(\widetilde{y} \mid x_{i}\right)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left(-\frac{\left(\widetilde{y}-x_{i}\right)^{2}}{2 \sigma^{2}}\right)
$$

for $i \in[q]$ and $\widetilde{y} \in \mathbb{R}$. Our goal is to use an SDQ to quantize $\widetilde{Y}$ into $Z \in \mathcal{Z}=\{1,2, \ldots, M\}$. That is, the quantization should be done by finding $M+1$ thresholds $\Theta=\left\{\theta_{0}, \theta_{1}, \ldots, \theta_{M}\right\}, \theta_{0}=-\infty<\theta_{1}<\cdots<\theta_{M-1}<$ $\theta_{M}=+\infty$, such that for $i \in[M], \widetilde{Y} \in\left(\theta_{i-1}, \theta_{i}\right]$ is quantized to $Z=i$.

We first convert the channel into a DMC, as shown in Fig. 2. with output $Y \in \mathcal{Y}=\left\{y_{1}, y_{2}, \ldots, y_{N}\right\}$, where $N \gg M$. More specifically, we create $N+1$ candidate thresholds $\Gamma=$ $\left\{\gamma_{0}, \gamma_{1}, \ldots, \gamma_{N}\right\}, \gamma_{0}=-\infty<\gamma_{1}<\cdots<\gamma_{N-1}<\gamma_{N}=$ $+\infty$, such that the transition probability of the DMC is given by

$$
P_{Y \mid X}\left(y_{j} \mid x_{i}\right)=\int_{\gamma_{j-1}}^{\gamma_{j}} f_{\widetilde{Y} \mid X}\left(\widetilde{y} \mid x_{i}\right) \mathrm{d} \widetilde{y}
$$

for $i \in[q]$ and $j \in[N]$. In general, we can set $\gamma_{1}=x_{1}-3 \sigma$ and $\gamma_{N-1}=x_{q}+3 \sigma$, and set $\gamma_{j}=\gamma_{j-1}+\left(\gamma_{N-1}-\gamma_{1}\right) /(N-2)$


Fig. 2. PAM system with input $X \in \mathcal{X}=\left\{x_{1}, x_{2}, \ldots, x_{q}\right\}, x_{1}<x_{2}<$ $\cdots<x_{q} . X$ is transmitted over an AWGN channel with noise variance $\sigma^{2}$ and mean 0 . The channel is converted into a DMC by uniformly quantizing the continuous channel output $\widetilde{Y}$ to $N$ levels $\mathcal{Y}=\left\{y_{1}, y_{2}, \ldots, y_{N}\right\}$ based on $N+1$ thresholds $\Gamma=\left\{\gamma_{0}, \gamma_{1}, \ldots, \gamma_{N}\right\}$ with $\gamma_{1}=x_{1}-3 \sigma, \gamma_{N-1}=$ $x_{q}+3 \sigma$, and $\gamma_{1}-\gamma_{2}=\gamma_{2}-\gamma_{3}=\cdots=\gamma_{N-2}-\gamma_{N-1}$.
for $j=2, \ldots, N-2$ to uniformly partition $\left[\gamma_{1}, \gamma_{N-1}\right]$ into $N-2$ segments.

We can then use Algorithm 1 to find the optimal thresholds $\Theta$ from the candidate thresholds $\Gamma$ according to Proposition 1. In particular, if $\alpha$-MI-maximizing SDQs are of interest, the two low-complexity techniques discussed in Section IV are applicable here, according to Theorem 4 and the following lemma. We remark that Lemma 5 only requires $x_{1}<x_{2}<$ $\cdots<x_{q}$ and $\gamma_{0}=-\infty<\gamma_{1}<\cdots<\gamma_{N-1}<\gamma_{N}=+\infty$. However, it does not depend on $P_{X}$ and the specific values of $\left\{x_{1}, \ldots, x_{q}, \gamma_{1}, \ldots, \gamma_{N-1}\right\}$. Moreover, Lemma 5 also implies that if only $x_{1}<x_{2}<\cdots<x_{q}$ does not hold, $\left\{x_{1}, \ldots, x_{q}\right\}$ can be relabelled to make $P_{Y \mid X}$ satisfy (8) such that Theorem 4 is also applicable.

Lemma 5: For the converted DMC shown in Fig. 2, $P_{Y \mid X}$ satisfies (8).

Proof: For $1 \leq i<q$ and $1 \leq j \leq N$, we have

$$
\begin{align*}
& P_{Y \mid X}\left(y_{j} \mid x_{i}\right) / P_{Y \mid X}\left(y_{j} \mid x_{i+1}\right) \\
= & \frac{\int_{\gamma_{j-1}}^{\gamma_{j}} f_{\widetilde{Y} \mid X}\left(\widetilde{y} \mid x_{i}\right) \mathrm{d} \widetilde{y}}{\int_{\gamma_{j-1}}^{\gamma_{j}} f_{\widetilde{Y} \mid X}\left(\widetilde{y} \mid x_{i+1}\right) \mathrm{d} \widetilde{y}} \\
= & \frac{\int_{\gamma_{j-1}}^{\gamma_{j}} f_{\widetilde{Y} \mid X}\left(\widetilde{y} \mid x_{i}\right) / f_{\widetilde{Y} \mid X}\left(\widetilde{y} \mid x_{i+1}\right) f_{\widetilde{Y} \mid X}\left(\widetilde{y} \mid x_{i+1}\right) \mathrm{d} \widetilde{y}}{\int_{\gamma_{j-1}}^{\gamma_{j}} f_{\widetilde{Y} \mid X}\left(\widetilde{y} \mid x_{i+1}\right) \mathrm{d} \widetilde{y}} . \tag{17}
\end{align*}
$$

Since

$$
\frac{f_{\widetilde{Y} \mid X}\left(\widetilde{y} \mid x_{i}\right)}{f_{\widetilde{Y} \mid X}\left(\widetilde{y} \mid x_{i+1}\right)}=\exp \left(\frac{\left(x_{i}-x_{i+1}\right)\left(2 \widetilde{y}-x_{i}-x_{i+1}\right)}{2 \sigma^{2}}\right)
$$

keeps strictly decreasing when $\widetilde{y}$ increases from $\gamma_{j-1}$ to $\gamma_{j}$, we have

$$
\begin{equation*}
\frac{f_{\widetilde{Y} \mid X}\left(\gamma_{j-1} \mid x_{i}\right)}{f_{\widetilde{Y} \mid X}\left(\gamma_{j-1} \mid x_{i+1}\right)}>\frac{f_{\widetilde{Y} \mid X}\left(\widetilde{y} \mid x_{i}\right)}{f_{\widetilde{Y} \mid X}\left(\widetilde{y} \mid x_{i+1}\right)}>\frac{f_{\widetilde{Y} \mid X}\left(\gamma_{j} \mid x_{i}\right)}{f_{\widetilde{Y} \mid X}\left(\gamma_{j} \mid x_{i+1}\right)} \tag{18}
\end{equation*}
$$



Fig. 3. Performance of the DP method, the greedy combining [11], [12], and the KL-means [13] algorithms.
for $\gamma_{j-1}<\widetilde{y}<\gamma_{j}$. Then, based on (17) and 18), we have

$$
\frac{f_{\widetilde{Y} \mid X}\left(\gamma_{j-1} \mid x_{i}\right)}{f_{\widetilde{Y} \mid X}\left(\gamma_{j-1} \mid x_{i+1}\right)}>\frac{P_{Y \mid X}\left(y_{j} \mid x_{i}\right)}{P_{Y \mid X}\left(y_{j} \mid x_{i+1}\right)}>\frac{f_{\widetilde{Y} \mid X}\left(\gamma_{j} \mid x_{i}\right)}{f_{\widetilde{Y} \mid X}\left(\gamma_{j} \mid x_{i+1}\right)},
$$

indicating that $P_{Y \mid X}$ satisfies (8).
Next, for the converted DMC shown in Fig. 2, we compare the quantization performance of the DP method with the prior art quantizer design algorithms proposed for the general $q$ ary input DMC, i.e., the greedy combining algorithm [11], [12] and the KL-means algorithm [13]. The MI-maximizing quantizers are of interest, and the MI gap $I_{g}=I(X ; Y)-$ $I(X ; Z)$ is used as the comparison metric, which is the smaller the better. In the simulations, we use uniform distribution for $P_{X}$. We set $\sigma=1, x_{i}=2 i-q-1$ for $i \in[q]$, and $N=$ 128. $\mathcal{Y}$ is quantized to $M$ levels, $M=2,3, \ldots, 20$. When the KL-means algorithm is used, we randomly choose $M$ out of $N$ points as the initial means (see [13]) for $T_{i}=100$ times, and for each time the KL-means algorithm runs for $T_{r}=100$ iterations to obtain a DQ , and finally the best ( $I_{g}$ is minimized) DQ among the $T_{i}$ times is chosen. The simulation results are illustrated by Fig. 3 It is shown that the DP method performs better than both the greedy combining and KL-means algorithms, for different values of $q$.

Moreover, note that the two low-complexity techniques are applicable here. The DP method has complexity $O(q(N-$ $M) M$ ) if applying the SMAWK algorithm and $O\left(q\left(N^{2}-\right.\right.$ $\left.M^{2}\right)$ ) if applying (13). In contrast, the greedy combining and KL-means algorithms have complexities $O\left(q N^{2}(N-M)\right)$ and $O\left(T_{i} T_{r} q N M\right)$, respectively, and hence are much more complex than the DP method. As an example, we show the actual running time for these algorithms in Table I

Our final remark is that the optimal SDQ for the converted DMC shown by Fig. 2 may not be a globally optimal DQ. One toy counter-example has the following parameters: $\left(q, N, M, \sigma^{2}\right)=(4,7,4,0.1),\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=$ $(-3,-1,1,3)$, and $P_{X}=(0.53,0.23,0.23,0.01)$. We also find

TABLE I
Average Running Time on a Standard Desktop for Different Quantizer Design Algorithms, Where A1-A5 Refer to the Original DP Algorithm Given by Algorithm 1. the DP Algorithm Optimized by Using the SMAWK Algorithm, the DP Algorithm Optimized by Using 13, the Greedy Combining Algorithm, and the KL-Means Algorithm, Respectively, and $q=2, M=8, T_{i}=100, T_{r}=100$ ARE USED

| Algorithm | Complexity | Running time in second |  |
| :---: | :--- | :---: | :---: |
|  |  | $N=128$ | $N=1000$ |
| A1 | $O\left(q(N-M)^{2} M\right)$ | 0.042 | 2.323 |
| A2 | $O(q(N-M) M)$ | 0.004 | 0.045 |
| A3 | $O\left(q\left(N^{2}-M^{2}\right)\right)$ | 0.007 | 0.349 |
| A4 | $O\left(q N^{2}(N-M)\right)$ | 0.206 | 89.496 |
| A5 | $O\left(T_{i} T_{r} q N M\right)$ | 1.353 | 10.063 |

a counter-example among millions of test cases with uniformly distributed $P_{X}$ and randomly generated $P_{Y \mid X}$ which satisfies (8). Both counter-examples imply that the condition of (8) cannot solely guarantee the global optimality of an optimal SDQ among all DQs. To guarantee the global optimality, one sufficient condition given by Theorem 2 is to additionally require $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ to be located on a line. An intriguing but very hard problem is to find a more general sufficient condition.

## VII. Conclusion

In this paper, under the general cost function $C$ given by (3), we have presented a DP method with complexity $O\left(q(N-M)^{2} M\right)$ to obtain an optimal SDQ for $q$-ary input DMC. Two efficient techniques have been applied to reduce the DP method's complexity once $w(\cdot, \cdot)$ satisfies the QI. One technique makes use of the SMAWK algorithm and achieves complexity $O(q(N-M) M)$. The other one is much easier to be implemented and achieves complexity $O\left(q\left(N^{2}-M^{2}\right)\right)$. We have proved that when $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ defined by (4) are sequentially located on a line, the optimal SDQ is an optimal DQ and the two efficient techniques are applicable. This result generalizes the results of [3]-[5]. Next, we have showed that the cost function of an $\alpha$-MI-maximizing quantizer can be defined as a specific case of $C$. We have further proved that if the elements in $\mathcal{X}$ can be relabelled to make $P_{Y \mid X}$ satisfy (8), but not requiring $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ to be sequentially located on a line, the aforementioned two efficient techniques are applicable to the design of $\alpha$-MI-maximizing quantizer. Finally, we have demonstrated the application of our design method to the DMCs derived from AWGN channels with PAMs.

## APPENDIX A <br> Proof of Lemma 1

Note that for any quantizer $Q: \mathcal{Y} \rightarrow \mathcal{Z}, Q$ is specified by $P_{Z \mid Y}$, and $C(Q)$ given by (3) is a function of $P_{Z \mid Y}$. We now show $C(Q)$ is concave on $P_{Z \mid Y}$. For any $t \in[0,1]$ and any two
quantizers $Q^{(1)}, Q^{(2)}$ specified by $P_{Z \mid Y}^{(1)}, P_{Z \mid Y}^{(2)}$, respectively, denote $Q$ as the quantizer specified by $P_{Z \mid Y}=t P_{Z \mid Y}^{(1)}+(1-$ $t) P_{Z \mid Y}^{(2)}$, where the addition is element-wise. Then, for $x \in \mathcal{X}$ and $z \in \mathcal{Z}$, we have

$$
\begin{aligned}
P_{Z}(z)= & t P_{Z}^{(1)}(z)+(1-t) P_{Z}^{(2)}(z), \\
P_{X \mid Z}(x \mid z)= & \frac{t P_{Z}^{(1)}(z)}{P_{Z}(z)} P_{X \mid Z}^{(1)}(x \mid z)+ \\
& \frac{(1-t) P_{Z}^{(2)}(z)}{P_{Z}(z)} P_{X \mid Z}^{(2)}(x \mid z) .
\end{aligned}
$$

Since $\phi$ is concave on $P_{X \mid Z}$, we have

$$
\begin{aligned}
C(Q)= & \sum_{z \in \mathcal{Z}} P_{Z}(z) \phi\left(P_{X \mid Z}(\cdot \mid z)\right) \\
\geq & \sum_{z \in \mathcal{Z}}\left(t P_{Z}^{(1)}(z) \phi\left(P_{X \mid Z}^{(1)}(\cdot \mid z)\right)+\right. \\
& \left.\quad(1-t) P_{Z}^{(2)}(z) \phi\left(P_{X \mid Z}^{(2)}(\cdot \mid z)\right)\right) \\
= & t C\left(Q^{(1)}\right)+(1-t) C\left(Q^{(2)}\right)
\end{aligned}
$$

indicating that $C(Q)$ is concave on $P_{Z \mid Y}$. It is well known that there exists at least one extreme point, which corresponds to a DQ in this case, to make the concave function $C(Q)$ achieve its minima. This completes the proof.

## Appendix B <br> PRoof of Theorem 2

1) $\rightarrow 2$ ): If $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ are sequentially located on a line, they are definitely located on the line and both (6) and (7) hold. We relabel the elements in $\mathcal{X}$ to satisfy

$$
\begin{equation*}
P_{X \mid Y}\left(x_{i} \mid y_{1}\right) d_{i+1} \geq P_{X \mid Y}\left(x_{i+1} \mid y_{1}\right) d_{i}, \forall i \in[q-1] \tag{19}
\end{equation*}
$$

which is always possible. For any $1 \leq i<i^{\prime} \leq q$, if $P_{X \mid Y}\left(x_{i^{\prime}} \mid y_{1}\right)=0$, we have $d_{i^{\prime}}>0$ and

$$
\begin{equation*}
P_{X \mid Y}\left(x_{i} \mid y_{1}\right) d_{i^{\prime}} \geq P_{X \mid Y}\left(x_{i^{\prime}} \mid y_{1}\right) d_{i} \tag{20}
\end{equation*}
$$

If $P_{X \mid Y}\left(x_{i^{\prime}} \mid y_{1}\right)>0$, we have $P_{X \mid Y}\left(x_{i^{\prime}-1} \mid y_{1}\right)>0$ due to (19). Recursively, we have $P_{X \mid Y}\left(x_{k} \mid y_{1}\right)>0$ for $i \leq k \leq i^{\prime}$. In this case, according to (19), we have

$$
\frac{d_{i}}{P_{X \mid Y}\left(x_{i} \mid y_{1}\right)} \leq \frac{d_{i+1}}{P_{X \mid Y}\left(x_{i+1} \mid y_{1}\right)} \leq \cdots \leq \frac{d_{i^{\prime}}}{P_{X \mid Y}\left(x_{i^{\prime}} \mid y_{1}\right)}
$$

indicating that 20) also holds. Then, for $1 \leq i<i^{\prime} \leq q$ and $1 \leq j<j^{\prime} \leq N$, we have

$$
\begin{aligned}
& P_{Y \mid X}\left(y_{j} \mid x_{i}\right) P_{Y \mid X}\left(y_{j^{\prime}} \mid x_{i^{\prime}}\right)-P_{Y \mid X}\left(y_{j^{\prime}} \mid x_{i}\right) P_{Y \mid X}\left(y_{j} \mid x_{i^{\prime}}\right) \\
& =\left(P_{X \mid Y}\left(x_{i} \mid y_{1}\right) d_{i^{\prime}}-P_{X \mid Y}\left(x_{i^{\prime}} \mid y_{1}\right) d_{i}\right)\left(t_{j^{\prime}}-t_{j}\right) \\
& P_{Y}\left(y_{j}\right) P_{Y}\left(y_{j^{\prime}}\right) / P_{X}\left(x_{i}\right) / P_{X}\left(x_{i^{\prime}}\right)
\end{aligned}
$$

$$
\geq 0
$$

indicating that the second statement of Theorem 2 is true.
2) $\rightarrow 3$ ): This is a trivial conclusion.
3) $\rightarrow 1$ ): Suppose that $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ are located on a line. As a result, (6) holds. Further assume that the elements in $\mathcal{X}$ can be relabelled to make $P_{Y \mid X}$ satisfy $\sqrt{9}$, and we implement
the relabelling in this way. After that, for any $i \in[q-1]$ and $j \in[N-1]$, we have

$$
\begin{aligned}
0 & \leq P_{X \mid Y}\left(x_{i} \mid y_{j}\right) P_{X \mid Y}\left(x_{i+1} \mid y_{j+1}\right)- \\
& P_{X \mid Y}\left(x_{i} \mid y_{j+1}\right) P_{X \mid Y}\left(x_{i+1} \mid y_{j}\right) \\
& =\left(P_{X \mid Y}\left(x_{i} \mid y_{1}\right) d_{i+1}-P_{X \mid Y}\left(x_{i+1} \mid y_{1}\right) d_{i}\right)\left(t_{j+1}-t_{j}\right)
\end{aligned}
$$

Then, for any $i \in[q-1]$, we have

$$
\begin{aligned}
0 & \leq \sum_{j \in[N-1]}\left(P_{X \mid Y}\left(x_{i} \mid y_{j}\right) P_{X \mid Y}\left(x_{i+1} \mid y_{j+1}\right)-\right. \\
& \left.P_{X \mid Y}\left(x_{i} \mid y_{j+1}\right) P_{X \mid Y}\left(x_{i+1} \mid y_{j}\right)\right) \\
& =P_{X \mid Y}\left(x_{i} \mid y_{1}\right) d_{i+1}-P_{X \mid Y}\left(x_{i+1} \mid y_{1}\right) d_{i}
\end{aligned}
$$

As a result, if $t_{j+1}<t_{j}$ for some $j \in[N-1]$, we must have

$$
\begin{equation*}
P_{X \mid Y}\left(x_{i} \mid y_{1}\right) d_{i+1}=P_{X \mid Y}\left(x_{i+1} \mid y_{1}\right) d_{i}, \forall i \in[q-1] \tag{21}
\end{equation*}
$$

We now prove 21 is not true. If 21 holds, we have $P_{X \mid Y}\left(x_{i} \mid y_{1}\right)>0, \forall i \in[q]$; otherwise, $P_{X \mid Y}\left(x_{i} \mid y_{1}\right)=0, \forall i \in$ $[q]$ can be derived but this is not true. Then, we have

$$
\frac{d_{1}}{P_{X \mid Y}\left(x_{1} \mid y_{1}\right)}=\frac{d_{2}}{P_{X \mid Y}\left(x_{2} \mid y_{1}\right)}=\cdots=\frac{d_{q}}{P_{X \mid Y}\left(x_{q} \mid y_{1}\right)}
$$

Further since $0=\sum_{i \in[q]} P_{X \mid Y}\left(x_{i} \mid y_{N}\right)-1=$ $\sum_{i \in[q]}\left(P_{X \mid Y}\left(x_{i} \mid y_{1}\right)+t_{N} d_{i}\right)-1=\sum_{i \in[q]} d_{i}$, we must have $d_{1}=d_{2}=\cdots=d_{q}=0$. In this case, we have $0=\mathbf{d}=\delta_{N}-\delta_{1}$, contradicting to the assumption that $\delta_{1} \neq \delta_{N}$. Therefore, 21 is not true and hence we have $t_{j+1} \geq t_{j}, \forall j \in[N-1]$, indicating that $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ are sequentially located on the line.

Optimality: Suppose that $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ are sequentially located on a line. According to Lemma 2, there exists an optimal DQ $\tilde{Q}^{*}: \Delta \rightarrow \mathcal{Z}$ such that for any $z, z^{\prime} \in \mathcal{Z}$ with $z \neq z^{\prime}$, there exists a point that separates $\tilde{Q}^{*-1}(z)$ and $\tilde{Q}^{*-1}\left(z^{\prime}\right)$ on the line. In this case, the equivalent quantizer of $\tilde{Q}^{*}, Q^{*}: \mathcal{Y} \rightarrow \mathcal{Z}$, is an optimal DQ as well as an optimal SDQ.

## Appendix C Proof of Lemma 4

For $2 \leq m \leq n<N$, let $t=\operatorname{sol}(n, m)$ for brevity. For any $m-1 \leq k<t$, we have

$$
\begin{aligned}
& \quad \operatorname{dp}_{t}(n+1, m)-\operatorname{dp}_{k}(n+1, m) \\
& =\operatorname{dp}_{t}(n, m)-w(t+1, n)+w(t+1, n+1)- \\
& \quad \quad\left(\operatorname{dp}_{k}(n, m)-w(k+1, n)+w(k+1, n+1)\right) \\
& \leq w(t+1, n+1)+w(k+1, n)- \\
& \quad \quad w(t+1, n)-w(k+1, n+1) \\
& \leq 0
\end{aligned}
$$

where the last inequality holds because $w(\cdot, \cdot)$ satisfies the QI. Therefore, we have sol $(n, m)=t \leq \operatorname{sol}(n+1, m)$.

We now continue to prove $\operatorname{sol}(n, m) \geq \operatorname{sol}(n, m-1)$. For $m=2$, we have $\operatorname{sol}(n, m) \geq \operatorname{sol}(n, m-1)=0$ trivially. For $m \geq 3$, let $t=\operatorname{sol}(n, m-1)$ for brevity. For any $m-1 \leq$
$k<t$, we have

$$
\begin{aligned}
& \quad \mathrm{dp}_{t}(n, m)-\operatorname{dp}_{k}(n, m) \\
& =\mathrm{dp}(t, m-1)+\mathrm{dp}_{t}(n, m-1)-\mathrm{dp}(t, m-2)- \\
& \quad\left(\operatorname{dp}(k, m-1)+\mathrm{dp}_{k}(n, m-1)-\mathrm{dp}(k, m-2)\right) \\
& \leq \mathrm{dp}(k, m-2)+\mathrm{dp}(t, m-1)- \\
& \quad \quad \mathrm{dp}(k, m-1)-\operatorname{dp}(t, m-2) .
\end{aligned}
$$

We continue the proof by first proving the following lemma.
Lemma 6: For $2 \leq m \leq i<j \leq N$, denoting $\operatorname{dp}(i, m-$ $1)+\operatorname{dp}(j, m)-\operatorname{dp}(i, m)-\operatorname{dp}(j, m-1)$ by $\psi(i, j, m)$, we have

$$
\psi(i, j, m) \leq 0
$$

Proof: Let $t=\operatorname{sol}(i, 2)$ for brevity. We have

$$
\begin{aligned}
\psi(i, j, 2) & \leq \operatorname{dp}(i, 1)+\operatorname{dp}_{t}(j, 2)-\operatorname{dp}_{t}(i, 2)-\operatorname{dp}(j, 1) \\
& =w(1, i)+w(t+1, j)-w(t+1, i)-w(1, j) \\
& \leq 0
\end{aligned}
$$

We then inductively prove $\psi(i, j, m) \leq 0$ for $m \geq 3$ given $\psi(i, j, m-1) \leq 0$ for $m-1 \leq i<j$.

Let $a=\operatorname{sol}(i, m)$ and $b=\operatorname{sol}(j, m-1)$ for brevity. Note that $m-1 \leq a<i$. If $a<b$, we have

$$
\begin{aligned}
& \psi(i, j, m) \\
\leq & \mathrm{dp}_{a}(i, m-1)+\mathrm{dp}_{b}(j, m)-\mathrm{dp}_{a}(i, m)-\mathrm{dp}_{b}(j, m-1) \\
= & \operatorname{dp}(a, m-2)+\operatorname{dp}(b, m-1)- \\
= & \operatorname{dp}(a, m-1)-\operatorname{dp}(b, m-2) \\
\leq & 0 .
\end{aligned}
$$

If $a \geq b$, we have

$$
\begin{aligned}
& \psi(i, j, m) \\
\leq & \operatorname{dp}_{b}(i, m-1)+\mathrm{dp}_{a}(j, m)-\mathrm{dp}_{a}(i, m)-\mathrm{dp}_{b}(j, m-1) \\
= & w(b+1, i)+w(a+1, j)-w(a+1, i)-w(b+1, j) \\
\leq & 0
\end{aligned}
$$

This completes the proof of Lemma 6
At this point, we have $\mathrm{dp}_{t}(n, m)-\mathrm{dp}_{k}(n, m) \leq \psi(k, t, m-$ $1) \leq 0$, implying sol $(n, m) \geq \operatorname{sol}(n, m-1)$.

## Appendix D

## Proof of Theorem 3

Lemma 7: Let $n$ be a positive integer. $A, B, C, D \in \mathbb{R}^{n}$ are located on a line with $A$ and $D$ being the endpoints. $\eta$ is a function which is concave on this line. If there exist $\gamma, \beta \in$ $[0,1]$ such that $\gamma A+(1-\gamma) D=\beta B+(1-\beta) C$, we then have

$$
\gamma \eta(A)+(1-\gamma) \eta(D) \leq \beta \eta(B)+(1-\beta) \eta(C)
$$

Proof: If $A=D$, Lemma 7 holds. For $A \neq D$, there exist unique $\theta, \tau \in[0,1]$ such that

$$
\begin{aligned}
& B=\theta A+(1-\theta) D \\
& C=\tau A+(1-\tau) D
\end{aligned}
$$

Then, we have

$$
\begin{aligned}
& \gamma A+(1-\gamma) D \\
= & \beta B+(1-\beta) C \\
= & (\beta \theta+(1-\beta) \tau) A+(\beta(1-\theta)+(1-\beta)(1-\tau)) D,
\end{aligned}
$$

which leads to

$$
\gamma=\beta \theta+(1-\beta) \tau
$$

As a result, we have

$$
\begin{aligned}
& \beta \eta(B)+(1-\beta) \eta(C) \\
\geq & \beta(\theta \eta(A)+(1-\theta) \eta(D))+ \\
& \quad(1-\beta)(\tau \eta(A)+(1-\tau) \eta(D)) \\
= & \gamma \eta(A)+(1-\gamma) \eta(D)
\end{aligned}
$$

indicating that Lemma 7 is correct.
Lemma 7 is indeed a well-known result for concave function. We now use it to simplify the proof of Theorem 3 For $1 \leq r \leq s \leq N$, denote

$$
\begin{aligned}
& a(r, s)=\sum_{j=r}^{s} P_{Y}\left(y_{j}\right), \\
& b(r, s)=\sum_{j=r}^{s} \frac{P_{Y}\left(y_{j}\right)}{a(r, s)} \delta_{j} .
\end{aligned}
$$

Then, according to (5), we have

$$
\begin{equation*}
w(r, s)=a(r, s) \phi(b(r, s)) \tag{22}
\end{equation*}
$$

Suppose $\delta_{1}, \delta_{2}, \ldots, \delta_{N}$ are sequentially located on a line. In such a case, for any $1 \leq r<r^{\prime} \leq s<s^{\prime} \leq N$, $b(r, s), b\left(r, s^{\prime}\right), b\left(r^{\prime}, s\right), b\left(r^{\prime}, s^{\prime}\right)$ are located on the line with $b(r, s)$ and $b\left(r^{\prime}, s^{\prime}\right)$ being the endpoints, and $\phi$ is concave on the line. Let $\gamma=a(r, s) /\left(a(r, s)+a\left(r^{\prime}, s^{\prime}\right)\right)$ and $\beta=$ $a\left(r, s^{\prime}\right) /\left(a\left(r, s^{\prime}\right)+a\left(r^{\prime}, s\right)\right)$. We have $\gamma, \beta \in[0,1]$ and $\gamma b(r, s)+(1-\gamma) b\left(r^{\prime}, s^{\prime}\right)=\beta b\left(r, s^{\prime}\right)+(1-\beta) b\left(r^{\prime}, s\right)$. By applying 22 and Lemma 7 we have

$$
\begin{aligned}
& \left(w(r, s)+w\left(r^{\prime}, s^{\prime}\right)\right) /\left(a(r, s)+a\left(r^{\prime}, s^{\prime}\right)\right) \\
= & \gamma \phi(b(r, s))+(1-\gamma) \phi\left(r^{\prime}, s^{\prime}\right) \\
\leq & \beta \phi\left(b\left(r, s^{\prime}\right)\right)+(1-\beta) \phi\left(b\left(r^{\prime}, s\right)\right) \\
= & \left(w\left(r, s^{\prime}\right)+w\left(r^{\prime}, s\right)\right) /\left(a\left(r, s^{\prime}\right)+a\left(r^{\prime}, s\right)\right)
\end{aligned}
$$

leading to $w(r, s)+w\left(r^{\prime}, s^{\prime}\right) \leq w\left(r, s^{\prime}\right)+w\left(r^{\prime}, s\right)$. This completes the proof.

## Appendix E <br> Proof of Theorem 4

Our goal is to prove

$$
\begin{equation*}
w_{\alpha}(r, s)+w_{\alpha}\left(r^{\prime}, s^{\prime}\right)-w_{\alpha}\left(r, s^{\prime}\right)-w_{\alpha}\left(r^{\prime}, s\right) \leq 0 \tag{23}
\end{equation*}
$$

for $\alpha \in(0, \infty]$ and for all $1 \leq r<r^{\prime} \leq s<s^{\prime} \leq N$ given that the elements in $\mathcal{X}$ can be relabelled to make $P_{Y \mid X}$ satisfy (8). Since $w_{\alpha}(\cdot, \cdot)$ is independent from the labelling of the elements of $\mathcal{X}$, for convenience, we assume that the elements in $\mathcal{X}$ has been relabelled to make $P_{Y \mid X}$ satisfy (8).

For any $\mathbf{a}=\left(a_{i}\right)_{1 \leq i \leq q}, \mathbf{b}=\left(b_{i}\right)_{1 \leq i \leq q} \in \mathbb{R}_{+}^{q}$, we use the following notations:
i) $\|\mathbf{a}\|_{1}=\sum_{i=1}^{q} a_{i}$,
ii) $I_{\min }(\mathbf{a})=\arg \min _{i}\left(a_{i}=0\right)$,
iii) $I_{\max }(\mathbf{a})=\arg \max _{i}\left(a_{i}=0\right)$,
iv) $\mathbf{a}+\mathbf{b}=\left(a_{i}+b_{i}\right)_{1 \leq i \leq q}$,

The proof is divided into four parts based on the four cases of $\alpha=1, \alpha \in(0,1), \alpha \in(1, \infty)$, and $\alpha=\infty$.

Part I: $\alpha=1$
Denote $\mathbf{p}, \mathbf{a}, \mathbf{b}, \mathbf{c} \in \mathbb{R}_{+}^{q}$, with $p_{i}, a_{i}, b_{i}, c_{i}$ given by

$$
\begin{align*}
p_{i} & =P_{X}\left(x_{i}\right) \\
a_{i} & =\sum_{j=r}^{r^{\prime}-1} p_{i} P_{Y \mid X}\left(y_{j} \mid x_{i}\right), \\
b_{i} & =\sum_{j=r^{\prime}}^{s} p_{i} P_{Y \mid X}\left(y_{j} \mid x_{i}\right), \\
c_{i} & =\sum_{j=s+1}^{s^{\prime}} p_{i} P_{Y \mid X}\left(y_{j} \mid x_{i}\right) . \tag{24}
\end{align*}
$$

Given (8), we have

$$
\begin{equation*}
\mathbf{a} \succeq \mathbf{b}, \mathbf{b} \succeq \mathbf{c}, \mathbf{a} \succeq \mathbf{c}, \tag{25}
\end{equation*}
$$

where $\succeq$ is defined in (2). From (8) and (25), we can easily derive

$$
\left\{\begin{array}{l}
I_{\min }(\mathbf{a}) \leq I_{\min }(\mathbf{b}) \leq I_{\max }(\mathbf{a}) \leq I_{\max }(\mathbf{b})  \tag{26}\\
I_{\min }(\mathbf{b}) \leq I_{\min }(\mathbf{c}) \leq I_{\max }(\mathbf{b}) \leq I_{\max }(\mathbf{c}) \\
u_{i}>0, \forall \mathbf{u} \in\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}, i \in\left[I_{\min }(\mathbf{u}), I_{\max }(\mathbf{u})\right]
\end{array}\right.
$$

For any $\mathbf{u} \in \mathbb{R}_{+}^{q}$, define

$$
g(\mathbf{u})=\sum_{i=1}^{q} u_{i} \log \frac{\|\mathbf{u}\|_{1}}{u_{i}}
$$

where we let $u_{i} \log \frac{\|\mathbf{u}\|_{1}}{u_{i}}=0$ if $u_{i}=0$. Here the natural logarithm in base $e$ is used. For other bases, the following proof can be similarly carried out. In addition, let

$$
\begin{aligned}
f(\mathbf{a}, \mathbf{b}, \mathbf{c}) & =g(\mathbf{a}+\mathbf{b})+g(\mathbf{b}+\mathbf{c})-g(\mathbf{a}+\mathbf{b}+\mathbf{c})-g(\mathbf{b}) \\
& =w_{\alpha}(r, s)+w_{\alpha}\left(r^{\prime}, s^{\prime}\right)-w_{\alpha}\left(r, s^{\prime}\right)-w_{\alpha}\left(r^{\prime}, s\right)
\end{aligned}
$$

To prove $f(\mathbf{a}, \mathbf{b}, \mathbf{c}) \leq 0$, our idea is to properly modify $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$ in a series of steps, where after each step, $f(\mathbf{a}, \mathbf{b}, \mathbf{c})$ keeps nondecreasing and finally becomes zero. We summarize the procedure in Algorithm 3 , following which we also provide the remarks.

Remark 1: Note that for $k=1$, 25, 26, and the following conditions hold:

$$
\begin{equation*}
a_{i} b_{j}=a_{j} b_{i}, b_{i} c_{j}=b_{j} c_{i}, a_{i} c_{j}=a_{j} c_{i}, \forall 1 \leq i<j \leq k \tag{27}
\end{equation*}
$$

Inductively, suppose these conditions (25)-27) hold for $k<q$. In the subsequent remarks, we will prove that these conditions can keep $f(\mathbf{a}, \mathbf{b}, \mathbf{c})$ nondecreasing after any modification of those in lines $4,8,10$ made to $\mathbf{a}, \mathbf{b}, \mathbf{c}$. We will also prove that when Algorithm 3 reaches line 13 and increases $k$ by 1 , either $\mathbf{a}=0$ or these conditions will still hold. It can be easily verified that either $\mathbf{a}=0$ or these conditions that hold for $k=q$ can lead to $f(\mathbf{a}, \mathbf{b}, \mathbf{c})=0$ at line 15

Remark 2 (for line 4): Throughout this remark, let $k, \mathbf{a}, \mathbf{b}, \mathbf{c}$ refer to those at the beginning of line 4 (before the modifi-

```
Algorithm 3 A series of modifications on \(\mathbf{a}, \mathbf{b}\), and \(\mathbf{c}\) such
that \(f(\mathbf{a}, \mathbf{b}, \mathbf{c})\) keeps nondecreasing and finally becomes zero
Input: a, b, c given by 24.
    \(k \leftarrow 1\).
    while \(k<q\) and \(\mathbf{a} \neq \mathbf{0}\) do
        if \(a_{k} b_{k+1}>a_{k+1} b_{k}\) then
            \(a_{i} \leftarrow a_{k+1} b_{i} / b_{k+1}, \forall i \in[k]\).
        end if
        if \(b_{k} c_{k+1}>b_{k+1} c_{k}\) then
            if \(b_{k+1}>0\) then
                \(c_{i} \leftarrow b_{i} c_{k+1} / b_{k+1}, \forall i \in[k]\).
            else
                \(c_{i} \leftarrow 0, \forall i=k+1, k+2, \ldots, q\).
            end if
        end if
        \(k \leftarrow k+1\).
    end while
    \(/ /\) At this point, we have \(f(\mathbf{a}, \mathbf{b}, \mathbf{c})=0\).
```

cation). Let $\mathbf{a}^{\prime}$ refer to the $\mathbf{a}$ at the end of line 4 (after the modification). Our goal is to prove

$$
\begin{equation*}
f(\mathbf{a}, \mathbf{b}, \mathbf{c}) \leq f\left(\mathbf{a}^{\prime}, \mathbf{b}, \mathbf{c}\right) \tag{28}
\end{equation*}
$$

i.e., to prove $f(\mathbf{a}, \mathbf{b}, \mathbf{c})$ keeps nondecreasing after the modification in line 4

Let $T=a_{k+1} b_{k} /\left(a_{k} b_{k+1}\right)$. For any $i \in[k]$, according to (27), we have $T a_{i} b_{k}=T a_{k} b_{i}=a_{i}^{\prime} b_{k}$. This leads to $T a_{i}=a_{i}^{\prime}$; otherwise, we can easily derive a contradiction for $T a_{i} \neq a_{i}^{\prime}$. Let $t \in[T, 1]$ be a variable. Denote $\mathbf{a}(t)=\left(a_{i}(t)\right)_{1 \leq i \leq q}$ with

$$
a_{i}(t)= \begin{cases}a_{i} t, & i \in[k], \\ a_{i}, & i \notin[k]\end{cases}
$$

Then, we have $\mathbf{a}(1)=\mathbf{a}$ and $\mathbf{a}(T)=\mathbf{a}^{\prime}$.

We are now to prove

$$
\begin{equation*}
\mathbf{a}(t) \succeq \mathbf{b}, \mathbf{a}(t) \succeq \mathbf{c}, \forall t \in[T, 1] \tag{29}
\end{equation*}
$$

For any $1 \leq i<j \leq k$ or $k<i<j \leq q$, we can easily verify $a_{i}(t) b_{j} \geq a_{j}(t) b_{i}$ according to (25). For $1 \leq i \leq k<j \leq q$, if $a_{j}(t) b_{i}=0$, we also have $a_{i}(t) b_{j} \geq a_{j}(t) b_{i}$. If $a_{j}(t) b_{i}>0$, according to 25) and 26, we have $b_{l}>0, \forall l \in[i, j]$, leading to $a_{i}(t) / b_{i} \geq a_{k+1} / b_{k+1} \geq a_{j} / b_{j}$. Thus, $\mathbf{a}(t) \succeq \mathbf{b}$ holds. To prove $\mathbf{a}(t) \succeq \mathbf{c}$, similarly, we only need to prove $a_{i}(t) c_{j} \geq$ $a_{j}(t) c_{i}$ for $1 \leq i \leq k<j \leq q$ and $a_{j}(t) c_{i}>0$, for which we also have $b_{j}, c_{j}>0$ according to (25) and 26. Additionally, since $\mathbf{a}(t) \succeq \mathbf{b}$ holds, we have $a_{i}(t) / a_{j}(t) \geq b_{i} / b_{j} \geq c_{i} / c_{j}$. This completes the proof of 29. Moreover, according to 27, we have

$$
\begin{align*}
a_{i}(t) b_{j}=a_{j}(t) b_{i}, & a_{i}(t) c_{j}=a_{j}(t) c_{i} \\
& \forall t \in[T, 1], 1 \leq i<j \leq k \tag{30}
\end{align*}
$$

For $t \in(T, 1)$, we have

$$
\begin{align*}
& \frac{\partial f(\mathbf{a}(t), \mathbf{b}, \mathbf{c})}{\partial t} \\
= & \sum_{i \in[k], a_{i}>0} a_{i}\left(\log \frac{\|\mathbf{a}(t)+\mathbf{b}\|_{1}}{a_{i}(t)+b_{i}}-\log \frac{\|\mathbf{a}(t)+\mathbf{b}+\mathbf{c}\|_{1}}{a_{i}(t)+b_{i}+c_{i}}\right) \\
\leq & 0 \tag{31}
\end{align*}
$$

where the last inequality is due to $\frac{\|\mathbf{a}(t)+\mathbf{b}\|_{1}}{a_{i}(t)+b_{i}} \leq \frac{\|\mathbf{a}(t)+\mathbf{b}+\mathbf{c}\|_{1}}{a_{i}(t)+b_{i}+c_{i}}$ based on (25), (27), (29), and (30). Moreover, since $f(\mathbf{a}(t), \mathbf{b}, \mathbf{c})$ is continuous at $t \in[T, 1]$, we have $f(\mathbf{a}, \mathbf{b}, \mathbf{c})=$ $f(\mathbf{a}(1), \mathbf{b}, \mathbf{c}) \leq f(\mathbf{a}(T), \mathbf{b}, \mathbf{c})=f\left(\mathbf{a}^{\prime}, \mathbf{b}, \mathbf{c}\right)$, leading to 28).

If $k=I_{\max }(\mathbf{a})<I_{\max }(\mathbf{b})$, we have $\mathbf{a}^{\prime}=\mathbf{0}$, in which case $f\left(\mathbf{a}^{\prime}, \mathbf{b}, \mathbf{c}\right)=0$ holds and the proof of part I is completed. For $k<I_{\max }(\mathbf{a})$ or $I_{\max }(\mathbf{a})=I_{\max }(\mathbf{b})$, we always have $\mathbf{a}^{\prime} \neq \mathbf{0}$. After replacing a by $\mathbf{a}^{\prime}$, 25)-27) still hold according to (29) and (30), except that $I_{\min }(\mathbf{a})$ and $I_{\max }(\mathbf{a})$ in (26) are undefined for the case of $\mathbf{a}=\mathbf{0}$. However, this exception does not affect the correctness of the proof of Part I.

Remark 3 (for line 8): Throughout this remark, let $k, \mathbf{a}, \mathbf{b}, \mathbf{c}$ refer to those at the beginning of line 8 . Let $\mathbf{c}^{\prime}$ refer to the $\mathbf{c}$ at the end of line 8 Our goal is to prove

$$
\begin{equation*}
f(\mathbf{a}, \mathbf{b}, \mathbf{c}) \leq f\left(\mathbf{a}, \mathbf{b}, \mathbf{c}^{\prime}\right) \tag{32}
\end{equation*}
$$

Let $T=b_{k+1} c_{k} /\left(b_{k} c_{k+1}\right)$. For any $i \in[k]$, according to (27), we have $c_{i} b_{k}=c_{k} b_{i}=T c_{i}^{\prime} b_{k}$. This leads to $c_{i}=T c_{i}^{\prime}$ due to $b_{k}>0$. Let $t \in[T, 1]$ be a variable. Denote $\mathbf{c}^{\prime}(t)=$ $\left(c_{i}^{\prime}(t)\right)_{1 \leq i \leq q}$ with

$$
c_{i}^{\prime}(t)= \begin{cases}c_{i}^{\prime} t, & i \in[k] \\ c_{i}^{\prime}, & i \notin[k]\end{cases}
$$

Then, we have $\mathbf{c}^{\prime}(1)=\mathbf{c}^{\prime}$ and $\mathbf{c}^{\prime}(T)=\mathbf{c}$.
Similar to 29, we have

$$
\begin{equation*}
\mathbf{b} \succeq \mathbf{c}^{\prime}(t), \mathbf{a} \succeq \mathbf{c}^{\prime}(t), \forall t \in[T, 1] \tag{33}
\end{equation*}
$$

Meanwhile, similar to (30), we have

$$
\begin{align*}
a_{i} c_{j}^{\prime}(t)=a_{j} c_{i}^{\prime}(t), & b_{i} c_{j}^{\prime}(t)=b_{j} c_{i}^{\prime}(t) \\
& \forall t \in[T, 1], 1 \leq i<j \leq k \tag{34}
\end{align*}
$$

Then, for $t \in(T, 1)$, we have

$$
\begin{align*}
& \frac{\partial f\left(\mathbf{a}, \mathbf{b}, \mathbf{c}^{\prime}(t)\right)}{\partial t} \\
= & \sum_{i \in[k], c_{i}^{\prime}>0} c_{i}^{\prime}\left(\log \frac{\left\|\mathbf{b}+\mathbf{c}^{\prime}(t)\right\|_{1}}{b_{i}+c_{i}^{\prime}(t)}-\log \frac{\left\|\mathbf{a}+\mathbf{b}+\mathbf{c}^{\prime}(t)\right\|_{1}}{a_{i}+b_{i}+c_{i}^{\prime}(t)}\right) \\
\geq & 0 \tag{35}
\end{align*}
$$

where the last inequality is due to $\frac{\left\|\mathbf{b}+\mathbf{c}^{\prime}(t)\right\|_{1}}{b_{i}+c_{i}^{\prime}(t)} \geq \frac{\left\|\mathbf{a}+\mathbf{b}+\mathbf{c}^{\prime}(t)\right\|_{1}}{a_{i}+b_{i}+c_{i}^{\prime}(t)}$ based on (25), (27), (33), and (34. Moreover, since $f\left(\mathbf{a}, \mathbf{b}, \mathbf{c}^{\prime}(t)\right)$ is continuous at $t \in[T, 1]$, we have $f(\mathbf{a}, \mathbf{b}, \mathbf{c})=$ $f\left(\mathbf{a}, \mathbf{b}, \mathbf{c}^{\prime}(T)\right) \leq f\left(\mathbf{a}, \mathbf{b}, \mathbf{c}^{\prime}(1)\right)=f\left(\mathbf{a}, \mathbf{b}, \mathbf{c}^{\prime}\right)$, leading to (32). In addition, after replacing $\mathbf{c}$ by $\mathbf{c}^{\prime}$, 25)-27) still hold according to (33) and (34).

Remark 4 (for line 10): Throughout this remark, let $k, \mathbf{a}, \mathbf{b}, \mathbf{c}$ refer to those at the beginning of line 10 . Let $\mathbf{c}^{*}$ refer to the
$\mathbf{c}$ at the end of line 10 . Our goal is to prove

$$
\begin{equation*}
f(\mathbf{a}, \mathbf{b}, \mathbf{c}) \leq f\left(\mathbf{a}, \mathbf{b}, \mathbf{c}^{*}\right) \tag{36}
\end{equation*}
$$

Let $t \in[0,1]$ be a variable. Denote $\mathbf{c}(t)=\left(c_{i}(t)\right)_{1 \leq i \leq q}$ with

$$
c_{i}(t)= \begin{cases}c_{i}, & i \in[k] \\ c_{i} t, & i \notin[k]\end{cases}
$$

Then, we have $\mathbf{c}(0)=\mathbf{c}^{*}$ and $\mathbf{c}(1)=\mathbf{c}$. Note that if Algorithm 3 reaches line 10, we must have $k=I_{\max }(\mathbf{b})$ according to (26). As a result, we have $a_{i}=b_{i}=0, \forall i=k+1, k+2, \ldots, q$. Then, for $t \in(0,1)$, we have

$$
\begin{align*}
& \frac{\partial f(\mathbf{a}, \mathbf{b}, \mathbf{c}(t))}{\partial t} \\
= & \sum_{k<i \leq q, c_{i}>0} c_{i}\left(\log \frac{\|\mathbf{b}+\mathbf{c}(t)\|_{1}}{c_{i}(t)}-\log \frac{\|\mathbf{a}+\mathbf{b}+\mathbf{c}(t)\|_{1}}{c_{i}(t)}\right) \\
\leq & 0 \tag{37}
\end{align*}
$$

Since $f(\mathbf{a}, \mathbf{b}, \mathbf{c}(t))$ is continuous at $t \in[0,1]$, we have $f(\mathbf{a}, \mathbf{b}, \mathbf{c})=f(\mathbf{a}, \mathbf{b}, \mathbf{c}(1)) \leq f(\mathbf{a}, \mathbf{b}, \mathbf{c}(0))=f\left(\mathbf{a}, \mathbf{b}, \mathbf{c}^{*}\right)$, leading to 3 . In addition, after replacing $\mathbf{c}$ by $\mathbf{c}^{*}$, it can be easily verified that (25)-(27) still hold.

Remark 5 (for line 13): Let $\mathbf{a}, \mathbf{b}, \mathbf{c}$ refer to those at the beginning of line 13. Let $v$ be the value of $k$ at the end of line 13 If $\mathbf{a}=\mathbf{0}$, the proof of this part is indeed completed. Suppose $\mathbf{a} \neq \mathbf{0}$. Our final task is to prove that 25 -27) still hold for $k=v$, since these conditions will be used for $k=v$ for the proof of 28), (32), and 36).

In the previous remarks, we have proved that (25)-27) hold for $k=v-1$, no matter the modifications in lines 4,8 , and 10 have been made or not. As a result, 25) and 26) still hold for $k=v$. In order to prove (27) for $k=v$, our task becomes to prove

$$
\begin{equation*}
a_{i} b_{v}=a_{v} b_{i}, b_{i} c_{v}=b_{v} c_{i}, a_{i} c_{v}=a_{v} c_{i}, \forall i \in[v-1] . \tag{38}
\end{equation*}
$$

Note that when Algorithm 3 reaches line 13, we always have $a_{v-1} b_{v}=a_{v} b_{v-1}$ and $b_{v-1} c_{v}=b_{v} c_{v-1}$. Based on this condition and that 27) holds for $k=v-1$, we can easily derive 38). At this point, the proof of Part I is completed.

Part II: $\alpha \in(0,1)$
Denote $\mathbf{p}, \mathbf{a}, \mathbf{b}, \mathbf{c} \in \mathbb{R}_{+}^{q}$ by 24 . For any $\mathbf{u} \in \mathbb{R}_{+}^{q}$, define

$$
\begin{equation*}
g(\mathbf{u})=\left(\sum_{i=1}^{q} p_{i}^{1-\alpha} u_{i}^{\alpha}\right)^{1 / \alpha} \tag{39}
\end{equation*}
$$

In this case, we also have

$$
\begin{aligned}
f(\mathbf{a}, \mathbf{b}, \mathbf{c}) & =g(\mathbf{a}+\mathbf{b})+g(\mathbf{b}+\mathbf{c})-g(\mathbf{a}+\mathbf{b}+\mathbf{c})-g(\mathbf{b}) \\
& =w_{\alpha}(r, s)+w_{\alpha}\left(r^{\prime}, s^{\prime}\right)-w_{\alpha}\left(r, s^{\prime}\right)-w_{\alpha}\left(r^{\prime}, s\right) .
\end{aligned}
$$

To prove $f(\mathbf{a}, \mathbf{b}, \mathbf{c}) \leq 0$, our idea is the same as that in Part I. In this case, we indeed only need to prove (28), 32, and (36) under the new definition of $g: \mathbb{R}_{+}^{q} \rightarrow \mathbb{R}$ given by (39). To this end, our task becomes to prove $\frac{\partial f}{\partial t} \leq 0, \frac{\partial f}{\partial t} \geq 0$, and $\frac{\partial f}{\partial t} \leq 0$ as what we do in (31), (35), and (37), respectively. We complete these proofs below, where the notations correspond to those in 31, (35), and 37, except that $g$ is replaced by that defined by 39).

Proof of $\frac{\partial f}{\partial t} \leq 0$ corresponding to (31): We have

$$
\begin{aligned}
& \frac{\partial f(\mathbf{a}(t), \mathbf{b}, \mathbf{c})}{\partial t} \\
= & \sum_{i \in[k], a_{i}>0} p_{i}^{1-\alpha} a_{i}\left(\left(\sum_{j=1}^{q} p_{j}^{1-\alpha}\left(\frac{a_{j}(t)+b_{j}}{a_{i}(t)+b_{i}}\right)^{\alpha}\right)^{\frac{1-\alpha}{\alpha}}-\right. \\
& \left.\quad\left(\sum_{j=1}^{q} p_{j}^{1-\alpha}\left(\frac{a_{j}(t)+b_{j}+c_{j}}{a_{i}(t)+b_{i}+c_{i}}\right)^{\alpha}\right)^{\frac{1-\alpha}{\alpha}}\right)
\end{aligned}
$$

$\leq 0$,
where the last inequality is due to $\frac{a_{j}(t)+b_{j}}{a_{i}(t)+b_{i}} \leq \frac{a_{j}(t)+b_{j}+c_{j}}{a_{i}(t)+b_{i}+c_{i}}$ based on (25), (27), 29), and (30).

Proof of $\frac{\partial f}{\partial t} \leq 0$ corresponding to (35): We have

$$
\begin{aligned}
& \frac{\partial f\left(\mathbf{a}, \mathbf{b}, \mathbf{c}^{\prime}(t)\right)}{\partial t} \\
= & \sum_{i \in[k], c_{i}^{\prime}>0} p_{i}^{1-\alpha} c_{i}^{\prime}\left(\left(\sum_{j=1}^{q} p_{j}^{1-\alpha}\left(\frac{b_{j}+c_{j}^{\prime}(t)}{b_{i}+c_{i}^{\prime}(t)}\right)^{\alpha}\right)^{\frac{1-\alpha}{\alpha}}-\right. \\
& \left.\left(\sum_{j=1}^{q} p_{j}^{1-\alpha}\left(\frac{a_{j}+b_{j}+c_{j}^{\prime}(t)}{a_{i}+b_{i}+c_{i}^{\prime}(t)}\right)^{\alpha}\right)^{\frac{1-\alpha}{\alpha}}\right)
\end{aligned}
$$

$\geq 0$,
where the last inequality is due to $\frac{b_{j}+c_{j}^{\prime}(t)}{b_{i}+c_{i}^{\prime}(t)} \geq \frac{a_{j}+b_{j}+c_{j}^{\prime}(t)}{a_{i}+b_{i}+c_{i}^{\prime}(t)}$ based on (25), (27), (33), and (34).

Proof of $\frac{\partial f}{\partial t} \leq 0$ corresponding to 37): We have

$$
\begin{aligned}
& \frac{\partial f(\mathbf{a}, \mathbf{b}, \mathbf{c}(t))}{\partial t} \\
= & \sum_{k<i \leq q, c_{i}>0} p_{i}^{1-\alpha} c_{i}\left(\left(\sum_{j=1}^{q} p_{j}^{1-\alpha}\left(\frac{b_{j}+c_{j}(t)}{c_{i}(t)}\right)^{\alpha}\right)^{\frac{1-\alpha}{\alpha}}-\right. \\
& \left.\quad\left(\sum_{j=1}^{q} p_{j}^{1-\alpha}\left(\frac{a_{j}+b_{j}+c_{j}(t)}{c_{i}(t)}\right)^{\alpha}\right)^{\frac{1-\alpha}{\alpha}}\right)
\end{aligned}
$$

$\leq 0$.
Part III: $\alpha \in(1, \infty)$
We omit the proof in this part since it can be carried out almost the same as that in Part II for $\alpha \in(0,1)$.

Part IV: $\alpha=\infty$
Set $\mathbf{a}, \mathbf{b}, \mathbf{c}$ with $a_{i}, b_{i}, c_{i}$ given by

$$
\begin{aligned}
a_{i} & =\sum_{j=r}^{r^{\prime}-1} P_{Y \mid X}\left(y_{j} \mid x_{i}\right), \\
b_{i} & =\sum_{j=r^{\prime}}^{s} P_{Y \mid X}\left(y_{j} \mid x_{i}\right), \\
c_{i} & =\sum_{j=s+1}^{s^{\prime}} P_{Y \mid X}\left(y_{j} \mid x_{i}\right) .
\end{aligned}
$$

In this case, 25) still holds. Let $i=\arg \max _{1 \leq t \leq q}\left(a_{t}+\right.$ $\left.b_{t}\right), j=\arg \max _{1 \leq t \leq q}\left(b_{t}+c_{t}\right), k=\arg \max _{1 \leq t \leq q}\left(a_{t}+b_{t}+\right.$ $c_{t}$ ), and $l=\arg \max _{1 \leq t \leq q} b_{t}$. Then, we have

$$
\begin{aligned}
& w_{\alpha}(r, s)+w_{\alpha}\left(r^{\prime}, s^{\prime}\right)-w_{\alpha}\left(r, s^{\prime}\right)-w_{\alpha}\left(r^{\prime}, s\right) \\
= & -\left(a_{i}+b_{i}\right)-\left(b_{j}+c_{j}\right)+\left(a_{k}+b_{k}+c_{k}\right)+b_{l} \\
= & -\left(a_{i}+b_{i}\right)-\left(b_{j}+c_{j}\right)+\left(a_{k}+b_{k}\right)+ \\
& \quad\left(b_{l}+c_{l}\right)+\left(c_{k}-c_{l}\right) \\
\leq & c_{k}-c_{l} .
\end{aligned}
$$

Based on a similar deduction, we indeed have $w_{\alpha}(r, s)+$ $w_{\alpha}\left(r^{\prime}, s^{\prime}\right)-w_{\alpha}\left(r, s^{\prime}\right)-w_{\alpha}\left(r^{\prime}, s\right) \leq \min \left\{a_{k}-a_{l}, b_{l}-b_{k}, c_{k}-\right.$ $\left.c_{l}\right\}$. If $\min \left\{a_{k}-a_{l}, b_{l}-b_{k}, c_{k}-c_{l}\right\}>0$, we have both $a_{k} b_{l}>a_{l} b_{k}$ and $b_{k} c_{l}<b_{l} c_{k}$, leading to a contradiction to 25. Therefore, we must have $\min \left\{a_{k}-a_{l}, b_{l}-b_{k}, c_{k}-c_{l}\right\} \leq 0$, implying 23) is true.
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