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Abstract

Due to the continuous advancements of orthogonal frequency division multiplexing (OFDM) and

multiple antenna techniques, multiuser multiple input multiple output (MU-MIMO) OFDM is a key

enabler of both fourth and fifth generation networks. In this paper, we consider the problem of weighted

sum-rate maximization under latency constraints in finite buffer multicell MU-MIMO OFDM systems.

Unlike previous works, the optimization variables include the transceiver beamforming vectors, the

scheduled packet size and the resources in the frequency and power domains. This problem is motivated

by the observation that multicell MU-MIMO OFDM systems serve multiple quality of service classes and

the system performance depends critically on both the transceiver design and the scheduling algorithm.

Since this problem is non-convex, we resort to the max-plus queuing method and successive convex

approximation. We propose both centralized and decentralized solutions, in which practical design

aspects, such as signaling overhead, are considered. Finally, we compare the proposed framework with

state-of-the-art algorithms in relevant scenarios, assuming a realistic channel model with space, frequency

and time correlations. Numerical results indicate that our design provides significant gains over designs

based on the wide-spread saturated buffers assumption, while also outperforming algorithms that consider

a finite-buffer model.
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I. INTRODUCTION

Driven by the insatiable demands for mobile broadband and low-delay services, the fourth and

fifth generations of cellular networks have been advancing in terms of capacity, spectral efficiency,

reliability and latency. Indeed, the rapidly increasing number of mobile data subscriptions along

with a continuous increase in the average data volume per subscription has been leading to

a compounded annual growth rate in world-wide data traffic from 8.8 exabytes to above 70

exabytes between 2016 to 2022 [1].

In this context, current wireless systems do not only have to cope with the growing number of

data-hungry applications, but also with a large number of devices connected to the network. In

addition, new use cases, such as intelligent transport systems, industrial automation, augmented

reality and e-health, impose strict requirements in terms of latency and link reliability, thus

demanding sophisticated methods that are able to fulfill these diverse system demands [2], [3].

In particular, it is crucial to develop methods that are able to optimize spectrum utilization

considering quality of service (QoS) constraints.

Due to the continuous advancements of orthogonal frequency division multiplexing (OFDM)

and multiple antenna techniques, multi-user multiple input multiple output (MU-MIMO) OFDM

has become a key enabler of both fourth and fifth generation (4G/5G) networks. Indeed, MU-

MIMO systems have the potential to increase the spectral efficiency by allowing multiple in-

dependent data streams on shared frequency [4] while OFDM has low-complexity transceiver

design, high spectral efficiency, and easy integration with MIMO technologies [5].

In general, in MU-MIMO OFDM systems, binary decision variables are often advantageously

used for frequency-time resource assignment, which consists in indicating when a given user is

assigned to a particular resource [6]. Nevertheless, since linear transmit beamformers are complex

vectors, the decision variables can be implicitly modeled by them, which avoids binary decision

variables. In fact, once the design stage is done, the zero transmit beamforming vector indicates

that a user is not assigned on a given resource, whereas the non-zero transmit beamforming

vectors are used to determine the transmission rates of users on a space-frequency resource.

In addition, the performance of MU-MIMO OFDM systems significantly depends on the

considered traffic model. In this context, two models have been adopted in the recent literature:

full-buffer and finite-buffer [7]. On the one hand, the full-buffer traffic model is characterized

by having an unlimited amount of data to transmit in the users’ buffers. Moreover, due to the

absence of the packets’ arrival process, the number of users in the system is constant. The

main advantage of this model is its simplicity, thus it has been widely adopted for theoretical

investigations [8], [9]. On the other hand, the finite-buffer model assumes a finite amount of data
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to be transmitted or received in the users’ buffers. Moreover, both packets arrival and departure

processes are considered, which leads to a variation in the number of users in the system. In

other works, a given user is assigned a finite payload upon arrival, leaving the system after the

payload transmission or reception is completed. Even though this model has been less adopted

than the full-buffer model, it should be more appropriate for practical scenarios [7].

II. RELATED WORKS AND MAIN CONTRIBUTIONS

Recognizing the importance of resource allocation in multi-antenna systems, the research

community has proposed various resource allocation schemes that are applicable specifically in

multi-antenna systems. We categorize these schemes in terms of the number of sub-channels

and whether they are applicable in full-buffer or finite buffer systems. Following this literature

review, we specify the contribution of the present paper to this line of research.

A. Resource Allocation in Multi-Antenna Systems with a Single Sub-Channel and Full-Buffer

Traffic

In the literature, transceiver design has often been studied in the form of optimization prob-

lems with different objectives and constraints, as seen in [10] and references therein. Among

the possible objectives, sum-rate maximization is a well-motivated and often pursued problem

formulation. In [11] the authors studied the sum-rate maximization problem in multicell multiple

input single output (MISO) systems, presenting a solution based on the branch and bound (BB)

method. In [12] and [13], the authors proposed centralized and distributed solutions by exploiting

an iterative weighted minimum mean squared error (WMMSE) approach for a single-cell and

multicell MU-MIMO systems, respectively. Such a scenario was studied in [14], for which a

centralized iterative algorithm based on fractional programming was proposed. In [15] the authors

also proposed a centralized solution based on geometric programming. An algorithm based on

matrix fractional programming was proposed in [16], where the authors proved the convergence

of their algorithm using the minorization-maximization approach.

Although these works focused on the weighted sum-rate problem, the scheduling aspect

focusing on guaranteeing some per-user minimum QoS was not considered. In the literature,

QoS aspects have been extensively considered in the context of sum-power minimization, such as

those in [17]–[19]. In [17] the sum-power minimization problem subject to signal to interference-

plus-noise ratio (SINR) constraints was studied and a centralized solution based on minimum

mean squared error (MMSE) and uplink-downlink duality was proposed. In addition, a rigorous

convergence analysis was also provided. Centralized and distributed algorithms for sum-power
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minimization under minimum SINR constrains were also proposed in [19] and [18]. Other

works, such as [20], [21], have focused on the sum-energy efficiency maximization problem,

that consists in minimizing the energy consumption per transmitted bit. The weighted sum-rate

maximization problem with QoS guarantees was considered in [22]–[24]. In [22] the authors

proposed centralized and distributed solutions based on successive convex approximation (SCA),

difference of convex functions program (DCP) and Lagrangian relaxation. Centralized, semi-

distributed and distributed solutions were proposed in [23], [24] based on the BB method,

geometric programming and second-order cone programming (SOCP), SCA and DCP.

B. Resource Allocation in Multi-Antenna Systems with Multiple Sub-Channels and Full-Buffer

Traffic

Although the works listed in the previous subsection consider some minimum QoS assurance,

they assume a predetermined frequency-time resource assignment. Therefore, the full potential

of transceiver design and MU-MIMO OFDM systems is still not fully explored. In the literature,

frequency-time resource assignment with QoS guarantees in MU-MIMO single-cell systems was

studied in [25]–[27]. In [25], the authors proposed a low-complexity frequency-time resource

allocation algorithm for the sum-power minimization problem under rate constraints. Fairness

aspects were considered for MU-MIMO OFDM in [26] by using nonlinear dirty paper coding

(DPC)-based techniques. However, the DPC technique makes the proposed solution computation-

ally complex, which is not desirable for practical implementations of real-time networks where

complexity is an important feature. In [28] the sum-rate maximization problem with frequency-

time resource assignment was considered in multi-service scenarios. However, the joint space-

frequency resource allocation was ignored in [28], which was considered in another work by

the same authors in [27]. Nevertheless, they also assume the use of linear transmit beamformers

with equal power allocation, consequently, they do not perform precoder optimization. A joint

transceiver design and space-frequency resource allocation in a multicell scenario was considered

in [6] and [29]. In [6] the authors studied the sum-power minimization problem with SINR

constraints, where a centralized solution based on a BB algorithm was proposed. In [29], on the

other hand, the weighted sum-rate problem was considered but the QoS aspects were ignored.

Moreover, decentralized solutions were not proposed in [6] and [29].

C. Resource Allocation in Multi-Antenna Systems with Finite-Buffer Traffic

The works listed in the previous subsections have addressed QoS aspects and joint space-

frequency resource allocation. However, they assumed a full-buffer model in their modeling.
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As previously mentioned, these solutions cannot achieve the desired performance in practical

scenarios where the finite-buffer model is more suitable. In [30] the finite-buffer model was

considered and the queue minimization problem was studied using geometric programming.

In [31] the authors used the max-plus queuing approach for establishing a suitable model to

characterize packet latency and then transform the latency outage probability requirements into

minimum data rate constraints. However, these works assumed single antenna transmitters and

receivers, which reduces their problems to power allocation problems. In [32] the weighted

sum-rate problem was studied assuming a finite-buffer model for single-cell MISO scenarios.

In [33] the authors proposed a distributed solution based on Lyapunov optimization for energy-

efficiency with time average QoS constraints in a multicell MISO scenario. Centralized and

distributed solutions were proposed in [34] for maximizing the overall system utility while

stabilizing all transmission queues in multicell MU-MIMO scenarios. Nevertheless, [32]–[34]

consider a single sub-channel, thus not exploiting the full potential of OFDM. The problem of

transceiver design and resource allocation over the space-frequency resources without binary

decision variables provided by MU-MIMO OFDM was studied in [35], where the authors

proposed centralized and distributed solutions based on SCA and alternating optimization for

minimizing the number of backlogged packets waiting at each base station (BS). In addition, in

[36] the same authors extended the framework proposed in [35] in order to reduce the signaling

overhead, employing bidirectional training based on over-the-air signaling to update the coupling

inter-cell interference variables. However, both [35] and [36] ignored per-user QoS aspects. In

[37] the authors considered the latency outage probability requirement, while minimizing BS

usage and reducing the interfering range in distributed MIMO cooperative systems. In [38] the

weighted sum-rate maximization problem subject to latency outage probability requirements was

studied in a single-cell MU-MIMO scenario. However, by increasing the number of cells, a more

complex structure of the transceiver must be designed to combat the multicell interference, and

the centralized scheme developed in [38] becomes impractical in such scenarios.

D. Main Contributions

The main contributions of this work are summarized as:

1) Investigation of a variant of the weighted sum-rate maximization problem in which we

introduce latency outage probability constraints for multicell MU-MIMO OFDM systems

with finite-buffer. Therefore, the formulated problem considers altogether the transceiver

design in MIMO systems, user scheduling across multiple sub-channels, minimum QoS

requirements and a finite-buffer traffic model.
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2) Development of a centralized solution based on SCA, which is employed to handle the

non-convexity of the formulated optimization problem. Moreover, a novel decentralized

solution based on a partial Lagrangian relaxation and a subsequent primal-dual method

is also provided, for which we present a signaling scheme for deployments in practical

multicell MU-MIMO OFDM systems. The decentralized algorithm is highly non-trivial

due to the inherent coupling between the BSs.

3) A convergence analysis is provided proving that both centralized and decentralized solu-

tions converge to a Karush-Kuhn-Tucker (KKT) point of the novel formulated problem.

Our converge analysis is based on [22].

4) Performance evaluation by means of simulations, where we compare the proposed so-

lution with state-of-the-art optimization-based algorithms considering different aspects,

including Poisson and bursty traffic models, as well as imperfect channel state information

(CSI). Unlike previous works, we consider a realistic channel modeling based on the 3rd

Generation Partnership Project (3GPP)’s stochastic channel model with spatial, frequency

and time correlations. Simulations show that the proposed solution efficiently handles

the resource allocation across multiple sub-channels and finite-buffer scheduling, while

presenting performance gains in terms of outage probability and latency.

Organization: The remainder of the paper is organized as follows. Sections III and IV introduce

the system model and the weighted sum-rate maximization problem with maximum outage prob-

ability constraints, respectively. Section V describes the proposed centralized solution. Section VI

presents the proposed decentralized solution along with the involved signaling aspects. Section

VII provides the numerical results along with discussions and, finally, Section VIII highlights

the main conclusions, as well as perspectives for future works.

Notation: Throughout the paper, matrices and vectors are presented by boldface upper and

lower case letters, respectively. X𝑇 , X𝐻 , X−1 and X† stand, respectively, for transpose, Hermitian,

inverse and pseudo-inverse of a matrix X. {𝑥𝑖}∀𝑖 denotes the set of elements 𝑥𝑖 for the values

of 𝑖 denoted by the subscript expression. I is the identity matrix. Mapping of negative scalars

to zero is written as (·)+ = max(0, ·). Expected value of a random variable is denoted by E[·].
For a matrix X, tr (X) and det(X) are the trace and determinant operators, respectively.

III. SYSTEM MODEL

We consider the downlink of a multicell MU-MIMO scenario in an OFDM framework com-

posed of 𝑁 sub-channels, where 𝐵 base stations (BSs) equipped with 𝑁T antennas serve a

total of 𝑈 multi-antenna user equipments (UEs), each one equipped with 𝑁R antennas. Let

U = {1, 2, . . . ,𝑈} indicate the set of all users in the system. The number of users associated
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with BS 𝑏 is denoted by 𝑈𝑏, where each user 𝑢 is served by a single BS 𝑏𝑢. We assume that

all BSs serve the respective users with linear transmit beamforming.

We let 𝑆 denote the maximum number of spatial streams1. The downlink signal received by

user 𝑢 on sub-channel 𝑛 is given by

y𝑢,𝑛 = H𝑏𝑢 ,𝑢,𝑛M𝑢,𝑛x𝑢,𝑛 +
𝑈∑︁
𝑖=1
𝑖≠𝑢

H𝑏𝑖 ,𝑢,𝑛M𝑖,𝑛x𝑖,𝑛 + n𝑢,𝑛, (1)

where H𝑏𝑖 ,𝑢,𝑛 ∈ C𝑁R×𝑁T is the channel matrix between user 𝑢 and BS 𝑏 serving user 𝑖 on sub-

channel 𝑛, M𝑢,𝑛 ∈ C𝑁T×𝑆 is the transmit beamforming matrix that the BS uses on sub-channel

𝑛 to transmit the symbol x𝑢 ∈ C𝑆×1 to user 𝑢 with E
[
x𝑢xH

𝑢

]
= I and n𝑢,𝑛 ∈ C𝑁R ∼ CN(0, 𝜎2) is

the noise at user 𝑢 and sub-channel 𝑛. User 𝑢 decodes the signal y𝑢,𝑛 via a receive beamformer

matrix W𝑢,𝑛 ∈ C𝑁R×𝑆 so that the estimated symbol is given by

x̂𝑢,𝑛 = WH
𝑢,𝑛y𝑢,𝑛. (2)

Furthermore, the rate assigned to user 𝑢 is 𝑟𝑢 =
𝑁∑
𝑛=1

𝑟𝑢,𝑛, where 𝑟𝑢,𝑛 is the number of transmitted

bits per second for user 𝑢 on sub-channel 𝑛, which is given by

𝑟𝑢,𝑛 = log2 det
©­­­«I +H𝑏𝑢 ,𝑢,𝑛M𝑢,𝑛MH

𝑢,𝑛HH
𝑏𝑢 ,𝑢,𝑛

©­­«
𝑈∑︁
𝑖=1
𝑖≠𝑢

H𝑏𝑖 ,𝑢,𝑛M𝑖,𝑛MH
𝑖,𝑛H

H
𝑏𝑖 ,𝑢,𝑛

+ 𝜎2I
ª®®¬
−1ª®®®¬ . (3)

We assume the availability of perfect CSI at the transmitters and receivers for the design

of the proposed algorithms, similarly to the assumptions used in [12], [13], [19], [22]. In other

words, we assume that the channel matrix is perfectly known at transmitters and receivers without

channel estimation errors. Moreover, we consider that the channel matrices are generated using a

realistic channel modeling based on the 3GPP’s stochastic channel model with spatial, frequency

and time correlations [39], [40].

It is assumed that the packet arrival process for the 𝑢-th user is independent and identically

distributed (i.i.d) over the time slots and follows a Poisson distribution2 with average arrival rate

𝜆𝑢 [31], [35]. Also, the 𝑚-th packet size for user 𝑢, denoted by 𝐿𝑢,𝑚, is i.i.d over the time slots

1Note that 𝑆 ≤ rank
(
𝐻𝑏𝑢 ,𝑢,𝑛

)
= min(𝑁R, 𝑁T). Moreover, the number of streams allocated to each user will be computed by

the proposed algorithms, where a zero power transmit beamformer is used for a specific non-activated stream.

2We remark that the Poisson model is still relevant in practice as it is used for evaluation purposes in 3GPP analyses, such

as in [41]–[43]. Furthermore, the Poisson traffic model is useful because it allows handling non-convex optimization problems

and developing closed-form equations for centralized and decentralized algorithms.
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and follows an exponential distribution with mean packet size 𝐿𝑢,𝑚. We let 𝑄𝑢 represent the

number of backlogged packets destined for user 𝑢. The waiting time of the 𝑚-th packet in the

buffer of user 𝑢 is given by 𝑊𝑢,𝑚 and the respective transmission time is 𝛿𝑢,𝑚. Therefore, the

latency of the 𝑚-th packet destined to user 𝑢 is written as

𝐷𝑢,𝑚 = 𝑊𝑢,𝑚 + 𝛿𝑢,𝑚, (4)

which is given in time slots. Let us denote the maximum tolerable latency for packet transmission

as 𝑑max (in time slots) and the maximum outage probability as 𝜉. Thus, the latency outage

probably requirement of user 𝑢 can be expressed as

𝑃{𝐷𝑢,𝑚 > 𝑑max} ≤ 𝜉. (5)

IV. PROBLEM FORMULATION

We consider the following variant of the transceiver design problem for weighted sum-rate

maximization in MU-MIMO OFDM systems under per-BS maximum power and per-user latency

constraints:

maximize
W𝑢,𝑛,M𝑢,𝑛

𝑈∑︁
𝑢=1

𝛽𝑢

𝑁∑︁
𝑛=1

𝑟𝑢,𝑛 (6a)

subject to
𝑈𝑏∑︁
𝑢=1

𝑁∑︁
𝑛=1

tr
(
M𝑢,𝑛MH

𝑢,𝑛

)
≤ 𝑃𝑏, ∀𝑏, (6b)

𝑃{𝐷𝑢,𝑚 > 𝑑max} ≤ 𝜉, ∀𝑢, 𝑚, (6c)
𝑁∑︁
𝑛=1

𝑟𝑢,𝑛 ≤
𝑄𝑢

ΔTTI
, ∀𝑢, (6d)

where 𝛽𝑢 > 0 denotes the priority weight of user 𝑢, 𝑃𝑏 denotes the power budget of BS 𝑏

and ΔTTI is the duration of one transmission time interval (TTI). The optimization variables

are the transmit and receive beamforming matrices M𝑢,𝑛 ∈ C𝑁T×𝑆 and W𝑢,𝑛 ∈ C𝑁R×𝑆 ∀(𝑢, 𝑛),
respectively. Observe that constraints (6c) implicitly depend on the optimization variables. In

fact, the higher is the rate allocated to user 𝑢, the faster the 𝑚-th packet destined to user 𝑢 will

be transmitted from the BS to user 𝑢. Since the rate allocated to user 𝑢 depends on the transmit

beamformers {M𝑢,𝑛}∀(𝑛) and on the receive beamformers {W𝑢,𝑛}∀(𝑛) computed for that user,

consequently, both transmit and receive beamforming have an impact on the outage probability

requirement of user 𝑢. Finally, constraints (6d) state that the sum of the bits transmitted to user 𝑢

cannot be higher than the amount of bits in its buffer in order to avoid excessive allocation of

the resources. Unlike the full-buffer model, in which the transmit buffers relative to the users



9

always have an unlimited amount of data to be transmitted, the finite-buffer model assumes that

such buffers have a limited amount of data. Thus, the maximum allowed user rate can also be

determined by the users’ transmit buffer located at the BS. Recognizing this, and in order to

arrive at industrially applicable results, we are motivated to explicitly incorporate the finite buffer

in our model, whose size is a system parameter. The importance of these additional constraints

will be clearly shown by means of simulations in Section VII.

Therefore, the formulated problem allows to simultaneously optimize the transceiver design

and schedule the users across space-frequency resources in order to satisfy their packet latency

and rate demands, while also handling more realistic finite-buffer traffic models. However, the

packet latency as defined in (4) is very difficult to compute directly, thus the latency constraints

(6c) require some transformation so that we arrive at a tractable form. Besides that, we remark

that the sum-rate maximization problem considering an interference channel (i.e., with only

one user per BS) was shown to be strongly non-polynomial time (NP)-hard in Theorem 1 and

Theorem 6 of [44]. In fact, this NP-hardness was demonstrated in [44] even for a very simple

case (considering only one sub-channel and optimizing only the powers at the BSs). The sum-

rate maximization considered in our case, i.e., problem (6), has clearly a wider set of feasible

solutions, since it involves transceiver designs, power allocation for multiple users per cell, and

multiple sub-channels. Nevertheless, it is important to realize that adding further constraints to

an NP-hard problem does not necessarily result in another NP-hard problem. Therefore, having

a complete proof about the possible NP-hardness of problem (6) requires a much more detailed

analysis, which is beyond the scope of our work.

However, it is worth highlighting that due to the nonconvexity of problem (6), obtaining its

global optimal solution is computationally very difficult. As far as we know, no technique is able

to find the optimal solution for problem (6). Motivated by this issue, we develop centralized and

decentralized solutions that are capable of computing local optimal solutions to problem (6).

V. CENTRALIZED SOLUTION

This section proposes a centralized solution for problem (6). To this end, we first reformulate

the latency constraints in a tractable form. The resulting problem is non-convex, which is then

reformulated and iteratively solved by means of SCA.

A. Latency Constraint Reformulation

The main challenge involved in computing the latency outage probability defined in (5) lies

in the difficulty to calculate (4) using a closed form equation. To handle this issue, we resort to
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the max-plus queuing approach from random network calculation [31], [45], which enables the

transformation of the latency constraint in (5) into a data rate constraint.

Proposition 1: For each user 𝑢, when its buffer is not empty at time instant 𝑡 (i.e., 𝑄𝑢 (𝑡) > 0),

its instantaneous rate 𝑟𝑢 (𝑡) must be larger than or equal to the minimum data rate 𝑅min
𝑢 to

ensure that the maximum tolerable latency constraint in (5) is met. Mathematically, at each time

instant 𝑡,

𝑟𝑢 (𝑡)

≥ 𝑅min

𝑢 , 𝑄𝑢 (𝑡) > 0,

= 0, 𝑄𝑢 (𝑡) = 0,
(7)

where

𝑅min
𝑢 = −𝐿𝑢,𝑚

𝑑max

[
𝑊−1

(
𝜆𝑢𝑑max𝜉

1 − 𝑒𝜆𝑢𝑑max
𝑒

(
𝜆𝑢𝑑max

1−𝑒𝜆𝑢𝑑max

) )
+

(
𝜆𝑢𝑑max

1 − 𝑒𝜆𝑢𝑑max

)]
, (8)

where 𝑊−1(𝑥) : 𝑥 ∈ [−𝑒−1, 0] → [−∞,−1] is the lower branch of the Lambert function 𝑊

satisfying 𝑧 = 𝑊−1(𝑧𝑒𝑧).
Proof: The proof of this theorem follows from Lemma 1 and Theorem 1 from [31].

Using Proposition 1, we can replace the latency requirement constraints (6c) by the minimum

rate constraint (7). Furthermore, considering the set U𝑡 = {𝑢 | 𝑄𝑢 (𝑡) > 0, 𝑢 ∈ U}, which is the

set of users with bits to be received from the BS, problem (6) can be reformulated as follows:

maximize
W𝑢,𝑛,M𝑢,𝑛

𝑈∑︁
𝑢=1

𝛽𝑢

𝑁∑︁
𝑛=1

𝑟𝑢,𝑛 (9a)

subject to
𝑁∑︁
𝑛=1

𝑟𝑢,𝑛 ≥ 𝑅min
𝑢 , 𝑢 ∈ U𝑡 , (9b)

(6b), and (6d), (9c)

where this problem is solved for each time instant 𝑡. Problem (9) is nonconvex, which makes

the global optimal solution computationally difficult to be obtained. Therefore, in order to

design computationally lower complexity and practical solutions while preserving an efficient

performance, we resort to an approximation approach.

Due to rate and power constraints, problem (9) can be infeasible. In fact, the fulfillment of

rate constraints in interference-limited systems can cause feasibility issues even without power

constraints. Meanwhile, the restricted power budget can render the problem infeasible when the

rate constraints are set too high.
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B. Problem Reformulation

Considering the users’ viewpoint, the well-known linear MMSE receiver is the rate optimal

linear receiver since it maximizes the per-stream SINR and, consequently, the per-user rate [19],

[22]. The matrix expression for the MMSE receiver of user 𝑢 on sub-channel 𝑛 is

W𝑢,𝑛 =

(
𝑈∑︁
𝑖=1

H𝑏𝑖 ,𝑢,𝑛M𝑖,𝑛MH
𝑖,𝑛H

H
𝑏𝑖 ,𝑢,𝑛

+ 𝜎2I

)−1

H𝑏𝑢 ,𝑢,𝑛M𝑢,𝑛, (10)

and the mean squared error (MSE) matrix for user 𝑢 on sub-channel 𝑛 is given by

E𝑢,𝑛 = E
[
(WH

𝑢,𝑛y𝑢,𝑛 − x𝑢,𝑛) (WH
𝑢,𝑛y𝑢,𝑛 − x𝑢,𝑛)

H
]

=

(
I −WH

𝑢,𝑛H𝑏𝑢 ,𝑢,𝑛M𝑢,𝑛

) (
I −WH

𝑢,𝑛H𝑏𝑢 ,𝑢,𝑛M𝑢,𝑛

)H

+
∑︁
𝑖=1
𝑖≠𝑢

WH
𝑢,𝑛H𝑏𝑖 ,𝑢,𝑛M𝑖,𝑛MH

𝑖,𝑛H
H
𝑏𝑖 ,𝑢,𝑛

W𝑢,𝑛 + 𝜎2WH
𝑢,𝑛W𝑢,𝑛. (11)

Now, by assuming that MMSE receivers are employed at all users, we take advantage of a

useful relation between the MSE, E𝑢,𝑛 ∈ C𝑆×𝑆, and the rate, 𝑟𝑢,𝑛 [12], [13]:

𝑟𝑢,𝑛 = log2 det
(
E−1
𝑢,𝑛

)
. (12)

At this point, we can replace (12) in (9), use the relaxed MSE expression in (11) and apply

the relaxed rate expression 𝑟𝑢,𝑛 ≤ 𝑟𝑢,𝑛, which facilitates the SCA that will be later adopted. We

can thus reformulate the original problem as follows:

maximize
W𝑢,𝑛,M𝑢,𝑛,

𝑟𝑢,𝑛,E𝑢,𝑛

𝑈∑︁
𝑢=1

𝛽𝑢

𝑁∑︁
𝑛=1

𝑟𝑢,𝑛 (13a)

subject to 𝑟𝑢,𝑛 ≤ − log2 det(E𝑢,𝑛), ∀𝑢 ∈ U𝑡 , 𝑛, (13b)
𝑁∑︁
𝑛=1

𝑟𝑢,𝑛 ≥ 𝑅min
𝑢 , 𝑢 ∈ U𝑡 , (13c)

𝑁∑︁
𝑛=1

𝑟𝑢,𝑛 ≤
𝑄𝑢

ΔTTI
, 𝑢 ∈ U𝑡 , (13d)(

I −WH
𝑢,𝑛H𝑏𝑢 ,𝑢,𝑛M𝑢,𝑛

) (
I −WH

𝑢,𝑛H𝑏𝑢 ,𝑢,𝑛M𝑢,𝑛

)H

+
∑︁
𝑖=1
𝑖≠𝑢

WH
𝑢,𝑛H𝑏𝑖 ,𝑢,𝑛M𝑖,𝑛MH

𝑖,𝑛H
H
𝑏𝑖 ,𝑢,𝑛

W𝑢,𝑛 + 𝜎2WH
𝑢,𝑛W𝑢,𝑛 ≤ E𝑢,𝑛, ∀𝑢 ∈ U𝑡 , 𝑛, (13e)

and (6b). (13f)
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Problem (13) is still a non-convex problem even for fixed receive beamformers, {W𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) .

Fortunately, following the approach from [35], we can resort to the SCA approach [46], [47] to

relax the non-convex rate constraints in (13b) using a sequence of convex subsets by applying

the first-order Taylor approximation around a fixed MSE point E(𝑘)𝑢,𝑛 as

𝑟𝑢,𝑛 ≤ − log2 det
(
E(𝑘)𝑢,𝑛

)
−

tr
((

E(𝑘)𝑢,𝑛

)−1 (
E𝑢,𝑛 − E(𝑘)𝑢,𝑛

))
log(2) , (14)

where {E(𝑘)𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) denotes the points of approximation for the spatial data streams in the 𝑘th

iteration. Using (14), the rate constraints in (13b) can be approximated as convex constraints.

Finally, problem (13) can be presented in the 𝑘th iteration for fixed {E(𝑘)𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) as

maximize
W𝑢,𝑛,M𝑢,𝑛,

𝑟𝑢,𝑛,E𝑢,𝑛

𝑈∑︁
𝑢=1

𝛽𝑢

𝑁∑︁
𝑛=1

𝑟𝑢,𝑛 (15a)

subject to (6b), (13c), (13d), (13e) and (14). (15b)

Now, problem (15) is convex for either {W𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) or {M𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) when keeping the

other variables fixed. Consequently, the beamforming design is an iterative process where the

receive and transmit beamformers are alternately updated. The complete SCA algorithm can be

seen in Algorithm 1.

We remark that the global optimality of the solution achieved by Algorithm 1 cannot be

guaranteed, which occurs due to the iterative linear approximation procedure employed by the

SCA method [46], [47]. In other words, unfortunately, we were not able to find the optimal

solution of the non-trivial and non-convex problem (6). However, as it is shown in Appendix A,

Algorithm 1 converges to a KKT point of problem (9). Thus, we are capable of computing

local optimal solutions to problem (9), which are attractive options considering the difficulty to

solve this problem. Furthermore, in the initialization phase of Algorithm 1, one needs to obtain

arbitrary feasible transmit beamformers3 {M(0)𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) so that the transmit power constraint

and rate constraints of problem (15) are satisfied. Once problem (15) has been solved, the current

MSE values {E(𝑘)𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) are used to update the point of approximation for the next iteration,

E(𝑘+1)𝑢,𝑛 , so that constraints (14) hold with equality ∀(𝑢 ∈ U𝑡 , 𝑛).
Algorithm 1 is executed by a central controlling unit, which is responsible for computing

all the transmit and receive beamformers using global CSI. Multiple SCA updates can be

performed for each fixed receive beamformer update until the convergence has been achieved or

3Weighted common rate maximization such as in [23] can be used to obtain a feasible and valid initial point for Algorithm 1.
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Algorithm 1 Centralized algorithm using SCA.

1: Initialize {M(0)𝑢,𝑛,E
(0)
𝑢,𝑠,𝑛}∀(𝑢∈U𝑡 ,𝑛) .

2: repeat
3: Generate {W𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) using (10).

4: Set 𝑘 = 0.

5: repeat
6: Solve {M𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) from (15).

7: Set 𝑘 = 𝑘 + 1.

8: Update {E(𝑘)𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) from (15).

9: until Convergence has been reached or 𝑘 > 𝐼𝑚𝑎𝑥 .

10: until Convergence has been reached.

a maximum number of iterations, 𝐼max, has been performed. Upon convergence of the algorithm,

the central controlling unit sends the optimized transmit beamformers to the respective BSs for

data transmission, while linear MMSE receivers are used for data reception.

VI. DECENTRALIZED SOLUTION AND SIGNALING ASPECTS

As we saw before, centralized solutions require global CSI availability at a central controlling

unit for performing the transmit and receive beamforming computations. However, such central

controlling units are not always available, in which case distributed solutions are desirable. This

can be the case in mobile networks, in which powerful centralized computational entities are

not (yet) deployed in a cloud node, or when the mobile network operator prefers to deploy

decentralized computations in the radio access network and fiber optical networks connecting

the base stations. Therefore, in this section, we propose a decentralized solution where the

adaptation of variables is executed distributedly among the nodes (users and BSs). In addition,

to address the need for exchanging information between nodes in decentralized solutions, we

present a signaling scheme in Section VI-B to enable the decentralized processing.

A. Decentralized solution

Due to the interference terms and rate constraints present in the transmit beamformer update

phase, the optimization problem (13) is, in general, not decoupled among BSs. Therefore, we
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propose a decentralized solution by initially applying a partial Lagrangian relaxation of the rate

constraints (13c) and (13d). The proposed relaxed formulation of problem (13) is given as:

maximize
W𝑢,𝑛,M𝑢,𝑛,

𝑟𝑢,𝑛,E𝑢,𝑛

𝑈∑︁
𝑢=1

𝛽𝑢

𝑁∑︁
𝑛=1

𝑟𝑢,𝑛 −
𝑈∑︁
𝑢=1

𝛾𝑢

(
𝑅min
𝑢 −

𝑁∑︁
𝑛=1

𝑟𝑢,𝑛

)
−

𝑈∑︁
𝑢=1

𝜙𝑢

( 𝑁∑︁
𝑛=1

𝑟𝑢,𝑛 −
𝑄𝑢

ΔTTI

)
(16a)

subject to (6b), (13b) and (13e). (16b)

However, due to constraints (13b) and (13e), this reformulation is still coupled among BSs.

Then, we apply the primal-dual method [48] aiming to solve (16) in a decentralized way, where

the dual variables {𝛾𝑢, 𝜙𝑢}∀𝑢∈U𝑡
are fixed while solving the primal problem (16) and updated

according to the violation of the corresponding constraints.

The primal problem (16) is solved iteratively. Thus, we begin by fixing the receive beamform-

ing vectors to be the MMSE receive beamformers (10) and then apply the convex approximation

in constraints (13b), obtaining:

maximize
M𝑢,𝑛,𝑟𝑢,𝑛,

E𝑢,𝑛

𝑈∑︁
𝑢=1

𝛽𝑢

𝑁∑︁
𝑛=1

𝑟𝑢,𝑛 −
𝑈∑︁
𝑢=1

𝛾𝑢

(
𝑅min
𝑢 −

𝑁∑︁
𝑛=1

𝑟𝑢,𝑛

)
−

𝑈∑︁
𝑢=1

𝜙𝑢

( 𝑁∑︁
𝑛=1

𝑟𝑢,𝑛 −
𝑄𝑢

ΔTTI

)
(17a)

subject to (6b), (13e) and (14). (17b)

We solve the KKT conditions of problem (17) by assuming that (13e) and (14) are tight.

Thus, from the KKT conditions of problem (17), the dual variables, {𝜓𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) , related to

constraints (14) are computed as:

𝜓𝑢,𝑛 = [𝛽𝑢 + 𝛾𝑢 − 𝜙𝑢]+. (18)

Meanwhile, the dual variables related to constraints (13e), denoted as 𝜽𝑢,𝑛 ∈ C𝑆×𝑆 ∀(𝑢 ∈ U𝑡 , 𝑛),
are updated as follows:

𝜽 (𝑘+1)𝑢,𝑛 = 𝜽 (𝑘)𝑢,𝑛 + 𝜌(𝑘)
(

𝜓𝑢,𝑛

E(𝑘)𝑢,𝑛 log(2)
− 𝜽 (𝑘)𝑢,𝑛

)
, (19)

where each element of 𝜽 (𝑘+1)𝑢,𝑛 can be interpreted as a point in the line segment between each

element in 𝜽 (𝑘)𝑢,𝑛 and 𝜓𝑢,𝑛

E(𝑘)𝑢,𝑛 log(2)
determined by a diminishing or fixed step size 𝜌(𝑘) ∈ (0, 1).

The choice of 𝜌(𝑘) is system-dependent and its value affects the convergence behavior and also

controls the oscillations in the users’ rate when (18) is negative (before projection) due to over-

allocation of resources. In other words, when the achievable rate of a given user is greater than

the amount of bits available in its buffer, (18) can be zero, consequently, 𝜽 (𝑘+1) is element-wise

lower than 𝜽 (𝑘) , as seen in (19). As we will see later, the dual variable 𝜽 (𝑘)𝑢,𝑛 acts as precoder weight
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for computing M𝑢,𝑛, thus, when reducing the elements of 𝜽 (𝑘)𝑢,𝑛 , the achievable rate decreases in

order to avoid over-allocation of resources.

From the KKT conditions of (17), we can solve the transmit beamformers, {M𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) ,

as follows:

M𝑢,𝑛 = (Q𝑏𝑢 + 𝜈𝑏𝑢I)−1HH
𝑏𝑢 ,𝑢,𝑛

W𝑢,𝑛𝜽𝑢,𝑛, (20)

where Q𝑏𝑢 =
∑𝑈

𝑖=1 HH
𝑏𝑢 ,𝑖,𝑛

W𝑖,𝑛𝜽𝑖,𝑛WH
𝑖,𝑛

H𝑏𝑢 ,𝑖,𝑛 and 𝜈𝑏𝑢 is the dual variable associated to the power

budget constraints of (17). From (20) we can observe that {𝜽𝑢,𝑛}∀(𝑢,𝑛) act as weights of user 𝑢

on sub-channel 𝑛. The value of 𝜈𝑏𝑢 ≥ 0 should be chosen to meet the complementary slackness

condition of the power budget constraints. Note that if the power constraint is not active when

solving (20) for 𝜈𝑏𝑢 = 0, then the beamformers are optimal. Otherwise, the optimal value of 𝜈𝑏𝑢
can be obtained using one dimensional search techniques (e.g., bisection method) with respect

to the power budget constraints [13]. The high complexity due to the matrix inversion in (20)

can be reduced by using an eigenvalue decomposition of Q𝑏𝑢 + 𝜈𝑏𝑢I, as shown in [13], or by

solving the linear system (Q𝑏𝑢 + 𝜈𝑏𝑢I)M𝑢,𝑛 = HH
𝑏𝑢 ,𝑢,𝑛

W𝑢,𝑛𝜽𝑢,𝑛,∀(𝑢 ∈ U𝑡 , 𝑛).
Once the current MSE values, {E𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) are computed, we update the variable 𝑟

(𝑘+1)
𝑢,𝑠,𝑛 as:

𝑟
(𝑘+1)
𝑢,𝑛 = − log2 det

(
E(𝑘)𝑢,𝑛

)
−

tr
((

E(𝑘)𝑢,𝑛

)−1 (
E𝑢,𝑛 − E(𝑘)𝑢,𝑛

))
log(2) . (21)

In addition, the SCA operating point is also updated with the current MSE value, i.e., E(𝑘+1)𝑢,𝑛 =

E𝑢,𝑛, ∀(𝑢 ∈ U𝑡 , 𝑛). Finally, in the dual update, the rate demand weight factors {𝛾𝑢}∀𝑢∈U𝑡
and

queue weight factors {𝜙𝑢}∀𝑢∈U𝑡
follow, from their respective constraint violations, as

𝛾
(𝑘+1)
𝑢 =

(
𝛾
(𝑘)
𝑢 + 𝜌(𝑘)

(
𝑅min
𝑢 −

𝑁∑︁
𝑛=1

𝑟
(𝑘+1)
𝑢,𝑛

))+
, (22)

and

𝜙
(𝑘+1)
𝑢 =

(
𝜙
(𝑘)
𝑢 + 𝜌(𝑘)

( 𝑁∑︁
𝑛=1

𝑟
(𝑘+1)
𝑢,𝑛 − 𝑄𝑢

ΔTTI

))+
. (23)

This also corresponds to a subgradient update of the dual variables in terms of (17) with the

approximated rate constraints, where setting an appropriate value for the step size plays an

important role (for more details, see [48], [49]).

Algorithm 2 describes the proposed decentralized solution. As we can see, multiple consecutive

SCA updates can be performed for each fixed receive beamformer update, such as in Algorithm 1.

It is worth mentioning that the weights {𝜽𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) depend only on the instantaneous MSE

values {E𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) , while the variables {𝛾𝑢, 𝜙𝑢}∀𝑢∈U𝑡
are computed using only the current

rate value of user 𝑢. Therefore, assuming the knowledge of the received signal covariance, these
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Algorithm 2 Decentralized algorithm.

1: Initialize {M(0)𝑢,𝑛,E
(0)
𝑢,𝑛, 𝜽

(0)
𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) and {𝛾 (0)𝑢 , 𝜙

(0)
𝑢 }∀𝑢∈U𝑡 ,𝑛.

2: BS: Use initial {M𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) to transmit pilots.

3: repeat
4: UE: Generate W𝑢,𝑛 using (10).

5: Set 𝑘 = 0.

6: repeat
7: UE: Measure MSE E𝑢,𝑛 as shown in (11).

8: UE: Compute 𝑟𝑢,𝑛 using (21).

9: UE: Update variable 𝜓𝑢,𝑛 from (18).

10: UE: Update variable 𝛾𝑢 from (22).

11: UE: Update variable 𝜙𝑢 from (23).

12: UE: Update the weights 𝜽𝑢,𝑛 from (19).

13: UE: Send 𝜽𝑢,𝑛 to BS using uplink signaling.

14: BS: Exchange {𝜽𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) via backhaul link.

15: BS: Solve {M𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) from (20).

16: BS: Use {M𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) to transmit pilots.

17: UE: E(𝑘+1)𝑢,𝑛 ← E𝑢,𝑛.

18: Set 𝑘 = 𝑘 + 1.

19: until Convergence has been reached or 𝑘 > 𝐼𝑚𝑎𝑥 .

20: until Convergence has been reached.

variables can be computed locally at each user. Then, using some signaling strategy (which is

discussed later), such information can be transmitted to the BSs. The convergence analysis of

Algorithm 2 is shown in Appendix A.

To the best of our knowledge, methods for finding feasible initialization points, such as in

[23], require centralized processing, which can be critical for decentralized solutions. However,

differently from the centralized solution, the rate constraints are not required to be feasible at each

iteration of the proposed decentralized algorithm. Therefore, it is not necessary to find a feasible

initialization point [22]. This is accomplished by means of the non-trivial partial Lagrangian

relaxation followed by a dual-based decomposition that we apply when developing the proposed

decentralized solution.

In general, the algorithm will find a feasible solution, mainly, when the power budget and

maximum rate requirements are large in comparison to the minimum rate requirements. On the
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other hand, the algorithm can fail to find a feasible solution when the power budget is (severely)

tight and the feasible regions around the locally optimal points are restricted. See [48] for more

details about ill-conditioned problem formulation. Observe that, even if the algorithm fails in

finding a feasible solution, the algorithm can still find a region where the rate constraints violation

is reasonably small. Indeed, for non-feasible rate constraints, the rate demand variables, 𝛾𝑢, will

increase until the minimum rate constraints are satisfied. The same occurs for queue weight

variables, 𝜙𝑢, which increase until the maximum rate constraints are fulfilled.

B. Signaling Aspects

In this section, we propose a signaling framework for practical implementation of the proposed

decentralized algorithm, which uses precoded pilots and relies on backhaul signaling.

The signaling scheme adopted herein is based on [50], and extended to our proposed frame-

work. Thus, only local CSI is required to be available at the BSs and users. The proposed

precoded pilot scheme is required for the update of the receive beamforming matrices from (10)

at the user side and transmit beamforming matrices from (20) at the BSs, where both (10) and

(20) require some knowledge about interfering CSI.

Considering the acquisition of CSI needed to compute the MMSE receivers in (10) at the user

side, besides the local channel from BS 𝑏𝑢 to user 𝑢, the channel information that needs to be

acquired by user 𝑢 is H𝑏𝑖 ,𝑢,𝑛, which is the channel between user 𝑢 and all the BSs 𝑏𝑖 in the

system. User 𝑢 does not need to have knowledge of the channel from a given BS 𝑏𝑖 and any

other user 𝑢̃ ≠ 𝑢. Nevertheless, acquiring the channel matrix H𝑏𝑖 ,𝑢,𝑛 in itself is a very difficult

task. To this end, what user 𝑢 can actually estimate is the effective channel H𝑏𝑖 ,𝑢,𝑛M𝑖,𝑛, which

accounts for the interference caused by all BSs in the system when transmitting to all the users

in all streams for sub-channel 𝑛. In fact, the effective channels H𝑏𝑖 ,𝑢,𝑛M𝑖,𝑛, for 𝑖 = 1, . . . ,𝑈 can

be estimated by user 𝑢 using the precoded pilot signaling scheme adopted herein. Therefore, in

the proposed scheme all nodes use known orthogonal precoded pilot symbols, allowing perfect

signal separation and estimation of the effective channels. Specifically, users should be more

aware of the neighborhood and measure the base stations in the near vicinity, i.e., the users

should be able to measure pilots from the BSs in the system in order to be able to compute their

respective MMSE receive beamformers. More details can also be found in [50].

Considering the acquisition of CSI required to compute the transmit beamforming vectors in

(20) at the BS side, each BS requires the knowledge of the effective channels from all users

in the system to itself. Similarly to what is done at the user side, the interfering CSI can be

obtained by each base station by measuring the precoded pilots sent by all users in the system.

Consequently, the same assumptions described above all hold for the CSI estimation at the BS.
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Fig. 1: Frame structure.
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Fig. 2: Signaling exchange illustration in a multicell MIMO-OFDM scenario.

During the execution of Algorithm 2, the precoded pilots are transmitted by means of an over-

the-air signaling between users and BSs, while backhaul signaling is required for communications

between BSs. Given these considerations, Fig. 1 presents the proposed frame structure, which

is a modified version of the frame structure proposed in [50].

The frame structure in Fig. 1 is split into two parts: a beamformers setup phase and data

transmission phase. The over-the-air and backhaul signaling occur during the beamformers setup

phase, where the over-the-air signaling is divided into two phases, more precisely, the forward

precoded pilot transmission from BS to the users, denoted as BU, which occurs in lines 2 and

16 of Algorithm 2, and the backward signaling from each user to its serving BS, namely UB,

which occurs in line 13 of Algorithm 2. Finally, the backhaul signaling is used to share the

weights {𝜽𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) between BSs in line 14 of Algorithm 2, which is denoted as BB. The

signaling exchange for a multicell MU-MIMO with two BSs is illustrated in Fig. 2.

C. Computational Complexity and Signaling Overhead

The computational complexity of the decentralized algorithm (i.e., Algorithm 2) is dominated

by the matrix inversion in (10) and (20), and the MSE computation in (11). It should be noted

that (10), (11) and (20) are also required by the conventional WMMSE approaches in [13],

[22], [35], which correspond to the baseline algorithms considered in this paper. Therefore,
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the per-iteration and per-subchannel computational complexity of (10), (11) and (20) is in the

order O(𝑈2𝑁𝑇𝑁
2
𝑅
+𝑈2𝑁2

𝑇
𝑁𝑅 +𝑈2𝑁3

𝑇
+𝑈𝑁3

𝑅
). Therefore, assuming that the computation of other

variables can be solved by linear expressions, whose contribution to the overall complexity can be

ignored, the per-iteration and per-subchannel computational complexity of the proposed solution

is also in the order O(𝑈2𝑁𝑇𝑁
2
𝑅
+𝑈2𝑁2

𝑇
𝑁𝑅 +𝑈2𝑁3

𝑇
+𝑈𝑁3

𝑅
). Such a per-iteration computational

complexity can be easily handled by current base stations and user devices for a moderate number

of transmit/receive antennas.

In addition, the proposed solution can be implemented in a distributed fashion by applying a

precoded pilot signaling scheme, which is described in Section VI-B. In that signaling scheme,

each iteration has an associated overhead due to the transmission of precoded uplink/downlink

pilots. Based on [50], we can measure the communication overhead by the number of orthogonal

pilot symbols needed for each iteration, which is given by Ω = 2𝑇𝐵𝑈𝑏𝑆, where 𝑇 is the

number of iterations. Thus, the minimum number of orthogonal pilots, Ω, increases with the

number of data streams, base stations, users, and iterations. Therefore, increasing the number

of inner iterations of Algorithm 2 incurs a higher signaling overload. Thus, in order to obtain

a practical implementation of Algorithm 2 with minimal signaling overhead, this number of

iterations can be limited to a maximum of 10 iterations per data frame, as suggested in [50], at

the cost of a possibly lower performance in some situations. Under these conditions, the proposed

decentralized algorithm has the potential to handle moderate latency-sensitive applications.

Considering the above discussion, we conclude that the proposed solution has a computational

complexity comparable with that of existing solutions, which can be handled by existing hard-

ware, and can be efficiently deployed based on the proposed precoded pilot scheme.

VII. PERFORMANCE EVALUATION

In this section we present the simulation setting and simulation results. More precisely,

Section VII-A details the simulation setup. The convergence analysis of the proposed solutions

is conducted in Section VII-B, while the performance evaluation using a Poisson traffic model is

presented in Section VII-C. Section VII-D shows the performance of the proposed solution under

a bursty traffic model and, finally, we analyze the impact of imperfect CSI in Section VII-E.

A. Simulation Assumptions

We consider the downlink of multicell MU-MIMO OFDM scenarios where each BS is located

at the center of a hexagonal cell and the users are uniformly distributed within the cell. We set
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the inter-site distance to 250 m. Moreover, uniform linear arrays are employed by all UEs and

BSs. The BS and UEs heights are 25 m and 1.5 m, respectively, and the UEs speed is equal to

3 km/h. The 5G stochastic radio channel for dual mobility (5G-StoRM) [39], [40], assuming the

urban micro (UMi) scenario, is used for all links, considering a carrier frequency of 2 GHz and

that each sub-channel has a bandwidth of 180 kHz. More details about the channel generation

can be found in [39], [40]. For all analyzed scenarios, the power budget is 𝑃𝑏 = 35 dBm, ∀𝑏 ∈ B
and the step size, 𝜌(𝑘) , is fixed to be equal to 0.01. Also, every user has the same average packet

arrival rate and packet size in the simulation. Unless otherwise stated, 𝐿̄𝑢,𝑚 = 9600 bits. Based

on [51], the maximum outage probability and the maximum tolerable latency are set as 0.05 and

20 ms, respectively (i.e., 𝜉 = 0.05 and 𝑑max = 20 ms). The simulations are performed during

300 time slots or TTIs, where each TTI has a duration of 1 ms. Also, the results are obtained

from 100 Monte-Carlo simulations.

We consider three state-of-the-art solutions for performance comparison against our proposed

solution. The first solution is the WMMSE algorithm [13], which solves a weighted sum-rate

maximization problem without QoS constraints. The second solution is the joint space-frequency

resource allocation (JSFRA) algorithm [35], which minimizes the total number of backlogged

packets in each TTI. Finally, we also consider the algorithm proposed in [22], which solves

the weighted sum-rate maximization problem with minimum rate requirements (hereafter, the

solution from [22] is referred to as Kaleva). Note that both WMMSE and Kaleva algorithms

were conceived assuming a full-buffer model, while the JSFRA solution considers a finite-buffer

model.

B. Convergence Analysis

Fig. 3 depicts the total number of transmitted bits as a function of the number of iterations

for different values of 𝑅min
𝑢 and 𝑄𝑢. The proposed solutions converges to the final solution

with a low number of iterations. Moreover, when 𝑄𝑢 increases, for a fixed value of 𝑅min
𝑢 , the

proposed solutions achieve a higher number of transmitted bits. In general, users with good

channel conditions should diminish their data rate in order to avoid over-allocation of resources.

However, when 𝑄𝑢 increases, more bits are available in the buffers, thus, these users can transmit

more data and, consequently, increase the system total data rate. On the other hand, when we

increase the minimum number of transmitted bits required per user, 𝑅min
𝑢 , for a fixed value

of 𝑄𝑢, we observe that the number of transmitted bits achieved by the proposed algorithm

diminishes. The reason behind this is that the proposed solution allocates more resources to

users in poor channel conditions in order to fulfill the minimum number of transmitted bits

for all users, consequently, diminishing the total number of transmitted bits. Finally, comparing
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the performance of the proposed solutions, we can see that the proposed decentralized solution

(Algorithm 2) performs very close to the centralized solution (Algorithm 1) in terms of number

of transmitted bits for different data rate requirements. However, we remark that the centralized

solution requires an initial feasible point of problem (15) to start the iterations in Algorithm 1,

which demands high computational complexity. On the other hand, the decentralized solution

presents a better trade-off between performance and computational complexity. Consequently,

we use only the decentralized solution for further performance evaluations.

In Fig. 4, we show the convergence of the number of transmitted bits for all users for Algorithm

2. In the first iterations of the algorithm, only part of the users are assigned with a number of

transmitted bits higher than the minimum requirement. Nevertheless, as the algorithm converges,

it adjusts the number of transmitted bits for the remaining users in order to fulfill the minimum
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requirement for all users. Moreover, it can be seen that some users, specially those with high

channel gains, have the potential to transmit more bits than the number of available bits in

their buffers. However, as the proposed solution converges, it reduces the amount of assigned

transmitted bits for those users in order to avoid over-allocation of the resources. Finally, it is

worth highlighting that only a low number of iterations is needed to achieve a good solution. In

the case illustrated in Fig. 4, for example, 10 iterations would be enough to assure that all users

are transmitting an amount of bits between 𝑅min
𝑢 and 𝑄𝑢.

C. Poisson Traffic Model

As previously mentioned, the Poisson traffic model still plays an important role in practice,

as it is used for evaluation purposes in 3GPP analyses. Therefore, this subsection is concerned

with a performance analysis considering a Poisson traffic model.

Fig. 5 presents the outage probability versus the average arrival rate of packets, 𝜆𝑢. For this

analysis, we consider two different setups: (I) in the first setup, the user weights are set to 1

for all users, i.e., 𝛽𝑢 = 1, ∀𝑢 ∈ U𝑡 ; and (II) in the second setup, four different user weights

are assigned to the users. Specifically, as we have 4 users per BS, each user of a given BS has

a different weight. These user weights are kept fixed within each Monte-Carlo simulation, but

change for different users in different Monte-Carlo simulations. In this work, we assume two

cases for the second setup: 𝛽𝑢 ∈ {1, 3, 5, 7} and 𝛽𝑢 ∈ {1, 0.1, 0.01, 0.001}
First, we can observe that the outage probability increases as the average packet arrival rate

increases for all solutions. This occurs because more packets arrive at the users’ buffers, leading

to an increase in the waiting time of packets, consequently, increasing the number of outages.

Also, note that different user weights have a significant impact on the WMMSE performance.

In fact, this is expected because the WMMSE algorithm allocates more resources to users

with high priority (higher user weights) in order to maximize the weighted sum-rate without

considering the minimum data rate demands, leading to an increase in the outage probabil-

ity. Regarding the JSFRA algorithm, we observe an increase in the outage probability when

𝛽𝑢 = {1, 0.1, 0.01, 0.001}. The reason for this is that, as the users’ weights are not relatively

close, the JSFRA algorithm tends to prioritize the users with high priority instead of the users

with a higher number of queued packets. Consequently, the users with a higher number of

queued packets tend to accumulate more bits in their buffers, affecting the outage probability

performance of this solution. On the other hand, the outage probability of the Kaleva and the
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proposed solution remains almost unchanged for all setups4. This occurs because the average

outage probability is related to minimum data rate requirements, which are not changed in both

cases. Differently from the WMMSE and JSFRA algorithms, both the Kaleva and the proposed

solutions take into account minimum QoS requirements. Consequently, even prioritizing the

users with a higher priority, these solutions aim at meeting the QoS constraints of each user,

which causes a more fair distribution of the resources among users. Moreover, importantly, the

proposed solution takes into account that the sum of the bits transmitted to a given user cannot

be higher than the number of bits in its buffer in order to avoid excessive allocation of the

resources. Therefore, although the users with higher weights can contribute more to increase the

objective function (weighted sum-rate), their contribution is limited by their respective buffers’

length.

In addition, one can see that the WMMSE and Kaleva algorithms present the worst perfor-

mance in terms of outage among the analyzed solutions. The main reason is that these solutions

assume a full-buffer model. Furthermore, the WMMSE solution prioritizes the users with best

channel conditions without considering minimum per-user rate requirements, thus, increasing

the number of outages for packets of users in worst channel conditions. The Kaleva solution,

on the other hand, takes into account minimum per-user rate requirements, which makes its

performance better than the one of the WMMSE solution. Nevertheless, the outage probability

obtained by the Kaleva solution is still higher than the maximum outage probability allowed.

4It is worth noting that this is not necessarily the case for other metrics, such as the objective function in (6), which is clearly

affected by the user weights. This means that the user weights have an impact on the computed solution, so that we cannot

always optimize the sum-rate problem instead of the weighted sum-rate problem.
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This occurs because, according to Proposition 1, it tries to fulfill the minimum requirements for

all users, even though some users do not have bits to be transmitted.

We can also see that the JSFRA solution is able to maintain low outage probability values

for low values of 𝜆𝑢 and the users’ priorities are relatively the same. The reason is that the

JSFRA solution aims to minimize the total number of backlogged packets in each TTI, which

indirectly focuses on delay constraints. However, in general, this solution prioritizes users with

a higher number of bits in their buffers before considering the users with a smaller number of

bits, thus, when 𝜆𝑢 increases, users with worst channel conditions tend to accumulate more bits

and, consequently, are prioritized. However, those users are not able to achieve high data rates,

which increases the waiting time of packets from those users, causing outages.

Finally, the proposed solution is able to maintain the outage probability below the maximum

allowed value for almost the entire simulated range of 𝜆𝑢. Unlike the Kaleva solution, the

proposed algorithm focuses only on users with buffers that are not empty, thus, it can dedicate

more resources to those users and fulfill their minimum rate requirements, which is sufficient

to guarantee a low outage. Note that by guaranteeing the minimum data rate for each user,

the proposed algorithm overcomes the problems related to the JSFRA solution. In fact, in the

first setup, the JSFRA solution maintains the outage probability less than the maximum allowed

value for 𝜆𝑢 ≤ 0.045 while the proposed solution is able to fulfill the outage requirement for

𝜆𝑢 ≤ 0.072, yielding a gain of 60% in terms of supported load. Moreover, for 𝜆𝑢 = 0.06,

the proposed solution presents a reduction of 43% of the outage rate compared to the JSFRA

solution. Note that these gains compared to the state-of-art algorithms increase for the case in

which 𝛽𝑢 = {1, 0.1, 0.01, 0.001}.
Up to this point, we have shown that the proposed solution is able to guarantee the outage
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probability for several packet arrival rates. Although this indicates that the packet latency is

within the allowed range, it does not provide details about the latency of the packets. Therefore,

in Fig. 6 we present the cumulative distribution function (CDF) of the latency of the packets for

all solutions with 𝜆𝑢 = 0.07 and 𝛽𝑢 = 1 for all users. As we can see, the curve of the proposed

solution is more to the left, which means that it achieves the lowest latencies. In fact, we can

observe that, approximately, 80% of the packet latencies obtained by the proposed solution are

mainly distributed within 1 and 6 ms, while the percentage of packets with latency higher than

the maximum tolerable latency is strictly less than the maximum outage probability allowed,

which means that the proposed solution can satisfy the latency requirements. In addition, at the

50th and 90th percentiles, the proposed solution presents gains of 27% and 39% compared to

the JSFRA solution, respectively.

D. Bursty Traffic Model

In some applications, the arrival of packets is bursty, which cannot be captured by the Poisson

traffic model. Thus, in this section, we show how our proposed decentralized solution and the

comparison algorithms perform in the presence of a bursty traffic model. For that purpose, we

consider a semi-Markov ON-OFF process [52], [53] to model the bursty traffic, where the data

traffic pattern is assumed to be i.i.d. among the users. Moreover, we use a Pareto random variable

to model the duration of the ON state of user 𝑢, denoted by ΔON
𝑢 , where 𝜇𝑢 and 𝜔𝑢 are the

shape and scale parameters, respectively. The shape parameter 𝜇𝑢 determines the slope of the

Pareto probability density function, such that increasing values of 𝜇𝑢 decrease the variance of

the variable and concentrate it near 0. Similar to [52], we set 𝜇𝑢 equal to 2. The scale parameter

𝜔𝑢, in its turn, represents the minimum value of the Pareto random variable, which means that
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the ON state duration would be definitely greater than 𝜔𝑢 time slots. In our simulations, we

set 𝜔𝑢 to be equal to 10. Also, we model the duration of the OFF state of user 𝑢, denoted

by ΔOFF
𝑢 , using an exponential random variable with 𝛿𝑢 representing the rate of the exponential

distribution, which is set to 100 during the simulation. In addition, during the ON state, user 𝑢

continuously receives one packet per time slot with size equal to 𝑍𝑢 bits, while during the OFF

state it is idle and has no data to receive. Using this model, to compute the minimum data rate

requirement using Proposition 1, we set 𝜆𝑢 and 𝐿̄𝑢,𝑚 equal to 1 and 𝑍𝑢, respectively.

In Fig. 7, we present a CDF of the packet latency for all algorithms assuming the bursty

traffic scenario. The packet latency increases as the packet size increases for all solutions, which

is an expected behavior since with higher packet sizes the traffic becomes more intense. The

proposed solution presents the lowest values of packet latency compared to the other solutions

considering all traffic loads. Note that the proposed solution fails to meet the outage requirements

when the packet sizes are equal to 6400 and 9600 bits. The reasoning for this is that, during

the ON state, the arrival rate of packets is constant, thus, the minimum data rate requirement

is increased according to Proposition 1. Then, fulfilling these rate demands becomes even more

difficult, which leads to a large number of backlogged packets and, consequently, higher values

of outage. Even in this situation, we observe that for small packet sizes, the proposed solution

is able to fulfill the outage demands, which shows that the proposed solution could be applied

for low-intensity bursty traffic scenarios.

E. Imperfect Channel State Information

During the derivation of Algorithms 1 and 2, we assumed that perfect CSI is available at the

transmitters and receivers, which can be very difficult to be obtained in practical systems. In

this subsection, we analyze the performance of the proposed distributed solution (i.e., Algorithm

2) and comparison algorithms under imperfect CSI. For that, we modeled the CSI imperfection

by assuming that the BSs estimate the channel using an MMSE estimator. Thus, the estimated

channel matrix satisfies [54], [55]: Ĥ𝑏𝑖 ,𝑢,𝑛 = 𝜚H𝑏𝑖 ,𝑢,𝑛 +
√︁

1 − 𝜚2𝚪, where 𝚪 ∈ C𝑁𝑅×𝑁𝑇 is an error

matrix with complex Gaussian i.i.d. entries with zero mean and unit variance, while 0 ≤ 𝜚 ≤ 1
denotes the reliability of the channel estimation. The 𝜚 parameter is set in such a way that the

MSE between the estimated channel matrix and the actual one is approximately -10 dB and

-5.7 dB, reflecting different reliability scenarios.

Fig. 8 presents the CDF of the values of packet latency for all analyzed solutions considering

different levels of CSI imperfection. Again, the curve of the proposed solution is more to the

left, thereby, it achieves the lowest values of packet latency. In addition, we have that the

JSFRA, Kaleva and the WMMSE solutions are drastically affected by channel estimation errors.
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Meanwhile, we can see that the proposed solution is still able to fulfill the demands of the

system when the channel estimation errors are low. Indeed, when the MSE is equal to -10 dB,

the percentage of packets with latency higher than the maximum tolerable latency is strictly

less than the maximum allowed outage probability. Thus, even under the effects of channel

estimation errors, the proposed solution meets the data rate requirements and, consequently, the

outage probability. This is an interesting result because the proposed solution does not consider

the channel errors in its modeling and even so it can satisfy the outage requirements. When the

channel estimation error increases, i.e., MSE = -5.7 dB, we observe that the outage probability

of the proposed solution increases to, approximately, 11%, which is higher than the maximum

allowed. However, the proposed solution achieves a gain of 38% compared to the JSFRA solution

in this situation. Improving the performance of the proposed solution with imperfect CSI is out

of the scope of this paper and is left as a perspective for future works.
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VIII. CONCLUSIONS

In this work, we investigated a variant of the weighted sum-rate maximization problem subject

to latency outage probability constraints in multicell MU-MIMO OFDM systems with a finite

buffer model. The initially formulated problem was verified to be non-convex and very difficult

to be optimally solved. It was then reformulated and solved, iteratively, up to a locally optimal

point by using the max-plus queuing method from network analysis, the well known MSE-

SINR relation when using MMSE, as well as SCA. In addition, a decentralized solution with

relaxed feasible initialization requirements was proposed based on the dual decomposition and
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Lagrangian relaxation of the rate constraints. Also, signaling aspects for practical implementation

of the decentralized solution and a detailed convergence analysis were provided.

Unlike previous works, a more realistic channel model was utilized with space, frequency

and time correlations. The numerical results showed that the proposed framework outperforms

state-of-the-art algorithms in terms of outage probability and latency for different scenarios.

Indeed, compared to the benchmarking solutions, the proposed solution presented a reduction of

approximately 43% of outage probability and a gain of 60% in terms of the supported load in

scenarios where users have equal user weights. Thus, we conclude that the proposed solutions

present the currently available best performance to the stated problem considering the existing

methods to solve such problems. Finally, as perspective for further studies, we indicate the

development of solutions that take into account channel estimation and extensions of the proposed

framework using other traffic models.

APPENDIX A

CONVERGENCE ANALYSIS

In this appendix, we perform the converge analysis for both centralized and decentralized

algorithms, which is based on [22]. We assume a sufficient number of inner subgradient iterations

for both centralized and decentralized algorithms. In other words, in order to guarantee monotonic

improvement with respect to the objective function after each transmit beamformers iteration,

Algorithms 1 and 2 perform enough subgradient updates [48], [56].

Remark 1: Several iterations of the dual decomposition and SCA updates can be performed

in the inner loops of Algorithms 1 and 2 during the updates of the variables {𝑟𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) and

the transmit beamformers {M𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) . The number of inner updates should guarantee the

monotonicity regarding the global objective function.

We follow our analysis by showing that the feasible set of (13) is compact. Since the power

constraints in (6b) are convex and compact, we have that the feasible set of the transmit beam-

formers {M𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) is convex and compact. Analogously, the feasible set of the variables

{𝑟𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) is also convex and compact. Moreover, since the noise power is non-zero, the

receive covariance matrix in (10) is always invertible and, consequently, the mapping between

the transmit and receive beamformer is a continuous map [56]. Based on that the set comprising

the feasible MMSE receive beamformers {W𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) is closed and bounded, which shows

that such a set is also compact. Finally, we can represent the updates iterations of the variables

{𝑟𝑢,𝑠,𝑛}∀(𝑢∈U𝑡 ,𝑠,𝑛) , as well as the receive and transmit beamformers, using infimal maps [22], [57].

According to [57], since the set of all optimization variables is compact, as stated before, the

infimal maps modeling the updates of the optimization variables are closed point-to-set maps.
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Proposition 2: The objective function of problem (13) is monotonic and converges with

Algorithm 1.

Proof: The MMSE receivers are the unique rate optimal receivers for problem (13) in

the sense that they maximize the per-stream SINR, i.e., they maximize the rate for each user

[19], [22]. Then, we can conclude that the objective of problem (13) is strictly increasing for

each receive beamformer update given by (10). Also, it was shown in [47] that the solution

of the SCA subproblem in Algorithm 1 is either a solution of the original problem or the

objective is monotonically improved. Furthermore, given Remark 1, the monotonicity is extended

to Algorithm 2. Finally, since the objective is bounded by the power and rate constraints, we can

claim the convergence of the objective function in problem (13) when executing Algorithm 1

and Algorithm 2.

Once we have shown that the algorithms can be modeled as closed infimal maps and are

monotonic with respect to the objective function of problem (13), it follows from the convergence

theorem in [58] that the sequence of iterates generated by Algorithm 1 and Algorithm 2 has at

least one accumulation point and each accumulation point is a generalized fixed point.

However, we can make the convergence results stronger and show that the Algorithms 1 and

2 converge to a unique solution for all fixed points. Indeed, we can obtain this behavior by using

a uniquely defined generalized inverse operation, such as the Moore-Penrose pseudoinverse, in

(20) [22]. Nevertheless, we have that the set of the feasible fixed points is infinite, since there

is an SINR equivalence for different complex beamformers with some different phase rotation,

consequently, convergence to a single fixed point cannot be guaranteed [59].

Then, we should show that any fixed point of Algorithm 1 is a KKT point of problem (9).

Proposition 3: Any fixed limit point {W∗𝑢,𝑛,M∗𝑢,𝑛, 𝑟∗𝑢,𝑛,E∗𝑢,𝑛}∀(𝑢∈U𝑡 ,𝑛) of Algorithm 1 is a KKT

point of problem (9).

Proof: Based on [47], where it was shown that the SCA algorithm stops at a KKT point,

or the limit of any convergent sequence is a KKT point, with a slight difference due to the extra

step involving the receive beamformer updates. That said, we have that the primal and dual

constraints always hold for problem (9), since the convex approximation is only applied for the

constraints (14). Consequently, we can focus only on the constraints affected by SCA.

Let us start by defining 𝛶(E𝑢,𝑛,E(𝑘)𝑢,𝑛) as the first-order Taylor approximation around a fixed

MSE point in (14). Thus, from the convergence to a fixed point and definition of the first-

order linear approximation, we have that − log2 det
(
E∗𝑢,𝑛

)
= 𝛶(E∗𝑢,𝑛,E∗𝑢,𝑛) and

−𝜕 log2 det(E∗𝑢,𝑛)
𝜕E𝑢,𝑛

=
𝜕 𝛶(E∗𝑢,𝑛,E∗𝑢,𝑛)

𝜕E𝑢,𝑛
, ∀(𝑢 ∈ U𝑡 , 𝑛). Thus, by definition, we have that the first-order optimality conditions

hold. In addition, the MSE as well as transmit and receive beamformers in (11), (20) and
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(10), respectively, are directly solved from the first-order optimality conditions, which means

that they also satisfy the optimality conditions. Regarding the complementary slackness con-

ditions, it is easy to see that the constraints (14) hold tight at any fixed point, consequently,

𝑟𝑢,𝑛 = 𝛶(E∗𝑢,𝑛,E∗𝑢,𝑛) ⇒ 𝜓∗𝑢,𝑛 (𝑟∗𝑢,𝑛 − 𝛶(E∗𝑢,𝑛,E∗𝑢,𝑛)) = 0, ∀(𝑢 ∈ U𝑡 , 𝑛). Similar analyses also

apply for the rate and MSE constraints. In addition, we can also observe that, since the linear

approximation generates a lower bound for convex functions, the primal feasibility holds, i.e.,

𝑟∗𝑢,𝑛 ≤ 𝛶(E∗𝑢,𝑛,E∗𝑢,𝑛) ≤ − log2 det
(
E∗𝑢,𝑛

)
. Then, we can conclude that any fixed point is also a

KKT point of problem (9), which was also observed in [47]. The equivalence between a KKT

point of (9) and (13) follows directly from the well-known relation between MSE and SINR

when using MMSE receivers [12], [13], for which a similar rigorous proof is shown in [13].
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