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# Interference Management of Analog Function Computation in Multi-Cluster Networks 
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#### Abstract

Computation over multiple access channels (CoMAC) has been proposed to solve the problem of spectrum scarcity in wireless networks, which combines communication and computation efficiently using the superposition property of wireless channels. In this paper, we consider a multi-cluster CoMAC network, whose performance is affected by the intercluster interference and the non-uniform fading. To minimize the sum mean squared error of signals aggregated at different fusion centers ( FCs ), we propose a transceiver design for multi-cluster CoMAC. Specifically, we adopt a uniform-forcing transmitter design to formulate the receiver design as a quadratic sum-of-ratios problem with nonconvex quadratic constraints. Then, we propose a branch-and-bound algorithm to find its optimal solution with a given error tolerance. To solve the problem in a decentralized way, we develop a distributed algorithm based on the primal decomposition theory. Each subproblem is solved by using the successive convex approximation method. Further combining Lagrange duality, we derive the optimal solution structure of each subproblem, based on which we can find the solution with lower complexity. Simulation results demonstrate the effectiveness of the proposed distributed transceiver design.


Index Terms-Computation, interference management, multiple access channel, multiple cluster, transceiver design

## I. Introduction

FUTURE wireless networks need to support the ubiquitous deployment of massive nodes [1]. How to quickly collect and process data from these dense nodes with limited spectrum is a challenging issue. The traditional "transmit-then-compute" scheme based on orthogonal multiple access will result in excessive latency and low efficiency in spectrum utilization. Since future wireless networks are more interested in the fusion of massive data rather than the individual data, a seminal scheme, called computation over multiple access channels (CoMAC), was proposed to achieve ultrafast data aggregation [2]. It exploits the signal-superposition property of multiple access channel (MAC) to compute the desired

[^0]functions of data at distributed nodes. These desired functions are called nomographic functions, which can be represented as a post-processed sum of pre-processed node readings [3].

The idea of CoMAC originates from a pioneer work on function computation [2]. Instead of fighting the inter-node interference caused by concurrent transmissions [4], it harnesses interference to facilitate computation by designing a structured code. As the number of nodes grows, the coding scheme becomes degenerated. To maintain the superior abilities the coding provides, a user scheduling paradigm was presented in [5] to search good nodes for CoMAC. Coding has been extensively applied in many cases for CoMAC, such as the case of bivariate Gaussian source [6] and correlated Gaussian source [7]. While considering independent Gaussian sources, uncoded analog CoMAC, where transmitted signals are merely scaled from the sensing data, can outperform CoMAC with coding [8]. Many follow-up works on the analog CoMAC have been proposed due to its low complexity and high energy efficiency. One vein of this research focuses on the theoretical properties and the pre-processing and post-processing functions design [9]-[11].

It is worth mentioning that the above research on analog CoMAC does not consider the fading property of practical MAC. CoMAC requires signal alignment, which refers to aligning the received magnitudes of multiuser signals. Different fading at distributed nodes will bring challenges to signal alignment, which can be coped with by the transceiver design. Transceivers for single-function CoMAC were investigated in [12] and [13], where each node is equipped with a single antenna to support uni-modal sensing. In [12], a transmission scheme of channel inversion was adopted to combat the nonuniform fading of different nodes. Then, the computationoptimal transmitting-receiving policy was derived in [13]. Specifically, nodes with the smallest channel coefficients transmitted signals with full power, while others were of a channel-inversion type. These works were all about CoMAC of scalar-valued functions. Future wireless networks equipped with large-scale arrays will make it possible for CoMAC to support vector-valued function computation. Such studies have enabled the fusion center ( FC ) to compute multiple functions simultaneously to realize multi-modal sensing [14]. Besides the non-uniform fading, the implementation of CoMAC faces other practical challenges, such as massive channel state information (CSI) requirement for the FC. When the number of nodes is large, traditional individual CSI acquisition schemes will incur large latency [15], [16]. To tackle this challenge, several novel signaling procedures were proposed to reduce
the latency induced by massive CSI acquisition [17], [18]. Subsequently, the authors in [19] presented an automatic repeat request based CoMAC scheme to avoid massive CSI aggregation. To further enhance the performance of CoMAC, an advanced wireless technology called intelligent reflecting surface was applied to improve poor channel conditions by reconfiguring its propagation environment [20], [21].

Analog CoMAC has recently found a new application in distributed machine learning. Future wireless networks will be required to support ubiquitous artificial intelligence services from the core to the end devices of the networks, which will result in heavy communication overheads [22], [23]. CoMAC can be applied in this area as a communicationefficient technique, e.g., transceivers were proposed to enable each node to concurrently send its gradient to the server via an MAC, based on which fast global model aggregation was realized at the server [24], [25].

From the above discussion, it is noted that the transceiver designs are only developed for the single-cluster CoMAC network so far. In order to realize ubiquitous coverage, practical wireless networks often contain multiple clusters [26], each with a FC to support the fast data aggregation. Thereby, CoMAC for a multi-cluster network is of great interest, where each FC only serves the nodes in its cluster to complete its CoMAC task. Simultaneous tasks in different clusters will make FCs suffer from inter-cluster interference. Compared with conventional multi-cluster networks [27], [28], multicluster CoMAC concerns more on the computed functions of simultaneous data streams, which leads to different intercluster interference structure. Except for interference, the performance of multi-cluster CoMAC is also affected by signal misalignment errors. How to manage inter-cluster interference while suppressing signal misalignment errors has been studied in very few works [29], [30]. Only considering a two-cluster network with high transmit signal-to-noise ratio (SNR), a scheme called signal-and-interference alignment was proposed to simultaneously eliminate inter-cluster interference and realize signals alignment [29]. With given single-antenna receiver, Cao et al. in [30] investigated the optimal transmit power policies of each node by utilizing a set of interference temperature (IT) constraints. However, for a general multicluster CoMAC network, how to design its corresponding transceivers has never been studied before.

Motivated by the above observation, we consider a general multi-cluster CoMAC network and study how to reduce the mean squared errors (MSEs) between the target function values and the computed ones at different FCs. Assume that there exists a multi-antenna FC in each cluster to aggregate data streams from nodes it serves. Due to the path loss and the low transmit power of nodes, a node may be connected to more than one FC. The concurrent transmission of all nodes makes each FC exposed to the inter-cluster interference. To tackle this issue, we present a transceiver design to suppress the computation errors induced by signal misalignment, interference and noise. A sum-MSE minimization problem is formulated under per-node power constraints for the joint design of receivers at FCs. A global optimal scheme with a given relative error tolerance $\varepsilon$ is proposed to solve it. In
addition, to reduce the computational complexity, a suboptimal algorithm is presented to find a high-quality approximate solution. The main contributions of this paper are summarized as follows.

- Multi-Cluster CoMAC Problem Formulation: We formulate a quadratic sum-of-ratios problem (QSRP) with nonconvex quadratic constraints to design new transceivers for multi-cluster CoMAC. The objective function is composed of inter-cluster interference and noise, in which receivers are coupled. Note that this problem is challenging due to the non-convexity of both the objective function and the constraints.
- --Optimal Branch-and-Bound Algorithm: We design a branch-and-bound ( BB ) scheme to find the $\varepsilon$-optimal solution to the formulated problem. By using the argument cut based relaxation techniques in [31], we formulate a convex relaxation of the QSRP to compute the lower bound of the global optimum. Combined with "branch", "upper bound" and other procedures shown later on, the global optimal solution can be obtained with guaranteed convergence. The proposed BB scheme provides an important benchmark for measuring the performance of suboptimal algorithms for the same problem.
- Distributed Low-Complexity Algorithm: Since each FC cannot tolerate the inherent high complexity of the BB algorithm and only has local CSI in the practical implementation, we also propose a distributed low-complexity algorithm based on the primal decomposition theory [32]. More specifically, we introduce slack variables to constrain the transmit power of nodes that interfere with each FC. With given slack variables, the original problem can be decomposed into several parallel subproblems. Each FC can use the successive convex approximation (SCA) method to independently solve its own subproblem. Then, the slack variables can be updated based on the master problem. By solving the master problem and subproblems iteratively, the MSE of each cluster can be reduced parallelly until the algorithm converges. When the number of antennas is sufficiently large, we also provide an asymptotically optimal beamformer design in closed-form for the formulated QSRP.
The remainder of the paper is organized as follows. Section II presents the system model and the problem formulation for multi-cluster CoMAC. Section III introduces the proposed centralized global optimal BB algorithm. A distributed algorithm is developed in Section IV. Section V provides the simulation results. Concluding remarks are given in Section VI.

Notations: $\mathbb{R}$ and $\mathbb{C}$ denote the real and complex spaces, respectively. Bold lowercase and bold uppercase letters denote column vectors and matrices, respectively. The operators $(\cdot)^{T}$, $(\cdot)^{*}$ and $(\cdot)^{H}$ correspond to the transpose, conjugate and Hermitian transpose, respectively. $\Re\{x\}$ and $\Im(x)$ refer to the real and imaginary parts of a complex number $x$, respectively. $\|\mathbf{a}\|$ denotes the Euclidean norm of the vector $\mathbf{a} .|\mathcal{C}|$ denotes the number of elements in a set $\mathcal{C}$. Finally, $\mathbf{0}_{L}$ and $\mathbf{1}_{L}$ denote the all-zero vector of dimension $L$ and the all-one vector of dimension $L$, respectively.


Fig. 1. CoMAC system model. (a) Single-cluster CoMAC. (b) Multi-cluster CoMAC.

## II. System Model and Problem Formulation

In this section, we first discuss the transceiver design for single-cluster CoMAC and then extend it to multi-cluster CoMAC networks to combat the inter-cluster interference and non-uniform fading.

## A. Single-Cluster CoMAC

As illustrated in Fig. 1a, there are $M$ nodes and a FC in the network. Each node is equipped with a single antenna and the FC is equipped with $N_{r}$ antennas. The data of the $m$-th node is $s_{m} \in \mathbb{R}$. The FC aims at computing the desired function based on the signals transmitted by nodes, which can be expressed as

$$
\begin{equation*}
f=\psi\left[\sum_{m=1}^{M} \varphi_{m}\left(s_{m}\right)\right] \tag{1}
\end{equation*}
$$

where $\varphi_{m}(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ is the pre-processing function of the $m$-th data and $\psi(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ is the post-processing function of the FC. By choosing specific $\varphi_{m}(\cdot)$ and $\psi(\cdot)$, some common functions (e.g., arithmetic mean function and polynomial function) can be computed.

The pre-processed signal at the $m$-th node is $x_{m}=\varphi_{m}\left(s_{m}\right)$ with $x_{m} \in \mathbb{R}$, and the received signal of the FC after concurrent transmissions of all nodes is

$$
\begin{equation*}
\mathbf{y}=\sum_{m=1}^{M} \mathbf{h}_{m} w_{m} x_{m}+\mathbf{z} \tag{2}
\end{equation*}
$$

where $w_{m} \in \mathbb{C}$ is the transmitter scalar of the $m$-th data, $\mathbf{h}_{m} \in$ $\mathbb{C}^{N_{r}}$ is the wireless channel vector and $\mathbf{z} \in \mathbb{C}^{N_{r}}$ represents the noise vector with each element distributed as $\mathcal{C N}\left(0, \sigma_{n}^{2}\right)$. The pre-processed signals are assumed to be normalized to have unit variance, i.e., $\mathbb{E}\left\{x_{m}^{2}\right\}=1, m=1,2, \ldots, M$, and satisfy $\mathbb{E}\left\{x_{m} x_{n}\right\}=0, \forall m \neq n$ and $\mathbb{E}\left\{x_{m} z_{l}\right\}=0, l=1,2, \ldots, N_{r}$, where $z_{l}$ is the $l$-th element of $\mathbf{z}$. The desired value at the FC is the summation part of the desired function in (1), i.e., $x=\sum_{m=1}^{M} \varphi_{m}\left(s_{m}\right)$. The estimated value of $x$, denoted as $\hat{x}$, is given by

$$
\begin{equation*}
\hat{x}=\frac{1}{\sqrt{\eta}} \mathbf{a}^{H} \mathbf{y}=\frac{1}{\sqrt{\eta}} \sum_{m=1}^{M} \mathbf{a}^{H} \mathbf{h}_{m} w_{m} x_{m}+\frac{\mathbf{a}^{H} \mathbf{z}}{\sqrt{\eta}} \tag{3}
\end{equation*}
$$

where $\mathbf{a} \in \mathbb{C}^{N_{r}}$ is the receiver and $\eta$ is a normalizing factor. Compared with $x$, the distortion of $\hat{x}$ is given by

$$
\begin{align*}
\operatorname{MSE}(\hat{x}, x) & =\mathbb{E}\left[|\hat{x}-x|^{2}\right] \\
& =\sum_{m=1}^{M}\left\|\frac{\mathbf{a}^{H} \mathbf{h}_{m} w_{m}}{\sqrt{\eta}}-1\right\|^{2}+\frac{\sigma_{n}^{2}\|\mathbf{a}\|^{2}}{\eta} \tag{4}
\end{align*}
$$

which can be used to measure the performance of the singlecluster CoMAC ${ }^{1}$.

The non-uniform fading of different nodes may result in unacceptable signal misalignment error in (4). In order to combat it, the novel uniform-forcing transceiver design in [12] is given as follows.
Uniform-forcing transmitter: Fixing the beamforming vector a, each transmitter can be computed as

$$
\begin{equation*}
w_{m}=\sqrt{\eta}\left(\mathbf{a}^{H} \mathbf{h}_{m}\right)^{-1}, \forall m \tag{5}
\end{equation*}
$$

Considering each node's power constraints $\left|w_{m}\right|^{2} \leq P_{t}, \forall m$, $\eta$ can be computed as

$$
\begin{equation*}
\eta=P_{t} \min _{m}\left\|\mathbf{a}^{H} \mathbf{h}_{m}\right\|^{2} \tag{6}
\end{equation*}
$$

Single-cluster receiver: Fixing transmitters $w_{m}, \forall m$, the beamforming vector a can be obtained by multiplying the solution to the following problem by a scaling factor.

$$
\begin{align*}
\mathrm{P} 0: \min _{\mathbf{a}} & \|\mathbf{a}\|^{2}  \tag{7}\\
\text { s.t. } & \left\|\mathbf{a}^{H} \mathbf{h}_{m}\right\|^{2} \geq 1, \forall m .
\end{align*}
$$

The above problem has the same form as the singlegroup multicast beamforming design. It is NP-hard due to its nonconvex quadratic constraints. An approximate solution to it can be obtained by semidefinite relaxation (SDR) or SCA method [12], and its global optimal solution can be found by the BB scheme [33].

## B. Multi-Cluster CoMAC Network

In this subsection, we extend the single-cluster CoMAC to a multi-cluster network with $M$ spatially distributed nodes and

[^1]$K$ FCs. A quantitative example is shown in Fig. 1b. Each FC is equipped with $N_{r}$ antennas and each node is equipped with a single antenna. The multi-cluster system model is characterized by the sets $\mathcal{C}_{k}, \mathcal{D}_{k}, \mathcal{E}_{k}, \mathcal{I}_{k}$ and $\mathcal{I}_{k}^{\prime}, \forall k$, i.e.,

1) The set of nodes belonging to the $k$-th cluster is denoted by $\mathcal{C}_{k}$ and for each $k$ there exists at least one $k^{\prime} \neq k$ such that $\mathcal{C}_{k} \cap \mathcal{C}_{k^{\prime}} \neq \varnothing$. The nodes belonging to both the $k$-th and the $k^{\prime}$-th clusters (nodes in the overlaps $\mathcal{C}_{k} \cap \mathcal{C}_{k^{\prime}}$ ) are called "common nodes", which will cause interference between clusters, while the interference generated by nodes $i \notin \mathcal{C}_{k}$ can be negligible at the $k$-th FC and is treated as noise.
2) The $k$-th FC takes the nodes in $\mathcal{C}_{k}$ into consideration, but only serves the nodes in $\mathcal{D}_{k} \subseteq \mathcal{C}_{k}$. The common nodes in $\mathcal{D}_{k}$ that cause interference to the $l$-th FC can be denoted as $\mathcal{C}_{l} \cap \mathcal{D}_{k}$.
3) $\mathcal{E}_{k}$ denotes the set of the non-common nodes in $\mathcal{D}_{k}$.
4) $\mathcal{I}_{k}$ denotes the set of clusters to which the nodes interfering with the $k$-th FC belong.
5) $\mathcal{I}_{k}^{\prime}$ denotes the set of clusters interfered by nodes in $\mathcal{D}_{k}$.

The $i$-th node in $\mathcal{D}_{k}$ can be labeled as the $(k, i)$-th node with $i \in\left\{1,2, \ldots,\left|\mathcal{D}_{k}\right|\right\}$ and $k \in\{1,2, \ldots, K\}$. The reading of the ( $k, i$ ) -th node is $s_{k, i}$. The desired function of the $k$-th FC can be written in the form as

$$
\begin{equation*}
f_{k}=\psi_{k}\left[\sum_{i \in \mathcal{D}_{k}} \varphi_{k, i}\left(s_{k, i}\right)\right] \tag{8}
\end{equation*}
$$

where $\varphi_{k, i}(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ is the pre-processing function of the $(k, i)$-th node, and $\psi_{k}(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ is the post-processing function of the $k$-th FC.

Let $w_{k, i} \in \mathbb{C}$ be the transmitter scalar of the ( $k, i$ ) -th node and $\mathbf{h}_{k, i, l} \in \mathbb{C}^{N_{r}}$ be the wireless channel vector from the $(k, i)$ th node to the $l$-th FC. Throughout the rest of the paper, we assume that $\mathbf{h}_{k, i, l} \sim \mathcal{C N}\left(\mathbf{0}, \kappa_{k, i, l} \mathbf{I}_{N_{r}}\right)$ and is independent of $\mathbf{h}_{k^{\prime}, i^{\prime}, l}, \forall(k, i) \neq\left(k^{\prime}, i^{\prime}\right)$. After concurrent transmissions of the pre-processed signals $x_{k, i}=\varphi_{k, i}\left(s_{k, i}\right), \forall k, i$, the received signal of the $k$-th FC, denoted as $\mathbf{y}_{k}$, is given as

$$
\begin{equation*}
\mathbf{y}_{k}=\sum_{i \in \mathcal{D}_{k}} \mathbf{h}_{k, i, k} w_{k, i} x_{k, i}+\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \mathbf{h}_{l, j, k} w_{l, j} x_{l, j}+\mathbf{z}_{k} \tag{9}
\end{equation*}
$$

where $\mathbf{z}_{k} \in \mathbb{C}^{N_{r}}$ is the noise vector with each element distributed as $\mathcal{C N}\left(0, \sigma_{n}^{2}\right)$. Each $x_{k, i}$ satisfies $\mathbb{E}\left\{x_{k, i}^{2}\right\}=$ $1, \forall i \in \mathcal{D}_{k}, \forall k, \mathbb{E}\left\{x_{k, i} x_{l, j}\right\}=0, \forall(k, i) \neq(l, j)$ and $\mathbb{E}\left\{x_{k, i} z_{k, l}\right\}=0, l=1,2, \ldots, N_{r}$.

## C. Problem Formulation

The received signal of the $k$-th FC is processed by the receiver $\mathbf{a}_{k} \in \mathbb{C}^{N_{r}}$. Then, the estimated value before postprocessing at the $k$-th FC can be denoted as

$$
\begin{align*}
\hat{x}_{k}= & \underbrace{\sum_{i \in \mathcal{D}_{k}} x_{k, i}}_{\text {desired signal }}+\underbrace{\sum_{i \in \mathcal{D}_{k}}\left(\frac{1}{\sqrt{\eta_{k}}} \mathbf{a}_{k}^{H} \mathbf{h}_{k, i, k} w_{k, i}-1\right) x_{k, i}}_{\text {signal misalignment error }}+ \\
& \underbrace{\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{1}{\sqrt{\eta_{k}}} \mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k} w_{l, j} x_{l, j}}_{\text {inter-cluster interference }}+\underbrace{\frac{1}{\sqrt{\eta_{k}}} \mathbf{a}_{k}^{H} \mathbf{z}_{k}}_{\text {noise }} \tag{10}
\end{align*}
$$

where $\sqrt{\eta_{k}}$ is the normalizing factor of the $k$-th cluster. Similar to the single-cluster CoMAC, the mean squared error of $\hat{x}_{k}$ can be measured as $\mathbb{E}\left[\left|\hat{x}_{k}-\sum_{i \in \mathcal{D}_{k}} x_{k, i}\right|^{2}\right]$. Then, the performance of the multi-cluster CoMAC system is given by (11), as shown at top of the next page.

Following a similar idea of the transceiver design to the single-cluster network, the transceiver for multi-cluster CoMAC can be designed as follows.
Uniform-forcing transmitter: Fixing beamforming vectors $\mathbf{a}_{k}, \forall k$, each transmitter can be computed as

$$
\begin{equation*}
w_{k, i}=\sqrt{\eta_{k}}\left(\mathbf{a}_{k}^{H} \mathbf{h}_{k, i, k}\right)^{-1}, \forall i \in \mathcal{D}_{k}, \forall k . \tag{12}
\end{equation*}
$$

The transmitters should satisfy $\left|w_{k, i}\right|^{2} \leq P_{t}, \forall k, i$, and then $\eta_{k}$ can be computed as

$$
\begin{equation*}
\eta_{k}=P_{t} \min _{i}\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, i, k}\right\|^{2}, \forall i \in \mathcal{D}_{k}, \forall k \tag{13}
\end{equation*}
$$

Multi-cluster receiver: Fixing transmitters $w_{k, i}, \forall k, i$, the design of receivers is given in the following proposition.

Proposition 1 (Receiver Design for Multi-cluster CoMAC): The receiver of each FC can be obtained by solving the following problem

$$
\begin{align*}
\text { P1 }: & \min _{\left\{\mathbf{a}_{k}\right\}} \\
& \sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\left\|\mathbf{a}_{l}^{H} \mathbf{h}_{l, j, l}\right\|^{2}}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2}  \tag{14}\\
& \text { s.t. }
\end{align*}\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\|^{2} \geqslant 1, \forall j \in \mathcal{D}_{k}, \forall k . ~ \$
$$

## Proof: See Appendix A.

Compared with P 0 in (7), P 1 is more complex due to the non-convexity of the objective function and constraints. In the following sections, we first find a global optimal value of P1 as the network performance benchmark. We then consider a practical scenario where each FC only has the CSI of the nodes within its own cluster, and find an approximate solution with polynomial complexity.

## III. BB-Based Optimization Algorithm

In this section, we assume that each FC has global CSI and propose a centralized global optimization algorithm to solve P1 based on the BB scheme, which is often used to obtain the global optimal solutions for nonconvex problems.

## A. Overview of the BB Algorithm

The BB algorithm is an enumeration algorithm, which continuously divides the feasible region into smaller subregions. The lower bound of the original problem over a given subregion can be obtained by solving the related convex relaxation problem over the same region. The minimum value among the lower bounds from all obtained subregions is selected as the current optimal lower bound. The current optimal upper bound can be obtained from some other local optimization/heuristic algorithms which can generate the best known feasible solution. A subregion is discarded if the lower bound on it is larger than the current optimal upper bound, and we call it as an inactive subregion. As the number of subregions in the partition increases, the gap between the upper bound and lower bound decreases. The algorithm terminates

$$
\begin{align*}
\mathrm{MSE} & =\sum_{k=1}^{K} \mathbb{E}\left[\left|\hat{x}_{k}-\sum_{i \in \mathcal{D}_{k}} x_{k, i}\right|^{2}\right] \\
& =\sum_{k=1}^{K} \sum_{i \in \mathcal{D}_{k}}\left\|\frac{\mathbf{a}_{k}^{H} \mathbf{h}_{k, i, k} w_{k, i}}{\sqrt{\eta_{k}}}-1\right\|^{2}+\sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k} w_{l, j}\right\|^{2}}{\eta_{k}}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}\left\|\mathbf{a}_{k}\right\|^{2}}{\eta_{k}} \tag{11}
\end{align*}
$$

when the non-decreasing lower bounds and non-increasing upper bounds are close enough to each other. Constructing a tight convex relaxation of the original nonconvex problem is crucial, which determines the quality of the upper and lower bounds. With better lower and upper bounds, more inactive subregions can be deleted, and the algorithm will converge faster.

Recently, the BB algorithm has been applied in the beamforming design of wireless networks, e.g., the single-group multicast beamforming problem [31]. Inspired by the argument cut based relaxation in [31], we propose a novel BB method for globally solving P1.

## B. Convex Relaxation Problem

In this subsection, we formulate a convex lower bounding function for the nonconvex objective function in P1 and relax the nonconvex constraints.

Lemma 1 (Lower Bound of Objective Function): The lower bounding function of the objective function $f_{0}$ in P 1 , denoted as $L f_{0}$, can be expressed as the following quadratic function.

$$
\begin{equation*}
L f_{0}=\sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} l_{l, j, l}\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2} \tag{15}
\end{equation*}
$$

where $l_{l, j, l}$ and $u_{l, j, l}$ are positive scalars satisfying

$$
\begin{equation*}
\frac{1}{\sqrt{l_{l, j, l}}} \geq\left\|\mathbf{a}_{l}^{H} \mathbf{h}_{l, j, l}\right\| \geq \frac{1}{\sqrt{u_{l, j, l}}} \geq 1, \forall l, \forall j \in \mathcal{D}_{l} / \mathcal{E}_{l} \tag{16}
\end{equation*}
$$

Proof: It follows from (16) that

$$
\begin{equation*}
\frac{\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\left\|\mathbf{a}_{l}^{H} \mathbf{h}_{l, j, l}\right\|^{2}} \geq l_{l, j, l}\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}>0 \tag{17}
\end{equation*}
$$

and thus $L f_{0} \leq f_{0}$ holds.
Before relaxing the nonconvex constraints, we first transform the constraints for non-common nodes into

$$
\begin{equation*}
\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\| \geqslant 1, \forall k, \forall j \in \mathcal{E}_{k} \tag{18}
\end{equation*}
$$

If the $\left(k,\left|\mathcal{D}_{k}\right|\right)$-th node is a non-common node, we can further convert $\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k,\left|\mathcal{D}_{k}\right|, k}\right\| \geq 1$ to $\mathbf{a}_{k}^{H} \mathbf{h}_{k,\left|\mathcal{D}_{k}\right|, k} \geq 1$ to reduce the number of nonconvex constraints. This is because that, for any $\mathbf{a}_{k}$ satisfying $\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k,\left|\mathcal{D}_{k}\right|, k}\right\| \geq 1$, there always exists a $\theta_{k} \in \mathbb{R}$ such that $\exp \left(i \theta_{k}\right) \mathbf{a}_{k}^{H} \mathbf{h}_{k,\left|\mathcal{D}_{k}\right|, k} \geq 1$. Treating $\exp \left(-i \theta_{k}\right) \mathbf{a}_{k}$ as a new optimization variable does not change the structure of the original objective function $f_{0}$. Next, we introduce the following lemma to relax the nonconvex constraints (16) and (18).

Lemma 2 (Convex Relaxation of Constraints): Define the argument of $\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}$ as $\varphi_{k, j}$, where $\varphi_{k, j} \in\left[\underline{\varphi}_{k, j}, \bar{\varphi}_{k, j}\right], 0<$


Fig. 2. An illustration of the convex envelope $\operatorname{Conv}\left(Y_{k, j}^{\left[0, \frac{\pi}{2}\right]}\right)$.
$\underline{\varphi}_{k, j} \leq \bar{\varphi}_{k, j}<2 \pi$. Let $Y_{k, j}^{\left[\underline{\varphi}_{k, j}, \bar{\varphi}_{k, j}\right]}$ denote the set of $\mathbf{a}_{k}$ defined by the inequality (16) and $\left.S_{k, j}^{\left[\varphi_{k, j}\right.} \bar{\varphi}_{k, j}\right]$ denote the set of $\mathbf{a}_{k}$ defined by the inequality (18). Suppose that $\bar{\varphi}_{k, j}-\underline{\varphi}_{k, j} \leq \pi$, then the convex envelope of $S_{k, j}^{\left[\underline{\varphi}_{k, j}, \bar{\varphi}_{k, j}\right]}$ is given by (19), and the convex envelope of $\left.Y_{k, j}^{\left[\varphi_{k, j}\right.}{ }^{k, j} \varphi_{k, j}\right]$ is given by (20), as shown at top of the next page, where $a_{k, j}=\left(\cos \left(\underline{\varphi}_{k, j}\right)+\cos \left(\bar{\varphi}_{k, j}\right)\right) / 2$ and $b_{k, j}=\left(\sin \left(\underline{\varphi}_{k, j}\right)+\sin \left(\bar{\varphi}_{k, j}\right)\right) / 2$.

Proof: The relaxation of (18) is same as [31, Proposition 1], and we omit its proof here for brevity. To prove that $\operatorname{Conv}\left(Y_{k, j}^{\left[\underline{\varphi}_{k, j}, \bar{\varphi}_{k, j}\right]}\right)$ is a relaxation of $Y_{k, j}^{\left[\underline{\varphi}_{k, j}, \bar{\varphi}_{k, j}\right]}$, we first give an illustration on how $Y_{k, j}^{\left[0, \frac{\pi}{2}\right]}$ and $\operatorname{Conv}\left(Y_{k, j}^{\left[0, \frac{\pi}{2}\right]}\right)$ appear in Fig. 2. $Y_{k, j}^{\left[0, \frac{\pi}{2}\right]}$ is the filled region between the arc $\overparen{\mathrm{AB}}$ and the arc CE, which is obviously a nonconvex set, and $\operatorname{Conv}\left(Y_{k, j}^{\left[0, \frac{\pi}{2}\right]}\right)$ is the region bounded by five lines $\overline{\mathrm{AB}}$, $\overline{\mathrm{BC}}, \overline{\mathrm{AE}}, \overline{\mathrm{ED}}$ and $\overline{\mathrm{CD}}$. The points $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{E}$ are four extreme points of the set $\operatorname{Conv}\left(Y_{k, j}^{\left[\underline{\varphi}_{k, j}, \bar{\varphi}_{k, j}\right]}\right)$, which are $\left(\frac{1}{\sqrt{u_{k, j, k}}} \cos \left(\bar{\varphi}_{k, j}\right), \frac{1}{\sqrt{u_{k, j, k}}} \sin \left(\bar{\varphi}_{k, j}\right)\right),\left(\frac{1}{\sqrt{u_{k, j, k}}} \cos \left(\underline{\varphi}_{k, j}\right)\right.$, $\left.\frac{1}{\sqrt{u_{k, j, k}}} \sin \left(\underline{\varphi}_{k, j}\right)\right), \quad\left(\frac{1}{\sqrt{l_{k, j, k}}} \cos \left(\underline{\varphi}_{k, j}\right), \frac{1}{\sqrt{l_{k, j, k}}} \sin \left(\underline{\varphi}_{k, j}\right)\right)$ $\left(\frac{1}{\sqrt{l_{k, j, k}}} \cos \left(\bar{\varphi}_{k, j}\right), \frac{1}{\sqrt{l_{k, j, k}}} \sin \left(\bar{\varphi}_{k, j}\right)\right)$, respectively. Then the lines $\overline{\mathrm{AB}}, \overline{\mathrm{BC}}$ and $\overline{\mathrm{AE}}$ are given by (20c), (20a) and (20b), respectively. And the lines $\overline{\mathrm{CD}}$ and $\overline{\mathrm{ED}}$ are given by (20d) and (20e), respectively, as $\overline{\mathrm{CD}}$ and $\overline{\mathrm{ED}}$ are perpendicular to $\overline{\mathrm{BC}}$ and $\overline{\mathrm{AE}}$, respectively.

$$
\begin{align*}
& \operatorname{Conv}\left(S_{k, j}^{\left[\varphi_{k, j} \bar{\varphi}_{k, j}\right]}\right)=\left\{\mathbf{a}_{k} \mid \sin \left(\underline{\varphi}_{k, j}\right) \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\}-\cos \left(\underline{\varphi}_{k, j}\right) \Im\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\} \leq 0,\right. \\
& \sin \left(\bar{\varphi}_{k, j}\right) \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\}-\cos \left(\bar{\varphi}_{k, j}\right) \Im\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\} \geq 0,  \tag{19}\\
&\left.a_{k, j} \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\}+b_{k, j} \Im\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\} \geq a_{k, j}^{2}+b_{k, j}^{2}\right\} \\
& \operatorname{Conv}\left(Y_{k, j}^{\left[\underline{\varphi}_{k, j} \bar{\varphi}_{k, j}\right]}\right)=\{ \mathbf{a}_{k} \mid \sin \left(\underline{\varphi}_{k, j}\right) \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\}-\cos \left(\underline{\varphi}_{k, j}\right) \Im\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\} \leq 0,  \tag{20a}\\
& \sin \left(\bar{\varphi}_{k, j}\right) \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\}-\cos \left(\bar{\varphi}_{k, j}\right) \Im\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\} \geq 0,  \tag{20b}\\
& a_{k, j} \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\}+b_{k, j} \Im\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\} \geq\left(a_{k, j}^{2}+b_{k, j}^{2}\right) \frac{1}{\sqrt{u_{k, j, k}}},  \tag{20c}\\
& \cos \left(\underline{\varphi}_{k, j}\right) \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\}+\sin \left(\underline{\varphi}_{k, j}\right) \Im\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\} \leq \frac{1}{\sqrt{l_{k, j, k}}},  \tag{20d}\\
&\left.\cos \left(\bar{\varphi}_{k, j}\right) \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\}+\sin \left(\bar{\varphi}_{k, j}\right) \Im\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\} \leq \frac{1}{\sqrt{l_{k, j, k}}}\right\} . \tag{20e}
\end{align*}
$$

When $\bar{\varphi}_{k, j}-\underline{\varphi}_{k, j}=2 \pi, \mathbf{a}_{k} \in \operatorname{Conv}\left(S_{k, j}^{[0,2 \pi]}\right)$ is equivalent to $\mathbf{a}_{k} \in \mathbb{C}$ and $\mathbf{a}_{k} \in \operatorname{Conv}\left(Y_{k, j}^{[0,2 \pi]}\right)$ is equivalent to $\Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\} \leq 1 / \sqrt{l_{k, j, k}}$. It is easy to verify that, when the width of the interval $\left[\underline{\varphi}_{k, j}, \bar{\varphi}_{k, j}\right]$ goes to zero, the set $\operatorname{Conv}\left(S_{k, j}^{\left[\underline{\varphi}_{k, j}, \bar{\varphi}_{k, j}\right]}\right)$ becomes $S_{k, j}^{\left[\varphi_{k, j}, \bar{\varphi}_{k, j}\right]}$ and the set $\operatorname{Conv}\left(Y_{k, j}^{\left[\underline{\varphi}_{k, j}, \bar{\varphi}_{k, j}\right]}\right)$ becomes $Y_{k, j}^{\left[\underline{\varphi}_{k, j}, \bar{\varphi}_{k, j}\right]}$, so the convex envelopes become tight.

Proposition 2 (Argument Cut based Relaxation Problem): The convex relaxation of P1 can be formulated as

$$
\begin{align*}
\text { P2 : } \min _{\left\{\mathbf{a}_{k}\right\}} & \sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} l_{l, j, l}\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2} \\
\text { s.t. } & (19), \forall k, \forall j \in \mathcal{E}_{k} \\
& \text { (20), } \forall k, \forall j \in \mathcal{D}_{k} / \mathcal{E}_{k}, \tag{21}
\end{align*}
$$

which is a quadratic programming ( QP ) problem.
Proof: In Lemma 1, we give a lower bound of the objective function in P1. In Lemma 2, we relax the nonconvex constraints in P1 to convex ones. Therefore, P2 is a convex relaxation problem of P1.

## C. Proposed BB-Based Algorithm

To solve P2, we need to know the ranges of each $1 /\left\|\mathbf{a}_{l}^{H} \mathbf{h}_{l, j, l}\right\|^{2}$ in (16) and each $\varphi_{k, j}$ in Lemma 2. Define $\mathbf{v}=[\mathbf{d}, \boldsymbol{\varphi}] \in \mathbb{R}_{+}^{p+M}$, where the elements in $\mathbf{d} \in \mathbb{R}_{+}^{p}$ denote $1 /\left\|\mathbf{a}_{l}^{H} \mathbf{h}_{l, j, l}\right\|^{2}, \forall l, \forall j \in \mathcal{D}_{l} / \mathcal{E}_{l}, \varphi$ consists of the argument variables $\left\{\varphi_{k, j}\right\}$ and $p=\sum_{k=1}^{K}\left|\mathcal{D}_{k} / \mathcal{E}_{k}\right|$ denotes the number of common nodes. Let $V, L B^{t}$ and $U B^{t}$ denote the the range of $\mathbf{v}$, the optimal lower bound, and the optimal upper bound of the optimal value of P1 at the $t$-th iteration, respectively. Define $l b(V)$ and $u b(V)$ as the lower bound and the upper bound over the box $V$, respectively. Let $C^{t}$ denote a box list and $\{V, l b(V), \mathbf{c}\}$ denote an item in $C^{t}$, where $\mathbf{c}$ is the optimal solution to P 2 over the box $V$. The initial range of $\mathbf{v}$ is defined as $V_{\text {init }}=[\underline{\mathbf{v}}, \overline{\mathbf{v}}]$. According to Lemma 1 and 2, the lower vertices $\underline{\mathbf{v}}$ and the upper vertices $\overline{\mathbf{v}}$ can be given by

$$
\underline{\mathbf{v}} \rightarrow \mathbf{0}_{p+M}, \overline{\mathbf{v}}=\left[\mathbf{1}_{p}^{T}, 2 \pi \times \mathbf{1}_{M}^{T}\right]^{T}
$$

where each element in $\underline{\mathbf{v}}$ is a positive number approaching 0 .
At the $t$-th iteration, select a box in $C^{t}$ such that the lower bound over it is the smallest one in $C^{t}$. Split the selected box into two smaller sub-boxes. For each sub-box, find its lower bound and upper bound. The current optimal lower bound is updated as the minimum value among the lower bounds from all obtained sub-boxes. The current optimal upper bound is updated as the minimum value among the upper bounds from all obtained sub-boxes. Discard the sub-boxes whose lower bound is larger than the current optimal upper bound. The detailed steps of the proposed BB algorithm are listed as follows.
a) Branch: The bisection method is a widely used branching rule for rectangular subdivision. Specifically, at the $t$-th iteration, we select the box with the smallest lower bound in $C^{t}$, denoted as $V^{t}$, and split it along the longest edge into two smaller ones, i.e., set $l=\arg \max _{n}\left\{\bar{v}_{n}^{t}-\underline{v}_{n}^{t}\right\}$ and $j_{l}^{t}=\left(\underline{v}_{l}^{t}+\bar{v}_{l}^{t}\right) / 2$, split $V^{t}$ into the following two smaller boxes

$$
\begin{align*}
& V_{l}^{t}=\left\{\boldsymbol{\theta} \in V^{t} \mid \underline{v}_{l}^{t} \leq \theta_{l} \leq j_{l}^{t}\right\} \\
& V_{r}^{t}=\left\{\boldsymbol{\theta} \in V^{t} \mid j_{l}^{t} \leq \theta_{l} \leq \bar{v}_{l}^{t}\right\} \tag{22}
\end{align*},
$$

where $\theta_{l}$ is the $l$-th component of $\boldsymbol{\theta} \in \mathbb{R}^{p+M}$.
b) Lower Bound: For each box $V \in\left\{V_{l}^{t}, V_{r}^{t}\right\}$, compute the lower bound $l b(V)$ by solving P 2 over the box $V$. Then $C^{t+1}$ can be formed by removing $V^{t}$ from $C^{t}$ and adding $V_{l}^{t}$ and $V_{r}^{t}$ if their lower bounds are smaller than or equal to the current best upper bound $U B^{t}$, i.e., $C^{t+1}=C^{t} \backslash\left\{V^{t}, l b\left(V^{t}\right), \mathbf{c}^{t}\right\} \cup$ $\left\{V_{i}^{t}, l b\left(V_{i}^{t}\right), \mathbf{c}_{i}^{t} \mid l b\left(V_{i}^{t}\right) \leq U B^{t}, i=l, r\right\}$. The optimal lower bound at the $t$-th iteration can be updated according to $L B^{t+1}=\min _{V \in C^{t+1}} l b(V)$. Since we always solve the relaxation problem in a smaller box $V \in\left\{V_{l}^{t}, V_{r}^{t}\right\}$ than $V^{t}$, we can ensure that the optimal lower bound does not decrease at each iteration.
c) Upper Bound: We can compute an upper bound by finding a feasible solution to P1 (denoted as $\left\{\overline{\mathbf{a}}_{k}\right\}$ ), which can be obtained by appropriately scaling the optimal solution to P2

$$
\begin{equation*}
\overline{\mathbf{a}}_{k}=\frac{\hat{\mathbf{a}}_{k}}{\min \{\underbrace{\left\{\cdots,\left\|\hat{\mathbf{a}}_{k}^{H} \mathbf{h}_{k, j, k}\right\|, \cdots\right\}}_{\forall j \in \mathcal{E}_{k}}, \underbrace{\left\{\cdots, \sqrt{u_{k, j, k}}\left\|\hat{\mathbf{a}}_{k}^{H} \mathbf{h}_{k, j, k}\right\|, \cdots\right\}}_{\forall j \in \mathcal{D}_{k} / \mathcal{E}_{k}}, 1\}}, \forall k . \tag{23}
\end{equation*}
$$

(denoted as $\left\{\hat{\mathbf{a}}_{k}\right\}$ ). Specifically, $\left\{\hat{\mathbf{a}}_{k}\right\}$ may not be feasible to (16) and (18). Therefore, we use (23), as shown at top of the next page, to scale $\left\{\hat{\mathbf{a}}_{k}\right\}$ to satisfy the constraints in (16) and (18). Then, for each $V \in\left\{V_{l}^{t}, V_{r}^{t}\right\}$, the upper bound $u b(V)$ can be given as

$$
\begin{equation*}
u b(V)=\sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{\left\|\overline{\mathbf{a}}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\left\|\overline{\mathbf{a}}_{l}^{H} \mathbf{h}_{l, j, l}\right\|^{2}}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}}{P_{t}}\left\|\overline{\mathbf{a}}_{k}\right\|^{2} . \tag{24}
\end{equation*}
$$

If the newly added boxes can provide a smaller upper bound than the current best upper bound $U B^{t}$, we can find a better upper bound, i.e., $U B^{t+1}=\min \left\{U B^{t}, u b\left(V_{l}^{t}\right), u b\left(V_{r}^{t}\right)\right\}$, so that we can ensure that the optimal upper bound does not increase at each iteration.
d) Termination: For a given relative error tolerance, if

$$
\begin{equation*}
\frac{U B^{t}-L B^{t}}{L B^{t}} \leq \varepsilon \tag{25}
\end{equation*}
$$

the BB algorithm terminates.
The overall BB-based algorithm for solving P1 is summarized in Algorithm 1.

## D. Convergence and Computational Complexity

As the length of the longest edge of the box $V$ goes to zero, the BB algorithm converges only when the gap between upper and lower bounds also tends to zero. We provide the following proposition to show that an $\varepsilon$-optimal value can be obtained by the proposed BB algorithm.

Proposition 3 ( $\varepsilon$-Optimal Value): For any given tolerance $\varepsilon$, an $\varepsilon$-optimal value is always exists when the size of the box $V^{t} \subseteq V_{\text {init }}$ is small enough. More specifically, for any given $\varepsilon>0$, we can always find a $\delta \in(0, \pi / 2)$ satisfying $p^{\prime} / \cos ^{2}(\delta)+T_{m} \delta / \cos ^{2}(\delta)-p^{\prime}+K \tan ^{2}(\delta) \leq \varepsilon$, where $p^{\prime}=\sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}}\left|\mathcal{C}_{k} \cap \mathcal{D}_{l}\right|$ and $T_{m}$ is a large positive number such that $\sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} 2 / l_{l, j, l} \leq T_{m}$. When $\bar{v}_{l}^{t}-\underline{v}_{l}^{t} \leq 2 \delta,\left(u b\left(V^{t}\right)-l b\left(V^{t}\right)\right) / l b\left(V^{t}\right) \leq \varepsilon$ holds, so $\left(U B^{t}-L B^{t}\right) / L B^{t} \leq \varepsilon$ holds.

## Proof: See Appendix B.

Remark 1 (Convergence Analysis for the BB Algorithm): From Proposition 3, when the box $V^{t}$ shrinks to a point, the gap between the upper and lower bounds over $V^{t}$ becomes sufficiently small and the proposed BB algorithm converges. More precisely, when $\varepsilon \rightarrow 0,\left(U B^{t}-L B^{t}\right) / L B^{t}$ will converge to 0 . Since $L B^{t}$ is uniformly bounded away from 0 , we can further obtain $U B^{t}-L B^{t} \rightarrow 0$, which indicates that the upper and lower bounds converge to the optimal value of the formulated problem. Therefore, the convergence of the proposed BB algorithm is guaranteed.

Remark 2 (Complexity Analysis for the BB Algorithm): The volume of $V_{\text {init }}$ is $1^{p}(2 \pi)^{M}$. Using the conclusion in [31, Theorem 1], we can conclude that, for any given $\varepsilon>0$, the
maximum number of iterations of the BB algorithm is given by

$$
\begin{equation*}
T_{\max }=\left\lceil\left(\frac{2 \pi}{\delta}\right)^{M}\left(\frac{1}{\delta}\right)^{p}\right\rceil+1 \tag{26}
\end{equation*}
$$

where $\delta$ is defined in Proposition 3. In each iteration, the BB algorithm generates two branches, and each branch corresponds to a QP problem P2. In the worst case, the number of branches generated in the whole algorithm is $2 \cdot T_{\max }$. Each QP problem can be solved by a generic interior-point method (IPM). The complexity of IPM is on the order of $\mathcal{O}\left(\left(K N_{r}\right)^{3} L\right)$, where $L$ denotes the quantity $\ln (1 / \epsilon)$ and $\epsilon$ denotes the relative accuracy [34]. The worst-case computational complexity of the proposed BB algorithm is therefore $\mathcal{O}\left(2 \cdot T_{\max }\left(K N_{r}\right)^{3} L\right)$.

## Algorithm 1 BB-Based Algorithm <br> Initialization: Set the iteration index $t=0, V^{0}=V_{\text {init }}$ and the tolerance $\varepsilon$. Solve P 2 to find the initial lower bound $L B^{0}=l b\left(V^{0}\right)$ and $\mathbf{c}^{0}$. Obtain the initial upper bound $U B^{0}=u b\left(V^{0}\right)$ according to (23) and (24). Initialize $C^{0} \leftarrow$ $\left\{V^{0}, l b\left(V^{0}\right), \mathbf{c}^{0}\right\}$.

## Repeat

1: Select a box $V^{t}$ in $C^{t}$ such that the lower bound $l b\left(V^{t}\right)$ is the smallest one in $C^{t}$. Split $V^{t}$ along the longest edge into two smaller ones $V_{l}^{t}$ and $V_{r}^{t}$ according to (22).
2: For each box $V_{i}^{t}(i=l, r)$, find its lower bound $l b\left(V_{i}^{t}\right)$ by solving P2 and its upper bound $u b\left(V_{i}^{t}\right)$ according to (23) and (24).

3: Update $C^{t+1}=C^{t} \backslash\left\{V^{t}, l b\left(V^{t}\right), \mathbf{c}^{t}\right\} \cup\left\{V_{i}^{t}, l b\left(V_{i}^{t}\right), \mathbf{c}_{i}^{t} \mid\right.$
$\left.l b\left(V_{i}^{t}\right) \leq U B^{t}, i=l, r\right\}$.
4: Update $L B^{t+1}=\min _{V \in C^{t+1}} l b(V)$.
5: Update $U B^{t+1}=\min \left\{U B^{t}, u b\left(V_{l}^{t}\right), u b\left(V_{r}^{t}\right)\right\}$.
6: Set $t=t+1$.
Until $\left(U B^{t}-L B^{t}\right) / L B^{t} \leq \varepsilon$

## IV. SCA-Based Distributed Algorithm

The BB algorithm in the previous section requires a centralized controller to coordinate all FCs, which may not be practical in some applications. Therefore, we only use it as a network performance benchmark. In this section, we consider a more practical scenario without a centralized controller and each FC only has the CSI of the nodes within its own cluster. We propose a low-complexity distributed algorithm by exploiting SCA and primal decomposition theory. To gain more insights, we also consider a special case of each FC
equipped with massive antennas and develop an asymptotically optimal beamformer design in closed-form for P1.

## A. SCA Transformation

Since all the receivers are coupled in the objective function of P1, it is not easy to develop a distributed algorithm. Inspired by the application of IT in beamforming [27], [28], we introduce a set of slack variables $\left\{\tau_{k, j}\right\}$ to make P1 decomposable, which satisfy

$$
\begin{equation*}
\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\|^{2} \geq \tau_{k, j}, \forall k, \forall j \in \mathcal{D}_{k} / \mathcal{E}_{k} \tag{27}
\end{equation*}
$$

$\tau_{k, j}$ reflects the magnitude of the transmit power of the $(k, j)$-th node. The larger it is, the smaller the transmit power will be, so the smaller the interference level from the $(k, j)$-th node to the FCs not serving it. To ease the notation, we denote $\tau$ as a $p \times 1$ vector composed of $\tau_{k, j}$ 's, $\forall k, \forall j \in \mathcal{D}_{k} / \mathcal{E}_{k}$. Then, an equivalent problem of P1 can be formulated in the following lemma.

Lemma 3 (Equivalent Problem of P1): P1 can be equivalently transformed into

$$
\begin{align*}
& \mathrm{P} 3: \min _{\left\{\mathbf{a}_{k}\right\}, \boldsymbol{\tau}} \sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\tau_{l, j}}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2}  \tag{28a}\\
& \text { s.t. }\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\|^{2} \geq \tau_{k, j}, \forall k, \forall j \in \mathcal{D}_{k} / \mathcal{E}_{k}  \tag{28b}\\
&\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\|^{2} \geq 1, \forall k, \forall j \in \mathcal{E}_{k}  \tag{28c}\\
& \tau_{k, j} \geq 1, \forall k, \forall j \in \mathcal{D}_{k} / \mathcal{E}_{k} . \tag{28~d}
\end{align*}
$$

Proof: See Appendix C.
It can be observed that $\left\{\mathbf{a}_{k}\right\}$ and $\boldsymbol{\tau}$ are coupled in (28a). Thus, we adopt the following lemma to decouple them, i.e.,

Lemma 4 (Linearization of Hyperbolic Constraint): The hyperbolic constraint

$$
\begin{equation*}
\frac{\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\tau_{l, j}} \leq q_{l, j, k} \tag{29}
\end{equation*}
$$

can be converted into the following linear matrix inequality

$$
\left[\begin{array}{cc}
q_{l, j, k} & \mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}  \tag{30}\\
\left(\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right)^{H} & \tau_{l, j}
\end{array}\right] \succcurlyeq \mathbf{0} .
$$

Proof: Applying the Schur complement condition in [35], (30) can be easily obtained from (29).

From Lemma 4, the convexity of the objective function (28a) in P3 can be easily verified. Then, P3 is intractable only due to the nonconvex constraints (28b) and (28c), which is similar to the case of single-cluster CoMAC. It has been shown that SCA outperforms SDR in [12]. Thus, we can apply the similar SCA method in [12] to cope with constraints (28b) and (28c), as given in the following lemma.

Lemma 5 (Convex Approximation of (28b) and (28c)): The constraints (28b) and (28c) can be approximated by the iterative relaxed linear constraints, i.e.,

$$
\begin{gather*}
2 \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k} \mathbf{h}_{k, j, k}^{H} \mathbf{c}_{k}^{(s)}\right\}-\left\|\mathbf{h}_{k, j, k}^{H} \mathbf{c}_{k}^{(s)}\right\|^{2} \geq \tau_{k, j}  \tag{31}\\
2 \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k} \mathbf{h}_{k, j, k}^{H} \mathbf{c}_{k}^{(s)}\right\}-\left\|\mathbf{h}_{k, j, k}^{H} \mathbf{c}_{k}^{(s)}\right\|^{2} \geq 1 \tag{32}
\end{gather*}
$$

where $\mathbf{c}_{k}^{(s)}$ is the solution at the (s-1)-th iterative optimization.
Proof: Considering auxiliary vector $\mathbf{c}_{k}^{(s)} \in \mathbb{C}^{N_{r}}$, $\left(\mathbf{a}_{k}-\mathbf{c}_{k}^{(s)}\right)^{H} \mathbf{h}_{k, j, k} \mathbf{h}_{k, j, k}^{H}\left(\mathbf{a}_{k}-\mathbf{c}_{k}^{(s)}\right) \geq 0$ holds. It follows that $\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\|^{2} \geq 2 \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k} \mathbf{h}_{k, j, k}^{H} \mathbf{c}_{k}^{(s)}\right\}-\left\|\mathbf{h}_{k, j, k}^{H} \mathbf{c}_{k}^{(s)}\right\|^{2}$. Thus, we can obtain (31) and (32).

Combining the above lemmas, P3 can be tackled by sequentially solving a series of convex problems in the following proposition.

Proposition 4 (Convex Approximation of P3): At the $s$-th iteration optimization, P3 can be approximated as

$$
\begin{align*}
& \mathrm{P} 4\left(\left\{\mathbf{c}_{k}^{(s)}\right\}\right): \min _{\left\{\mathbf{a}_{k}\right\}, \mathbf{q}} \\
& \sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} q_{l, j, k}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2} \\
& \text { s.t. }(30), \forall k, \forall l \in \mathcal{I}_{k}, \forall j \in \mathcal{C}_{k} \cap \mathcal{D}_{l} \\
&(31), \forall k, \forall j \in \mathcal{D}_{k} / \mathcal{E}_{k} \\
&(32), \forall k, \forall j \in \mathcal{E}_{k}  \tag{33}\\
&(28 \mathrm{~d})
\end{align*}
$$

where the optimization variable $\mathbf{q}$ is a vector composed of $q_{l, j, k}$ 's, $\forall k, \forall l \in \mathcal{I}_{k}, \forall j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}$.

Proof: By applying (29) and (30), we give a quadratic representation of (28a). By applying (31) and (32), we convert the nonconvex constraints (28b) and (28c) into convex ones. Therefore, $\mathrm{P} 4\left(\left\{\mathbf{c}_{k}^{(s)}\right\}\right)$ is convex.

## B. Distributed Beamformer Design

In this subsection, we present a distributed beamforming design based on the existing decomposition methods [32], [36]. Specifically, we alternately optimize $\tau$ and $\left\{\mathbf{a}_{k}\right\}$ so that the objective function value continues to decrease.

When fixing $\tau, \mathrm{P} 4\left(\left\{\mathbf{c}_{k}^{(s)}\right\}\right)$ can be decomposed into $K$ parallel subproblems, i.e., the $k$-th subproblem at the $s$-th iteration can be formulated as

$$
\begin{align*}
& \mathbf{P}_{k}^{\text {sub }}\left(\boldsymbol{\tau}, \mathbf{c}_{k}^{(s)}\right): \min _{\mathbf{a}_{k}, \mathbf{q}_{k}} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} q_{l, j, k}+\frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2} \\
& \text { s.t. }(30), \forall l \in \mathcal{I}_{k}, \forall j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}  \tag{34}\\
&(31), \forall j \in \mathcal{D}_{k} / \mathcal{E}_{k} \\
&(32), \forall j \in \mathcal{E}_{k},
\end{align*}
$$

where $\mathbf{q}_{k}$ is composed of $q_{l, j, k}$ 's, $\forall l \in \mathcal{I}_{k}, \forall j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}$.
We can observe that the $k$-th FC only needs the CSI from the nodes in $\mathcal{C}_{k}$ to it. Each subproblem is convex and can be solved by generic convex programming solver SeDuMi . Let $\left(\mathbf{a}_{k}^{(s)}, \mathbf{q}_{k}^{(s)}\right)$ denote the $s$-th solution of the SCA procedure. Once getting $\left(\mathbf{a}_{k}^{(s)}, \mathbf{q}_{k}^{(s)}\right)$, we then solve $\mathbf{P}_{k}^{\text {sub }}\left(\boldsymbol{\tau}, \mathbf{c}_{k}^{(s+1)}\right)$ with $\mathbf{c}_{k}^{(s+1)}=\mathbf{a}_{k}^{(s)}$, and repeat the process until a stopping condition is met. The initial $\mathbf{c}_{k}^{(1)}$ can be obtained by randomly generating $\mathbf{a}_{k}^{(0)}$ satisfying (28b) and (28c).

When the SCA procedure terminates, each FC can update $\tau$ by solving the following master problem

$$
\begin{align*}
& \mathbf{P}^{\text {mas }}: \min _{\boldsymbol{\tau}}  \tag{35}\\
& \sum_{k=1}^{K} P_{k}^{\star}(\boldsymbol{\tau}) \\
& \text { s.t. } \boldsymbol{\tau} \geq \mathbf{1}_{p}
\end{align*}
$$

where $P_{k}^{\star}(\boldsymbol{\tau})$ is the objective function value at the $k$-th FC, and the constraint comes from (28d).

According to the primal decomposition theory, we apply the subgradient projection method to solve the master problem. Define the subgradient vector of $P_{k}^{\star}(\boldsymbol{\tau})$ as $\mathbf{g}_{k} \in \mathbb{R}^{p \times 1}$ and the global subgradient vector as $\mathbf{g} \in \mathbb{R}^{p \times 1}$. Each FC can get the subgradient vector $\mathbf{g}_{k}$ by solving its own subproblems and the global subgradient vector $\mathbf{g}$ can be obtained using the following proposition.

Proposition 5 (Global Subgradient): The vector $\mathbf{g}$ is given by

$$
\begin{equation*}
\mathbf{g}=\sum_{k=1}^{K} \mathbf{g}_{k} \tag{36}
\end{equation*}
$$

## Proof: See Appendix D.

Due to the partial connection characteristics of the system, it can be observed from each subproblem that each FC only needs the slack variables that reflect the transmit power of the common nodes in its cluster, e.g., the $k$-th FC only needs $\tau_{k, j}, \forall j \in \mathcal{D}_{k} / \mathcal{E}_{k}$ and $\tau_{l, j}, \forall l \in \mathcal{I}_{k}, \forall j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}$. Therefore, after receiving the subgradient vectors of its neighbor clusters, i.e., $\mathcal{I}_{k} \cup \mathcal{I}_{k}^{\prime}$, the $k$-th FC can start computing its global subgradient $\mathbf{g}$ without waiting for the subgradient vectors of all clusters to be received. Then, the vector $\tau$ is updated as

$$
\begin{equation*}
\boldsymbol{\tau}(n+1)=\left[\boldsymbol{\tau}(n)-\mu(n) \cdot \frac{\mathbf{g}}{\|\mathbf{g}\|}-\mathbf{1}_{p}\right]^{+}+\mathbf{1}_{p} \tag{37}
\end{equation*}
$$

where $n$ denotes the iteration index, $\mu$ is the step size which decreases with the iteration process, i.e., $\mu(n)=\mu(1) / \sqrt{n}$ $\left(\mu(1)>0\right.$ is the initial step size), and $[\cdot]^{+}$denotes the projection onto the nonnegative orthant.

Finally, the decentralized algorithm for solving P1 is summarized in Algorithm 2.

[^2]Until termination criterion is met

## C. Optimal Beamforming Structure

Algorithm 2 can find good feasible solutions to P1. However, it cannot offer a fundamental understanding of the beamforming structure for multi-cluster CoMAC. Besides, the complexity of the SCA method can be prohibitively high if the number of antennas is large. To gain more insight, we
analyze the optimal beamforming structure of $\mathbf{P}_{k}^{\text {sub }}\left(\boldsymbol{\tau}, \mathbf{c}_{k}^{(s)}\right)$ in the following Lemma 6.

Lemma 6 (The Optimal Solution Structure of $\mathrm{P}_{k}^{\text {sub }}\left(\boldsymbol{\tau}, \mathrm{c}_{k}^{(s)}\right)$ ): The optimal solution of $\mathbf{P}_{k}^{\text {sub }}\left(\boldsymbol{\tau}, \mathbf{c}_{k}^{(s)}\right)$ is a linear combination of the channels between the $k$-th FC and the nodes in the same cluster, i.e.,

$$
\begin{equation*}
\mathbf{a}_{k}^{\star}=\sum_{j \in \mathcal{D}_{k}} v_{k, j, k}^{\star} \mathbf{h}_{k, j, k}+\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} v_{l, j, k}^{\star} \mathbf{h}_{l, j, k}, \tag{38}
\end{equation*}
$$

where $v_{k, j, k}^{\star}=\frac{P_{t}}{\sigma_{n}^{2}} \lambda_{k, j}^{\star} \mathbf{h}_{k, j, k}^{H} \mathbf{c}_{k}^{(s)}$ and $v_{l, j, k}^{\star}=\frac{P_{t}}{\sigma_{n}^{2}}\left(t_{l, j, k}^{(2) \star}\right)^{*}$ with $\lambda_{k, j}^{\star}$ and $t_{l, j, k}^{(2) \star}$ being the optimal Lagrange multipliers.

Proof: The Lagrangian of $\mathbf{P}_{k}^{\text {sub }}\left(\boldsymbol{\tau}, \mathbf{c}_{k}^{(s)}\right)$ is defined in (68). Ignoring items not related to $\mathbf{a}_{k}$, we can rewrite it as

$$
\begin{align*}
\mathcal{L}_{k}\left(\mathbf{a}_{k}\right) & =\frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2}-\sum_{j \in \mathcal{D}_{k}} 2 \lambda_{k, j} \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k} \mathbf{h}_{k, j, k}^{H} \mathbf{c}_{k}^{(s)}\right\} \\
& -\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}}\left(t_{l, j, k}^{(2)}\left(\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right)^{H}+t_{l, j, k}^{(3)} \mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right) . \tag{39}
\end{align*}
$$

By the Karush-Kuhn-Tucker conditions, at the optimality of $\mathbf{P}_{k}^{\text {sub }}\left(\boldsymbol{\tau}, \mathbf{c}_{k}^{(s)}\right)$, the gradient of $\mathcal{L}_{k}\left(\mathbf{a}_{k}\right)$ with respect to $\mathbf{a}_{k}$ satisfies $\nabla_{\mathbf{a}_{k}} \mathcal{L}_{k}\left(\mathbf{a}_{k}\right)=0$. Since $\nabla_{\mathbf{x}} \Re\left\{\mathbf{c}^{H} \mathbf{x}\right\}=\mathbf{c}^{*} / 2$ for the complex vector $\mathbf{c}$ and $\nabla_{\mathbf{x}}\left(\mathbf{x}^{H} \mathbf{C x}\right)=(\mathbf{C x})^{*}$ for the Hermitian matrix $\mathbf{C}$, we obtain
$\mathbf{a}_{k}^{\star}=\sum_{j \in \mathcal{D}_{k}} \frac{P_{t}}{\sigma_{n}^{2}} \lambda_{k, j}^{\star} \mathbf{h}_{k, j, k}^{H} \mathbf{c}_{k}^{(s)} \mathbf{h}_{k, j, k}+\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{P_{t}}{\sigma_{n}^{2}}\left(t_{l, j, k}^{(2) \star}\right)^{*} \mathbf{h}_{l, j, k}$.

Define $\mathbf{H}_{k}=\left[\cdots, \mathbf{h}_{k, j, k}, \cdots, \mathbf{h}_{l, j, k}, \cdots\right] \in \mathbb{C}^{N_{r} \times\left|\mathcal{C}_{k}\right|}$ as the channel matrix for the $k$-th cluster and $\mathbf{v}_{k}=$ $\left[\cdots, v_{k, j, k}, \cdots, v_{l, j, k}, \cdots\right]^{T}$ as the corresponding linear combination coefficients vector. We can rewrite (38) as $\mathbf{a}_{k}^{\star}=$ $\mathbf{H}_{k} \mathbf{v}_{k}^{\star}$. As the SCA method iteratively updates $\mathbf{c}_{k}^{(s)}, \mathbf{a}_{k}^{\star}$ is updated accordingly without changing its structure. Assume that the rank of $\mathbf{H}_{k}$ satisfies $r_{k} \leq \min \left(N_{r},\left|\mathcal{C}_{k}\right|\right)$. Then, $\mathbf{H}_{k}$ can be decomposed as $\mathbf{U}_{k} \boldsymbol{\Sigma}_{k} \mathbf{V}_{k}$ by the truncated singularvalue decomposition, where $\mathbf{U}_{k} \in \mathbb{C}^{N_{r} \times r_{k}}$ is composed of the orthonormal vectors that can span the column space of $\mathbf{H}_{k}$. Thus, the optimal solution of $\mathbf{P}_{k}^{\text {sub }}\left(\boldsymbol{\tau}, \mathbf{c}_{k}^{(s)}\right)$, i.e., $\mathbf{a}_{k}^{\star}=\mathbf{H}_{k} \mathbf{v}_{k}^{\star}$, can be converted to

$$
\begin{equation*}
\mathbf{a}_{k}^{\star}=\mathbf{U}_{k} \mathbf{b}_{k}^{\star}, \tag{41}
\end{equation*}
$$

where $\mathbf{b}_{k}^{\star}$ is defined as $\mathbf{b}_{k}^{\star}=\boldsymbol{\Sigma}_{k} \mathbf{V}_{k} \mathbf{v}_{k}^{\star}$.
Directly obtaining the weighted vector $\mathbf{b}_{k}^{\star}$ is difficult. Thus, we compute $\mathbf{b}_{k}^{\star}$ through a simple numerical algorithm. Specifically, substituting (41) into (34), $\mathbf{b}_{k}^{\star}$ can be computed by solving the following problem.

$$
\begin{align*}
& \mathbf{S}_{k}^{\mathrm{sub}}\left(\boldsymbol{\tau}, \mathbf{d}_{k}^{(s)}\right): \min _{\mathbf{b}_{k}, \mathbf{q}_{k}} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} q_{l, j, k}+\frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{U}_{k} \mathbf{b}_{k}\right\|^{2} \\
& \text { s.t. } g_{j}^{(s)}\left(\mathbf{b}_{k}\right) \geq 1, \forall j \in \mathcal{E}_{k} \\
& \quad g_{j}^{(s)}\left(\mathbf{b}_{k}\right) \geq \tau_{k, j}, \forall j \in \mathcal{D}_{k} / \mathcal{E}_{k} \\
& \quad\left[\begin{array}{cc}
q_{l, j, k} & \mathbf{b}_{k}^{H} \mathbf{U}_{k}^{H} \mathbf{h}_{l, j, k} \\
\mathbf{h}_{l, j, k}^{H} \mathbf{U}_{k} \mathbf{b}_{k} & \tau_{l, j}
\end{array}\right] \succcurlyeq \mathbf{0}, \forall l \in \mathcal{I}_{k}, \forall j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}, \tag{42}
\end{align*}
$$

where $g_{j}^{(s)}\left(\mathbf{b}_{k}\right)=2 \Re\left\{\mathbf{b}_{k}^{H} \mathbf{U}_{k}^{H} \mathbf{h}_{k, j, k} \mathbf{h}_{k, j, k}^{H} \mathbf{U}_{k} \mathbf{d}_{k}^{(s)}\right\}-$ $\left\|\mathbf{h}_{k, j, k}^{H} \mathbf{U}_{k} \mathbf{d}_{k}^{(s)}\right\|^{2}$ with $\mathbf{d}_{k}^{(s)}$ being the solution at the $(s-1)$-th iterative optimization.

Compared with directly optimizing each receiver in (34), solving the weighted vectors $\mathbf{b}_{k}$ in (42) does not depend on the number of antennas but only on the rank of $\mathbf{H}_{k}$, which leads to lower computational complexity when FCs are equipped with large antenna arrays.

To gain more insights of $\left\{\mathbf{a}_{k}\right\}$, we consider a special case where each FC has a very large number of antennas and use the following lemma.

Lemma 7 (Convergence of $\boldsymbol{h}_{k, i, k}^{H} \boldsymbol{h}_{k^{\prime}, i^{\prime}, k} / N_{r}$ ): When $N_{r} \rightarrow$ $\infty$, we have

$$
\lim _{N_{r} \rightarrow \infty} \frac{\mathbf{h}_{k, i, k}^{H} \mathbf{h}_{k^{\prime}, i^{\prime}, k}}{N_{r}} \stackrel{\text { a.s. }}{=}\left\{\begin{array}{cc}
0, & \text { if }(k, i) \neq\left(k^{\prime}, i^{\prime}\right)  \tag{43}\\
\kappa_{k, i, k}, & \text { else }
\end{array}\right.
$$

where $\stackrel{\text { a.s. }}{=}$ denotes the almost sure convergence.
Proof: According to [37, Equation (4)], we can derive (43) by applying the law of large numbers and using the fact that $\mathbf{h}_{k, i, k} \sim \mathcal{C N}\left(\mathbf{0}, \kappa_{k, i, k} \mathbf{I}_{N_{r}}\right)$ and is independent of $\mathbf{h}_{k^{\prime}, i^{\prime}, k}, \forall(k, i) \neq\left(k^{\prime}, i^{\prime}\right)$, i.e.,

$$
\begin{aligned}
\lim _{N_{r} \rightarrow \infty} \frac{\mathbf{h}_{k, i, k}^{H} \mathbf{h}_{k^{\prime}, i^{\prime}, k}}{N_{r}} & =\lim _{N_{r} \rightarrow \infty} \frac{\sum_{j=1}^{N_{r}}\left|p_{j}^{*} q_{j}\right|}{N_{r}} \stackrel{\text { a.s. }}{=} \mathbb{E}\left\{\left|p_{j}^{*} q_{j}\right|\right\} \\
& =\left\{\begin{array}{cc}
0, & \text { if }(k, i) \neq\left(k^{\prime}, i^{\prime}\right) \\
\kappa_{k, i, k}, & \text { else }
\end{array}\right.
\end{aligned}
$$

where $p_{j}$ and $q_{j}$ denote the $j$-th element of $\mathbf{h}_{k, i, k}$ and $\mathbf{h}_{k^{\prime}, i^{\prime}, k}$, respectively.

Based on Lemma 7, a closed-form asymptotically optimal receive beamformer can be derived in the following proposition.

Proposition 6 (The Asymptotically Optimal Beamformer of $\mathrm{P} 1)$ : When $N_{r}$ is sufficiently large, the asymptotically optimal receiver at each FC is approximated as a linear combination of the channels between it and its served nodes, i.e.,

$$
\begin{equation*}
\mathbf{a}_{k} \approx \sum_{j \in \mathcal{D}_{k}} \frac{1}{\kappa_{k, j, k} N_{r}} \mathbf{h}_{k, j, k}, \forall k \tag{44}
\end{equation*}
$$

Proof: First, inspired by Lemma 6, we assume that the asymptotically optimal receivers can be given by $\mathbf{a}_{k}=$ $\sum_{i \in \mathcal{D}_{k}} v_{k, i, k} \mathbf{h}_{k, i, k} / N_{r}, \forall k$, which will lead to gradually vanishing inter-cluster interference and noise as $N_{r} \rightarrow \infty$ :

$$
\begin{align*}
& \lim _{N_{r} \rightarrow \infty} \hat{x}_{k} \\
& \stackrel{(a)}{=} \lim _{N_{r} \rightarrow \infty}\left(\sum_{i \in \mathcal{D}_{k}} x_{k, i}+\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}}{\mathbf{a}_{l}^{H} \mathbf{h}_{l, j, l}} x_{l, j}+\mathbf{a}_{k}^{H} \mathbf{z}_{k}\right) \\
& =\lim _{N_{r} \rightarrow \infty}\left(\sum_{i \in \mathcal{D}_{k}} x_{k, i}+\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{\sum_{i \in \mathcal{D}_{k}} v_{k, i, k}^{*} \frac{\mathbf{h}_{k, i, k}^{H} \mathbf{h}_{l, j, k}}{N_{r}}}{\sum_{i \in \mathcal{D}_{l}} v_{l, i, l}^{*} \frac{\mathbf{h}_{l, i, l}^{H} \mathbf{h}_{l, j, l}}{N_{r}}} x_{l, j}\right. \\
& \left.\quad+\sum_{i \in \mathcal{D}_{k}} v_{k, i, k}^{*} \frac{\mathbf{h}_{k, i, k}^{H} \mathbf{z}_{k}}{N_{r}}\right) \\
& \stackrel{\text { a.s. }}{=} \sum_{i \in \mathcal{D}_{k}} x_{k, i} \tag{45}
\end{align*}
$$

where the equation (a) comes from (10) and (12). By substituting the assumed receivers $\left\{\mathbf{a}_{k}\right\}$ into P 1 , we have

$$
\begin{equation*}
\lim _{N_{r} \rightarrow \infty} \mathrm{MSE}=\lim _{N_{r} \rightarrow \infty} \frac{\sigma_{n}^{2}}{P_{t}} \sum_{k=1}^{K} \sum_{j \in \mathcal{D}_{k}} \frac{\left|v_{k, j, k}\right|^{2} \mathbf{h}_{k, j, k}^{H} \mathbf{h}_{k, j, k}}{N_{r}^{2}} \stackrel{\text { a.s. }}{=} 0 . \tag{46}
\end{equation*}
$$

Next, if the receiver is not a linear combination of channels, it can be written as

$$
\begin{equation*}
\mathbf{a}_{k}=\sum_{j \in \mathcal{D}_{k}} \frac{v_{k, j, k}}{N_{r}} \mathbf{h}_{k, j, k}+\sum_{t=1}^{N_{r}-\left|\mathcal{D}_{k}\right|} \frac{\bar{v}_{k, t}}{N_{r}} \mathbf{u}_{k, t}, \tag{47}
\end{equation*}
$$

where $\left\{\mathbf{u}_{k, t}\right\}_{t=1}^{N_{r}-\left|\mathcal{D}_{k}\right|}$ is an orthonormal basis for the orthogonal complement of the space spanned by $\left\{\mathbf{h}_{k, j, k}\right\}_{j \in \mathcal{D}_{k}}$. It can be observed that the term $\sum_{t=1}^{N_{r}-\left|\mathcal{D}_{k}\right|} \bar{v}_{k, t} \mathbf{u}_{k, t} / N_{r}$ in (47) will bring additional interference and noise as $N_{r} \rightarrow \infty$, causing degraded MSE performance. Therefore, the asymptotically optimal beamformer of P1 has the structure as $\mathbf{a}_{k}=$ $\sum_{i \in \mathcal{D}_{k}} v_{k, i, k} \mathbf{h}_{k, i, k} / N_{r}, \forall k$.

When $N_{r}$ is sufficiently large, MSE is approximated to

$$
\begin{equation*}
\mathrm{MSE} \approx \frac{\sigma_{n}^{2}}{P_{t} N_{r}} \sum_{k=1}^{K} \sum_{j \in \mathcal{D}_{k}}\left|v_{k, j, k}\right|^{2} \kappa_{k, j, k} \tag{48}
\end{equation*}
$$

And the constraints in P1 can be converted to

$$
\begin{equation*}
\left|v_{k, j, k}^{*} \kappa_{k, j, k}\right| \geq 1, \forall j \in \mathcal{D}_{k}, \forall k \tag{49}
\end{equation*}
$$

Apparently, when $v_{k, j, k}=1 / \kappa_{k, j, k}$, (48) reaches minimum, i.e.,

$$
\begin{equation*}
\mathrm{MSE} \approx \frac{\sigma_{n}^{2}}{P_{t} N_{r}} \sum_{k=1}^{K} \sum_{j \in \mathcal{D}_{k}} \frac{1}{\kappa_{k, j, k}} . \tag{50}
\end{equation*}
$$

It can be seen that the inter-cluster interference vanishes as $N_{r} \rightarrow \infty$. Similar conclusions have also appeared in massive MIMO multicast networks [38]. In this case, each FC only needs the CSI of the nodes it serves, which indicates that the FCs do not need to cooperate with each other, information exchange overhead is thus avoided. Considering a special scenario of $K=1$ and $\kappa_{k, j, k}=\kappa, \forall(k, j)$, we obtain $\mathrm{MSE} \approx \sigma_{n}^{2}|\mathcal{D}| /\left(\kappa P_{t} N_{r}\right)$, which has the same form with that in [39, Theorem 2].

Remark 3 (Convergence Analysis for the SCA Algorithm): P3 is solved by alternately optimizing the receivers $\left\{\mathbf{a}_{k}\right\}$ and the vector $\boldsymbol{\tau}$. With fixed $\boldsymbol{\tau},\left\{\mathbf{a}_{k}\right\}$ can be obtained by SCA. At each iteration optimization of the SCA method, several parallel convex subproblems $\mathbf{P}_{k}^{\text {sub }}\left(\boldsymbol{\tau}, \mathbf{c}_{k}^{(s)}\right)$ or $\mathbf{S}_{k}^{\text {sub }}\left(\boldsymbol{\tau}, \mathbf{d}_{k}^{(s)}\right)$ needs to be solved,. Each FC solves its own subproblem in parallel to ensure that the value of the objective function continues to decrease. With fixed $\left\{\mathbf{a}_{k}\right\}, \boldsymbol{\tau}$ is updated by solving the master problem $\mathbf{P}^{\text {mas }}$. It can be seen from Proposition 5 that the subgradient projection method can also guarantee a continuously decreasing objective function value. Considering the fact that the objective function is lower bounded by 0 and its value can be reduced by alternately optimizing the vector $\boldsymbol{\tau}$ and receivers $\left\{\mathbf{a}_{k}\right\}$, the proposed SCA-based distributed algorithm is guaranteed to converge to a finite value. Several
numerical simulations will be provided later in Section V to validate the convergence of the proposed algorithm.

Remark 4 (Signaling Overhead Analysis): We use the number of channel use to characterize the signaling overhead. The main information exchange among all FCs in the above distributed algorithms is the real-valued subgradient vectors. During each iteration, for the $k$-th FC , it should broadcast its subgradient vector $\mathbf{g}_{k}$, which only has $\left|\mathcal{D}_{k} / \mathcal{E}_{k}\right|+\sum_{l \in \mathcal{I}_{k}}\left|\mathcal{C}_{k} \cap \mathcal{D}_{l}\right|$ nonzero scalars and needs $\left|\mathcal{D}_{k} / \mathcal{E}_{k}\right|+\sum_{l \in \mathcal{I}_{k}}\left|\mathcal{C}_{k} \cap \mathcal{D}_{l}\right|$ channel uses to transmit these scalars. The sum signaling overhead among the FCs in one iteration is thus $\left(p+p^{\prime}\right)(K-1)$. Note that the centralized BB-based algorithm requires each FC to share its local CSI with other FCs. In this case, the $k$-th FC has to send $2\left|\mathcal{C}_{k}\right| N_{r}$ real values per link, which yields a total overhead of $2 N_{r}(K-1)\left(M+p^{\prime}\right)$.

Remark 5 (Computational Complexity for the SCA Algorithm): The complexity of IPM for solving each subproblem (42) is on the order of $\sqrt{\beta_{k}} \cdot\left(C_{\text {form }}^{k}+C_{\text {fact }}^{k}\right)$. $\ln (1 / v)$, where $\sqrt{\beta_{k}} \ln (1 / v)$ denotes the number of iterations required in IPM to reach an $v$-optimal solution and $C_{\text {form }}^{k}+C_{\text {fact }}^{k}$ denotes per-iteration computation cost [40]. Specifically, $\beta_{k}=2 \cdot \sum_{l \in \mathcal{I}_{k}}\left|\mathcal{C}_{k} \cap \mathcal{D}_{l}\right|+\left|\mathcal{D}_{k}\right|, C_{\text {form }}^{k}=$ $n_{k} \cdot\left(8 \cdot \sum_{l \in \mathcal{I}_{k}}\left|\mathcal{C}_{k} \cap \mathcal{D}_{l}\right|+\left|\mathcal{D}_{k}\right|\right)+n_{k}^{2} \cdot\left(4 \cdot \sum_{l \in \mathcal{I}_{k}}\left|\mathcal{C}_{k} \cap \mathcal{D}_{l}\right|+\right.$ $\left.\left|\mathcal{D}_{k}\right|\right)$ and $C_{\text {fact }}^{k}=n_{k}^{3}$, where $n_{k}=r_{k}+\sum_{l \in \mathcal{I}_{k}}\left|\mathcal{C}_{k} \cap \mathcal{D}_{l}\right|$ for (42). Assume that the number of subproblems solved by each FC is $N_{a}$ during the iteration. Then the total computational complexity for the distributed algorithms is $\sum_{k=1}^{K} N_{a} \sqrt{\beta_{k}} \cdot\left(C_{\text {form }}^{k}+C_{\text {fact }}^{k}\right) \cdot \ln (1 / v)$. Specially, if $r_{k}=N_{r}$, we obtain the computational complexity for solving each subproblem (34). Due to the fact that $r_{k} \leq$ $\min \left(N_{r},\left|\mathcal{C}_{k}\right|\right)$, the complexity for solving the weighted vector $\mathbf{b}_{k}$ is less than directly optimizing the receiver $\mathbf{a}_{k}$, especially in the case of large-scale antenna systems. Moreover, since $T_{\max } \gg K N_{a} \sqrt{\beta_{k}} \ln (1 / v)$, the computational complexity of the SCA-based distributed algorithm is much less than that of the BB algorithm.

## V. Simulation Results And Discussion

In this section, we provide simulation results to show the convergence and the MSE performance of the proposed algorithms. The channels are Rayleigh, i.e., the elements of each channel vector are modeled as independent and identically distributed complex Gaussian random variables with zero mean and unit variance. For interfering channels, we introduce $\varsigma \in[0,1]$ to represent the strength ratio between the interfering and the desired signal. $\varsigma=0$ denotes that there is no inter-cluster interference, which happens when undesired nodes are farther away, thereby making the interference very weak. And $\varsigma=1$ denotes that the interfering signals have the same strength as the desired signals. Through adjusting the strength ratio $\varsigma$, we can characterize the distance between FC and its undesired nodes. We also assume that each common node only affects one FC and each cluster has the same system configuration, denoted as $\left(N_{r},|\mathcal{D}|\right)$, where each FC is equipped with $N_{r}$ antennas and serves $|\mathcal{D}|$ nodes. For the BB-based algorithm, the relative error tolerance $\varepsilon$ is set to 0.1 .


Fig. 3. Convergence of the BB algorithm. (a) Two-cluster case. (b) Threecluster case. (c) Four-cluster case.

For the SCA-based distributed algorithm, it terminates when the successive difference of the MSE value is less than $10^{-4}$, and its initial step size $\mu(1)$ is set to 2 . We name Algorithm 2 and the optimal-beamforming-structure-based distributed algorithm as Direct SCA and OptSCA, respectively. The plots in Fig. 3a-5a are based on a random channel realization. In Fig. 5b-8, 100 independent channel realizations are simulated.

## A. Convergence Analysis of the Proposed Algorithms

In this subsection, we show the convergence behaviors of the proposed BB-based and SCA-based algorithms. The transmit SNR $P_{t} / \sigma_{n}^{2}$ is set to 20 dB and $\varsigma$ is set to 0.4. In Fig. 3, we consider a multi-cluster network with $\left(N_{r},|\mathcal{D}|\right)=(2,3)$, where $\left|\mathcal{D}_{i} \cap \mathcal{C}_{j}\right|=1, \forall i \neq j$. We observe that the upper bound


Fig. 4. Convergence of the Direct SCA algorithm in the three-cluster case.
is non-increasing and the lower bound is non-decreasing. During the first few iterations, the gap between the upper bound and lower bound is reduced rapidly due to a large number of infeasible subregions being discarded. The gap becomes smaller as the number of iterations increases until the convergence. As expected, the BB-based algorithm requires many iterations to converge. We observe that the number of iterations increases sharply as the number of clusters increases. This is because that the maximum number of iterations of the BB algorithm in (26) is an exponential function of the number of nodes in the network. In contrast, the SCA algorithm converges much faster and achieves a objective value very close to the BB-based algorithm. Fig. 3 demonstrates the effectiveness of the SCA algorithm. The BB-based algorithm is not practical due to its high complexity, but it can be used as a network performance benchmark.

In Fig. 4, we consider a three-cluster network with $\left(N_{r},|\mathcal{D}|\right)=(4,8)$, where $\left|\mathcal{D}_{i} \cap \mathcal{C}_{j}\right|=3, \forall i \neq j$. We can see that the MSE of each FC is monotonically non-increasing over iteration, which demonstrates that the SCA algorithm can reduce the overall MSE in a pairwise manner.

## B. Computation Performance of Multi-Cluster CoMAC

In this subsection, we analyze the performance of the SCA algorithms for different numbers of nodes, numbers of receive antennas and transmit SNRs in the three-cluster networks with $\varsigma=0.5$. Since the complexity of BB algorithm is high in large-scale networks, we only consider the effect of different transmit SNRs on the MSE performance in a two-cluster network with $\varsigma=0.5$. We also consider the following for comparison:
a) Transceiver design without cooperative interference management: Since the FCs don't cooperate with each other, each FC is unaware of the actual signal power of its undesired nodes. When these nodes transmit interfering signals at full power, P1 is converted to

$$
\begin{align*}
\text { P5 }: & \min _{\left\{\mathbf{a}_{k}\right\}} \sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}}\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2} \\
& \text { s.t. }\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\|^{2} \geqslant 1, \forall j \in \mathcal{D}_{k}, \forall k . \tag{51}
\end{align*}
$$
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Fig. 5. The effects of transmit SNR on the MSE of multi-cluster CoMAC.

When these nodes transmit signals at very low power, the intercluster interference is approximately zero, then P1 is converted to

$$
\begin{align*}
\mathrm{P} 6: & \min _{\left\{\mathbf{a}_{k}\right\}} \sum_{k=1}^{K} \frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2}  \tag{52}\\
& \text { s.t. }\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\|^{2} \geqslant 1, \forall j \in \mathcal{D}_{k}, \forall k
\end{align*}
$$

P5 and P6 are quadratically constrained quadratic programming problems, which can be solved by the BB algorithm in [31] to get a optimal value with the relative error tolerance set to $10^{-3}$. We name these two cases NoCoop with Full Power and NoCoop with No Power, respectively.
b) Transceiver design based on alternating optimization (AO for short): Introduce new optimizing variables $\tilde{\mathbf{a}}_{k}=$ $\mathbf{a}_{k} / \sqrt{\eta_{k}}, \forall k$. The MSE in (11) is convex over each of the transmit scalars $\left\{w_{k, i}\right\}$ or receive vectors $\left\{\tilde{\mathbf{a}}_{k}\right\}$, but not jointly convex. Then we can adopt an alternating optimization method in [41] to design transceivers for multi-cluster CoMAC, i.e., with fixed transmit scalars, the optimal receive vectors can be expressed as

$$
\begin{equation*}
\tilde{\mathbf{a}}_{k}=\left(\mathbf{B}_{k}\right)^{-1}\left(\sum_{j \in \mathcal{D}_{k}} \mathbf{h}_{k, j, k} w_{k, j}\right) \tag{53}
\end{equation*}
$$

where $\mathbf{B}_{k}=\sigma_{n}^{2} \mathbf{I}+\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}}\left|w_{l, j}\right|^{2} \mathbf{h}_{l, j, k} \mathbf{h}_{l . j . k}^{H}+$ $\sum_{j \in \mathcal{D}_{k}}\left|w_{k, j}\right|^{2} \mathbf{h}_{k, j, k} \mathbf{h}_{k, j, k}^{H}$. And with fixed receive vectors, the optimal transmit scalars are given by

$$
\begin{equation*}
w_{k, j}=\left(\left\|\mathbf{h}_{k, j, k}^{H} \tilde{\mathbf{a}}_{k}\right\|^{2}+\mu_{k, j}\right)^{-1} \mathbf{h}_{k, j, k}^{H} \tilde{\mathbf{a}}_{k}, \forall j \in \mathcal{E}_{k}, \forall k \tag{54}
\end{equation*}
$$



Fig. 6. The effects of antenna numbers on the MSE of multi-cluster CoMAC.


Fig. 7. The effects of node numbers on the MSE of multi-cluster CoMAC.

$$
\begin{array}{r}
w_{k, j}=\left(\left\|\mathbf{h}_{k, j, k}^{H} \tilde{\mathbf{a}}_{k}\right\|^{2}+\mu_{k, j}+\sum_{l \in \mathcal{I}_{k, j}^{\prime}}\left\|\mathbf{h}_{k, j, l}^{H} \tilde{\mathbf{a}}_{l}\right\|^{2}\right)^{-1} \mathbf{h}_{k, j, k}^{H} \tilde{\mathbf{a}}_{k}, \\
\forall j \in \mathcal{D}_{k} / \mathcal{E}_{k}, \forall k, \tag{55}
\end{array}
$$

where $\mu_{k, j} \geq 0$ and satisfies $\mu_{k, j}\left(\left|w_{k, j}\right|^{2}-P_{t}\right)=0$, and $\mathcal{I}_{k, j}^{\prime}$ denotes the set of clusters interfered by the $(k, j)$-th node. It can be noticed that the global CSI acquisition of all nodes is essential for the AO method. The iterative algorithm is set to have the same termination conditions as the SCA algorithms.

Fig. 5a illustrates the effect of different transmit SNRs and different $\varsigma$ on the MSE performance in $(2,2)$ networks, where $\left|\mathcal{D}_{i} \cap \mathcal{C}_{j}\right|=1, \forall i \neq j$. Fig. 5b compares the MSE performance of different transceiver design schemes under different transmit SNRs in $(4,10)$ networks, where $\left|\mathcal{D}_{i} \cap \mathcal{C}_{j}\right|=2, \forall i \neq j$. It can be observed that MSE is a decreasing function of transmit SNR, and the four curves approach a lower minima when transmit SNR is high, which means that further increasing transmit SNR will not significantly suppress the inter-cluster interference, and the MSE performance will only be marginally improved. Besides, the performance of OptSCA method is near-identical to its direct method (Direct SCA), and is much better than the AO method in low transmit SNR conditions. The performance of transceiver design based on AO is even worse than that of cases of NoCoop with Full Power at low transmit SNRs, which demonstrates the effectiveness of the uniform-forcing transmitter design.

In Fig. 6, we study the MSE performance of different


Fig. 8. The computation MSE performance of (50) versus $N_{r}$.
transceiver designs for different numbers of antennas, where transmit $\mathrm{SNR}=20 \mathrm{~dB},|\mathcal{D}|=10$ and $\left|\mathcal{D}_{i} \cap \mathcal{C}_{j}\right|=2, \forall i \neq j$. It is observed that the MSEs monotonically decrease with the receive antenna number. This is because that more receive antennas enable FCs to obtain higher diversity gain. When the receive antenna number is small, the proposed transceiver design can achieve significantly better MSE performance than the AO method, which demonstrates the effectiveness of our proposed scheme.

The MSE versus different numbers of nodes is shown in Fig. 7, where transmit $\mathrm{SNR}=20 \mathrm{~dB},\left|N_{r}\right|=9$. The number of non-common nodes served by each FC is set to 6 , and that of common nodes increases from 2 to 10 . Fig. 7 shows that the MSE is an increasing function of the node number. This is because more nodes make it harder to design one common receiver to equalize the channels of different nodes. We can also observe that the proposed transceiver design is better than that in the case of NoCoop with Full Power, and the MSE gap between these two cases will increase with the node number. This is because that the cooperative interference management among FCs can significantly reduce the MSE for multi-cluster CoMAC networks, especially when there are a large number of common nodes in each cluster, making inter-cell interference the main reason that affects the MSE performance.

In Fig. 8, we analyze the accuracy of the asymptotic MSE in (50) by comparing with the one obtained from OptSCA, where we set transmit $\mathrm{SNR}=20 \mathrm{~dB},|\mathcal{D}|=10$ and $\left|\mathcal{D}_{i} \cap \mathcal{C}_{j}\right|=$ $2, \forall i \neq j$. It can be observed from Fig. 8 that the gap between the asymptotic MSE and the one computed by SCA decreases as $N_{r}$ increases. When the number of antennas is not large enough, the asymptotic MSE performance in (50) is slightly worse than that obtained from the SCA method, which makes sense because (50) holds in the case of massive antennas. When $N_{r} \geq 320$, the gap becomes negligible, which verifies our conclusion in Proposition 6.

## VI. Conclusion

In this work, we have studied the transceiver design of CoMAC in multi-cluster wireless networks for combating inter-cluster interference and non-uniform fading. We have formulated a QSRP to minimize the sum-MSE of signals aggregated at different FCs subject to the peak power constraints of nodes. The formulated nonconvex problem has
been optimally solved by the proposed BB-based scheme. We have also developed a distributed algorithm, in which the master problem and subproblems have been solved iteratively to obtain a high-performance solution with lower complexity. Through asymptotic analysis, we have provided simple closedform asymptotically optimal receivers for the formulated problem. According to numerical results, our proposed distributed algorithm can significantly reduce the sum-MSE of multicluster CoMAC networks in a cooperative way.

## Appendix A

## Proof of Proposition 1

Substituting (12) and (13) into (11), MSE can be computed as

$$
\begin{align*}
\mathrm{MSE}= & \sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{\left(\min _{i \in \mathcal{D}_{l}}\left\|\mathbf{a}_{l}^{H} \mathbf{h}_{l, i, l}\right\|^{2}\right)\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\left(\min _{i \in \mathcal{D}_{k}}\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, i, k}\right\|^{2}\right)\left\|\mathbf{a}_{l}^{H} \mathbf{h}_{l, j, l}\right\|^{2}} \\
& +\sum_{k=1}^{K} \frac{\sigma_{n}^{2}\left\|\mathbf{a}_{k}\right\|^{2}}{P_{t} \min _{i \in \mathcal{D}_{k}}\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, i, k}\right\|^{2}} . \tag{56}
\end{align*}
$$

By introducing auxiliary variables $\gamma_{k}=\min _{i \in \mathcal{D}_{k}}\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, i, k}\right\|^{2}$ for each $k$, the minimum problem of MSE in (56) can be transformed into

$$
\begin{align*}
& \min _{\left\{\mathbf{a}_{k}\right\},\left\{\gamma_{k}\right\}} \sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{\gamma_{l}\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\gamma_{k}\left\|\mathbf{a}_{l}^{H} \mathbf{h}_{l, j, l}\right\|^{2}}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}\left\|\mathbf{a}_{k}\right\|^{2}}{P_{t} \gamma_{k}} \\
& \text { s.t. }\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k}\right\|^{2} \geqslant \gamma_{k}, \forall j \in \mathcal{D}_{k}, \forall k . \tag{57}
\end{align*}
$$

Then introducing new optimizing variables $\tilde{\mathbf{a}}_{k}=\mathbf{a}_{k} / \sqrt{\gamma_{k}}$ for each $k$, the above problem can be converted to

$$
\begin{align*}
& \min _{\left\{\tilde{\mathbf{a}}_{k}\right\}} \sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{\left\|\tilde{\mathbf{a}}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\left\|\tilde{\mathbf{a}}_{l}^{H} \mathbf{h}_{l, j, l}\right\|^{2}}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}}{P_{t}}\left\|\tilde{\mathbf{a}}_{k}\right\|^{2}  \tag{58}\\
& \text { s.t. }\left\|\tilde{\mathbf{a}}_{k}^{H} \mathbf{h}_{k, j, k}\right\|^{2} \geqslant 1, \forall j \in \mathcal{D}_{k}, \forall k,
\end{align*}
$$

which completes the proof.

## Appendix B

Proof of Proposition 3
For each $j \in \mathcal{E}_{k}$, since $\hat{\mathbf{a}}_{k} \in \operatorname{Conv}\left(S_{k, j}^{\left[\varphi_{k, j}, \bar{\varphi}_{k, j}\right]}\right)$, we can easily conclude that $\min \left\|\hat{\mathbf{a}}_{k}^{H} \mathbf{h}_{k, j, k}\right\|=\cos \left(\left(\bar{\varphi}_{k, j}-\underline{\varphi}_{k, j}\right) / 2\right)$, which implies that

$$
\begin{equation*}
\left\|\hat{\mathbf{a}}_{k}^{H} \mathbf{h}_{k, j, k}\right\|^{2} \geq \cos ^{2}\left(\frac{\bar{\varphi}_{k, j}-\underline{\varphi}_{k, j}}{2}\right) \geq \cos ^{2}(\delta) \tag{59}
\end{equation*}
$$

And for each $j \in \mathcal{D}_{k} / \mathcal{E}_{k}$, since $\hat{\mathbf{a}}_{k} \in \operatorname{Conv}\left(Y_{k, j}^{\left[\underline{\varphi}_{k, j}, \bar{\varphi}_{k, j}\right]}\right)$, we can also conclude that $\min \left\|\hat{\mathbf{a}}_{k}^{H} \mathbf{h}_{k, j, k}\right\|=$ $\frac{1}{\sqrt{u_{k, j, k}}} \cdot \cos \left(\left(\bar{\varphi}_{k, j}-\underline{\varphi}_{k, j}\right) / 2\right)$, which implies that

$$
\begin{equation*}
\left\|\hat{\mathbf{a}}_{k}^{H} \mathbf{h}_{k, j, k}\right\|^{2} \geq \frac{1}{u_{k, j, k}} \cos ^{2}\left(\frac{\bar{\varphi}_{k, j}-\underline{\varphi}_{k, j}}{2}\right) \geq \frac{1}{u_{k, j, k}} \cos ^{2}(\delta) \tag{60}
\end{equation*}
$$

Combined with (23), we obtain

$$
\begin{equation*}
\left\|\overline{\mathbf{a}}_{k}\right\|^{2} \leq \frac{\left\|\hat{\mathbf{a}}_{k}\right\|^{2}}{\cos ^{2}(\delta)}, \forall k \tag{61}
\end{equation*}
$$

Since $\left\{\hat{\mathbf{a}}_{k}\right\}$ is the optimal solution to P2, the upper bound $u b\left(V^{t}\right)$ is given in (24) and the lower bound is given as
$l b\left(V^{t}\right)=\sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} l_{l, j, l}\left\|\hat{\mathbf{a}}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}}{P_{t}}\left\|\hat{\mathbf{a}}_{k}\right\|^{2}$.
Finally, the gap between the upper bound $u b\left(V^{t}\right)$ and the lower bound $l b\left(V^{t}\right)$ is given by (63), as shown at top of the next page. The fourth inequality in (63) uses the fact that $l_{l, j, l}>0$ holds for all common nodes and we can always find a positive number satisfying $\sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} 2 / l_{l, j, l} \leq T_{m}$.

Since the function $f(\delta)=p^{\prime} / \cos ^{2}(\delta)+T_{m} \delta / \cos ^{2}(\delta)-p^{\prime}+$ $K \tan ^{2}(\delta)$ is monotonically increasing for all $\delta \in(0, \pi / 2)$ and $f(0)=0$, we can always find a $\delta$ satisfying $f(\delta) \leq \varepsilon$ for any given $\varepsilon$ by bisection search.

## Appendix C

Proof of Lemma 3
Define

$$
\begin{equation*}
f_{0}\left(\left\{\mathbf{a}_{k}\right\}\right)=\sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\left\|\mathbf{a}_{l}^{H} \mathbf{h}_{l, j, l}\right\|^{2}}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2} \tag{64}
\end{equation*}
$$

and
$f_{1}\left(\left\{\mathbf{a}_{k}\right\}, \boldsymbol{\tau}\right)=\sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap D_{l}} \frac{\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\tau_{l, j}}+\sum_{k=1}^{K} \frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2}$.
Let $\left(\left\{\mathbf{a}_{k}^{\star}\right\}, \boldsymbol{\tau}^{\star}\right)$ be a global optimal solution to P3. From (27) we can get

$$
\begin{equation*}
\frac{\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\tau_{l, j}} \geq \frac{\left\|\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\left\|\mathbf{a}_{l}^{H} \mathbf{h}_{l, j, l}\right\|^{2}}, \forall k, \forall l \in \mathcal{I}_{k}, \forall j \in \mathcal{C}_{k} \cap \mathcal{D}_{l} \tag{66}
\end{equation*}
$$

so $f_{0}\left(\left\{\mathbf{a}_{k}^{\star}\right\}\right) \leq f_{1}\left(\left\{\mathbf{a}_{k}^{\star}\right\}, \boldsymbol{\tau}^{\star}\right)$ holds. Let $\hat{\tau}_{l, j}=$ $\left\|\left(\mathbf{a}_{l}^{\star}\right)^{H} \mathbf{h}_{l, j, l}\right\|^{2}, \forall l, \forall j \in \mathcal{D}_{l} / \mathcal{E}_{l}$, then $\left(\left\{\mathbf{a}_{k}^{\star}\right\}, \hat{\boldsymbol{\tau}}\right)$ is a feasible solution to P3. Since $\left(\left\{\mathbf{a}_{k}^{\star}\right\}, \boldsymbol{\tau}^{\star}\right)$ is globally optimal, this implies that $f_{0}\left(\left\{\mathbf{a}_{k}^{\star}\right\}\right)=f_{1}\left(\left\{\mathbf{a}_{k}^{\star}\right\}, \hat{\boldsymbol{\tau}}\right) \geq f_{1}\left(\left\{\mathbf{a}_{k}^{\star}\right\}, \boldsymbol{\tau}^{\star}\right)$ holds. Therefore, $f_{0}\left(\left\{\mathbf{a}_{k}^{\star}\right\}\right)=f_{1}\left(\left\{\mathbf{a}_{k}^{\star}\right\}, \boldsymbol{\tau}^{\star}\right)$ holds. Combined with (27) and (66), it follows that

$$
\begin{equation*}
\left\|\left(\mathbf{a}_{l}^{\star}\right)^{H} \mathbf{h}_{l, j, l}\right\|^{2}=\tau_{l, j}^{\star}, \forall l, \forall j \in \mathcal{D}_{l} / \mathcal{E}_{l} . \tag{67}
\end{equation*}
$$

Let $\tau_{l, j}=\left\|\mathbf{a}_{l}^{H} \mathbf{h}_{l, j, l}\right\|^{2}, \forall l, \forall j \in \mathcal{D}_{l} / \mathcal{E}_{l}$, then $\left(\left\{\mathbf{a}_{k}\right\}, \boldsymbol{\tau}\right)$ is a feasible solution to P3. Combined with (67), $f_{0}\left(\left\{\mathbf{a}_{k}^{\star}\right\}\right) \leq$ $f_{0}\left(\left\{\mathbf{a}_{k}\right\}\right)$ holds, which implies $\left\{\mathbf{a}_{k}^{\star}\right\}$ is a global optimal solution to P1.

Conversely, let $\left\{\mathbf{a}_{k}^{\star}\right\}$ be a global optimal solution to P 1 , and let $\tau_{l, j}^{\star}=\left\|\left(\mathbf{a}_{l}^{\star}\right)^{H} \mathbf{h}_{l, j, l}\right\|^{2}, \forall l, \forall j \in \mathcal{D}_{l} / \mathcal{E}_{l}$, then $\left(\left\{\mathbf{a}_{k}^{\star}\right\}, \boldsymbol{\tau}^{\star}\right)$ is a feasible solution to P3. For some feasible solution $\left(\left\{\mathbf{a}_{k}\right\}, \boldsymbol{\tau}\right)$ to P3, due to (66), we have $f_{0}\left(\left\{\mathbf{a}_{k}\right\}\right) \leq f_{1}\left(\left\{\mathbf{a}_{k}\right\}, \boldsymbol{\tau}\right)$. Since $\left\{\mathbf{a}_{k}^{\star}\right\}$ is a global optimal solution to P1, it follows that $f_{0}\left(\left\{\mathbf{a}_{k}^{\star}\right\}\right) \leq f_{0}\left(\left\{\mathbf{a}_{k}\right\}\right)$. Combined with the fact $f_{0}\left(\left\{\mathbf{a}_{k}\right\}\right) \leq$

$$
\begin{align*}
& \frac{u b\left(V^{t}\right)-l b\left(V^{t}\right)}{l b\left(V^{t}\right)} \leq \sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{\frac{\left\|\bar{a}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\left\|\mathbf{a}_{l}^{H} \mathbf{h}_{l, j, l}\right\|^{2}}-l_{l, j, l}\left\|\hat{\mathbf{a}}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{l_{l, j, l}\left\|\hat{\mathbf{a}}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}+\sum_{k=1}^{K} \frac{\left\|\overline{\mathbf{a}}_{k}\right\|^{2}-\left\|\hat{\mathbf{a}}_{k}\right\|^{2}}{\left\|\hat{\mathbf{a}}_{k}\right\|^{2}} \\
& \leq \sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \frac{u_{l, j, l} \frac{\left\|\hat{\mathbf{a}}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{\cos ^{2}(\delta)}-l_{l, j, l}\left\|\hat{\mathbf{a}}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}{l_{l, j, l}\left\|\hat{\mathbf{a}}_{k}^{H} \mathbf{h}_{l, j, k}\right\|^{2}}+\sum_{k=1}^{K} \frac{\left\|\hat{\mathbf{a}}_{k}\right\|^{2}}{\cos ^{2}(\delta)}-\left\|\hat{\mathbf{a}}_{k}\right\|^{2}  \tag{63}\\
&\left\|\hat{\mathbf{a}}_{k}\right\|^{2} \\
& \leq \sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}}\left(\frac{1}{\cos ^{2}(\delta)}+\frac{2 \delta}{l_{l, j, l} \cos ^{2}(\delta)}-1\right)+\sum_{k=1}^{K} \tan ^{2}(\delta) \\
& \leq \frac{p^{\prime}}{\cos ^{2}(\delta)}+\frac{T_{m} \delta}{\cos ^{2}(\delta)}-p^{\prime}+K \tan ^{2}(\delta) \\
&=\varepsilon
\end{align*}
$$

$f_{1}\left(\left\{\mathbf{a}_{k}\right\}, \boldsymbol{\tau}\right)$, we can get $f_{0}\left(\left\{\mathbf{a}_{k}^{\star}\right\}\right) \leq f_{1}\left(\left\{\mathbf{a}_{k}\right\}, \boldsymbol{\tau}\right)$. Since $\tau_{l, j}^{\star}=\left\|\left(\mathbf{a}_{l}^{\star}\right)^{H} \mathbf{h}_{l, j, l}\right\|^{2}, \forall l, \forall j \in \mathcal{D}_{l} / \mathcal{E}_{l}$, it follows that $f_{1}\left(\left\{\mathbf{a}_{k}^{\star}\right\}, \boldsymbol{\tau}^{\star}\right) \leq f_{1}\left(\left\{\mathbf{a}_{k}\right\}, \boldsymbol{\tau}\right)$, which implies that $\left(\left\{\mathbf{a}_{k}^{\star}\right\}, \boldsymbol{\tau}^{\star}\right)$ is a global optimal solution to P3 and the proof is completed.

## Appendix D

Proof of Proposition 5
Define $f_{2}^{j}\left(\mathbf{a}_{k}\right)=2 \Re\left\{\mathbf{a}_{k}^{H} \mathbf{h}_{k, j, k} \mathbf{h}_{k, j, k}^{H} \mathbf{c}_{k}^{(s)}\right\}-\left\|\mathbf{h}_{k, j, k}^{H} \mathbf{c}_{k}^{(s)}\right\|^{2}$. The Lagrangian of $\mathbf{P}_{k}^{\text {sub }}\left(\boldsymbol{\tau}, \mathbf{c}_{k}^{(s)}\right)$ is given by

$$
\begin{align*}
& \mathcal{L}_{k}\left(\mathbf{a}_{k}, \mathbf{q}_{k}, \boldsymbol{\lambda}_{k},\left\{\mathbf{T}_{l, j, k}\right\}\right)=\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} q_{l, j, k}+\frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2} \\
& +\sum_{j \in \mathcal{E}_{k}} \lambda_{k, j}\left[1-f_{2}^{j}\left(\mathbf{a}_{k}\right)\right]+\sum_{j \in \mathcal{D}_{k} / \mathcal{E}_{k}} \lambda_{k, j}\left[\tau_{k, j}-f_{2}^{j}\left(\mathbf{a}_{k}\right)\right] \\
& -\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} \operatorname{tr}\left(\mathbf{T}_{l, j, k}\left[\begin{array}{cc}
q_{l, j, k} & \mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k} \\
\left(\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right)^{H} & \tau_{l, j}
\end{array}\right]\right), \tag{68}
\end{align*}
$$

where $\boldsymbol{\lambda}_{k}$ and $\left\{\mathbf{T}_{l, j, k}\right\}$ denote the lagrange multipliers, $\boldsymbol{\lambda}_{k}$ is composed of $\lambda_{k, j}, \forall j \in \mathcal{D}_{k}$, and

$$
\mathbf{T}_{l, j, k}=\left[\begin{array}{cc}
t_{l, j, k}^{(1)} & t_{l, j, k}^{(2)}  \tag{69}\\
t_{l, j, k}^{(3)} & t_{l, j, k}^{(4)}
\end{array}\right] \succcurlyeq \mathbf{0}
$$

The dual function is given by

$$
\begin{align*}
& d_{k}\left(\boldsymbol{\lambda}_{k},\left\{\mathbf{T}_{l, j, k}\right\}\right)=\min _{\mathbf{a}_{k}, \mathbf{q}_{k}} \mathcal{L}_{k}\left(\mathbf{a}_{k}, \mathbf{q}_{k}, \boldsymbol{\lambda}_{k},\left\{\mathbf{T}_{l, j, k}\right\}\right) \\
& =\left(\sum_{j \in \mathcal{D}_{k} / \mathcal{E}_{k}} \lambda_{k, j} \mathbf{e}_{k, j}^{T}-\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} t_{l, j, k}^{(4)} \mathbf{e}_{l, j}^{T}\right) \boldsymbol{\tau}  \tag{70}\\
& \quad+h_{k}\left(\boldsymbol{\lambda}_{k},\left\{\mathbf{T}_{l, j, k}\right\}\right)
\end{align*}
$$

where $\tau_{k, j}=\mathbf{e}_{k, j}^{T} \boldsymbol{\tau}, \forall j \in \mathcal{D}_{k} / \mathcal{E}_{k}, \tau_{l, j}=\mathbf{e}_{l, j}^{T} \boldsymbol{\tau}, \forall l \in$
$\mathcal{I}_{k}, \forall j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}$, and

$$
\begin{align*}
& h_{k}\left(\boldsymbol{\lambda}_{k},\left\{\mathbf{T}_{l, j, k}\right\}\right)=\min _{\mathbf{a}_{k}, \mathbf{q}_{k}}\left(\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} q_{l, j, k}+\frac{\sigma_{n}^{2}}{P_{t}}\left\|\mathbf{a}_{k}\right\|^{2}+\right. \\
& \sum_{j \in \mathcal{E}_{k}} \lambda_{k, j}\left[1-f_{2}^{j}\left(\mathbf{a}_{k}\right)\right]-\sum_{j \in \mathcal{D}_{k} / \mathcal{E}_{k}} \lambda_{k, j} f_{2}^{j}\left(\mathbf{a}_{k}\right)-\sum_{l \in \mathcal{I}_{k}} \\
& \left.\sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}}\left(t_{l, j, k}^{(1)} q_{l, j, k}+t_{l, j, k}^{(2)}\left(\mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right)^{H}+t_{l, j, k}^{(3)} \mathbf{a}_{k}^{H} \mathbf{h}_{l, j, k}\right)\right) . \tag{71}
\end{align*}
$$

Denote $\boldsymbol{\lambda}_{k}^{\star}$ and $\left\{\mathbf{T}_{l, j k}^{\star}\right\}$ as the optimal lagrange multipliers for the dual problem. Since each subproblem is convex, we have

$$
\begin{align*}
P_{k}^{\star}(\boldsymbol{\tau})= & \max {\underset{\lambda}{k},\left\{\mathbf{T}_{l, j, k}\right\}}_{d_{k}}\left(\boldsymbol{\lambda}_{k},\left\{\mathbf{T}_{l, j, k}\right\}\right) \\
= & d_{k}\left(\boldsymbol{\lambda}_{k}^{\star},\left\{\mathbf{T}_{l, j, k}^{\star}\right\}\right) \\
= & \left(\sum_{j \in \mathcal{D}_{k} / \mathcal{E}_{k}} \lambda_{k, j}^{\star} \mathbf{e}_{k, j}^{T}-\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} t_{l, j, k}^{(4) \star} \mathbf{e}_{l, j}^{T}\right) \boldsymbol{\tau} \\
& +h_{k}\left(\boldsymbol{\lambda}_{k}^{\star},\left\{\mathbf{T}_{l, j, k}^{\star}\right\}\right) . \tag{72}
\end{align*}
$$

Denoting $\mathbf{g}_{k}$ as

$$
\begin{equation*}
\mathbf{g}_{k}=\sum_{j \in \mathcal{D}_{k} / \mathcal{E}_{k}} \lambda_{k, j}^{\star} \mathbf{e}_{k, j}-\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} t_{l, j, k}^{(4) \star} \mathbf{e}_{l, j}, \tag{73}
\end{equation*}
$$

we have

$$
\begin{align*}
P_{k}^{\star}(\boldsymbol{\tau}) & =\mathbf{g}_{k}^{T} \boldsymbol{\tau}+h_{k}\left(\boldsymbol{\lambda}_{k}^{\star},\left\{\mathbf{T}_{l, j, k}^{\star}\right\}\right) \\
& =\mathbf{g}_{k}^{T}(\boldsymbol{\tau}-\tilde{\boldsymbol{\tau}})+\mathbf{g}_{k}^{T} \tilde{\boldsymbol{\tau}}+h_{k}\left(\boldsymbol{\lambda}_{k}^{\star},\left\{\mathbf{T}_{l, j, k}^{\star}\right\}\right)  \tag{74}\\
& \leq \mathbf{g}_{k}^{T}(\boldsymbol{\tau}-\tilde{\boldsymbol{\tau}})+P_{k}^{\star}(\tilde{\boldsymbol{\tau}})
\end{align*}
$$

which can be written as

$$
\begin{equation*}
P_{k}^{\star}(\tilde{\boldsymbol{\tau}}) \geq P_{k}^{\star}(\boldsymbol{\tau})+\mathbf{g}_{k}^{T}(\tilde{\boldsymbol{\tau}}-\boldsymbol{\tau}) . \tag{75}
\end{equation*}
$$

It follows that $\mathbf{g}_{k}$ is the subgradient of $P_{k}^{\star}(\boldsymbol{\tau})$ and can be obtained from the $k$-th subproblem.

In the same way, we can compute the global subgradient $\mathbf{g}$ of $\mathbf{P}^{\text {mas }}$ as

$$
\begin{align*}
\mathbf{g} & =\sum_{k=1}^{K} \sum_{j \in \mathcal{D}_{k} / \mathcal{E}_{k}} \lambda_{k, j}^{\star} \mathbf{e}_{k, j}-\sum_{k=1}^{K} \sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} t_{l, j, k}^{(4) \star} \mathbf{e}_{l, j} \\
& =\sum_{k=1}^{K}\left(\sum_{j \in \mathcal{D}_{k} / \mathcal{E}_{k}} \lambda_{k, j}^{\star} \mathbf{e}_{k, j}-\sum_{l \in \mathcal{I}_{k}} \sum_{j \in \mathcal{C}_{k} \cap \mathcal{D}_{l}} t_{l, j, k}^{(4) \star} \mathbf{e}_{l, j}\right)  \tag{76}\\
& =\sum_{k=1}^{K} \mathbf{g}_{k}
\end{align*}
$$

and the proof is completed.
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[^1]:    ${ }^{1}$ The distortion of $\hat{f}=\psi(\hat{x})$ with respect to $f=\psi(x)$ is measured by $\operatorname{MSE}(\hat{f}, f)$. According to Cauchy continuity and the continuity of the function $\psi(\cdot)$, if $\operatorname{MSE}(\hat{x}, x) \rightarrow 0, \operatorname{MSE}(\hat{f}, f) \rightarrow 0$ holds, so that $\operatorname{MSE}(\hat{x}, x)$ can replace $\operatorname{MSE}(\hat{f}, f)$ as the performance metric of singlecluster CoMAC.

[^2]:    Algorithm 2 SCA-Based Distributed Algorithm
    Initialization: Set $\boldsymbol{\tau}(0)$ to a vector satisfying (28d) and the iteration index $n$ to 0

    ## Repeat

    1: Each FC uses SCA method to compute its subgradient vector and broadcasts it to other FCs (via the backhaul link between each FC).
    2: Upon receiving the subgradient vectors from its neighbor clusters, each FC computes the global subgradient vector $\mathbf{g}$ and updates $\boldsymbol{\tau}$ according to (36) and (37), respectively.
    3: Set $n=n+1$.

