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Abstract—The massive multiple-input multiple-output
(MIMO) transmission technology has recently attracted much
attention in the non-geostationary, e.g., low earth orbit (LEO)
satellite communication (SATCOM) systems since it can
significantly improve the energy efficiency (EE) and spectral
efficiency. In this work, we develop a hybrid analog/digital
precoding technique in the massive MIMO LEO SATCOM
downlink, which reduces the onboard hardware complexity
and power consumption. In the proposed scheme, the analog
precoder is implemented via a more practical twin-resolution
phase shifting (TRPS) network to make a meticulous tradeoff
between the power consumption and array gain. In addition,
we consider and study the impact of the distortion effect of
the nonlinear power amplifiers (NPAs) in the system design.
By jointly considering all the above factors, we propose an
efficient algorithmic approach for the TRPS-based hybrid
precoding problem with NPAs. Numerical results show the EE
gains considering the nonlinear distortion and the performance
superiority of the proposed TRPS-based hybrid precoding
scheme over the baselines.

Index Terms—Non-geostationary satellite, LEO satellite, mas-
sive MIMO, hybrid precoding, twin-resolution phase shifting net-
work, nonlinear power amplifier, statistical CSI, energy efficiency.

I. INTRODUCTION

Satellite communication (SATCOM) systems have an ad-

vantage in serving remote areas where terrestrial infrastruc-

tures are lacking [2] and will help to fill the gap for future

global wireless communications, which aim at higher energy

efficiency and throughputs. Recently, non-geostationary SAT-

COM systems, e.g., low earth orbit (LEO) SATCOM systems,

which provide higher speed and lower latency services than

the conventional geostationary counterparts, have received

increased attention [3], [4]. LEO SATCOM systems, which

are deployed at altitudes from 500 to 2000 km, are of high

interest due to the lower delay and less link loss in contrast
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to medium earth orbit (MEO) and high elliptical orbit (HEO)

ones [5].

So far, some valuable techniques have been adopted in the

SATCOM system to increase data rates, such as multibeam and

massive multiple-input multiple-output (MIMO) transmission.

In particular, the multibeam transmission technology provides

a wider coverage for the user terminals (UTs) [6], [7]. Among

adjacent beams, an aggressive full frequency reuse scheme

is adopted to increase the bandwidth efficiency, which un-

fortunately leads to inter-beam interference [8], [9]. Thus,

linear precoding is adopted at the transmitter to mitigate the

interference. In addition, the massive MIMO transmission

technology offers a significant growth in available degrees of

freedom and is promising for the LEO SATCOM systems to

achieve better spectral efficiency (SE) and energy efficiency

(EE). The combination of the multibeam and massive MIMO

transmission technologies enables the implementation of dy-

namic multiple beamforming, which can be flexibly adjusted

with the varying of the channels [10].

Downlink LEO SATCOM systems feature several charac-

teristics to be considered in the precoding design. In general,

satellites usually utilize solar panels to provide power, sup-

plemented by internal batteries when the sun is blocked by

the earth, leading to non-negligible energy consumption. On

the other hand, the payload capabilities in terms of energy

consumption are restricted to the confined space of the satel-

lites [11]. Yet, the existing works on the performance of the

LEO SATCOM systems mainly focus on the rate performance

metric [10], [12] and ignore the negative influence of the high

power consumption at the transmitter on the whole system.

Therefore, it is valuable to design a EE maximization-based

precoder to achieve a tradeoff between the rate performance

and the power consumption. Since EE is defined as the

ratio of the sum rate and the power consumption, fractional

programming is generally involved in the optimization of EE

[13], [14].

An essential factor impacting the performance of the pre-

coder at the LEO satellite transmitter is the accuracy of the

obtained channel state information (CSI). In the LEO SAT-

COM systems, the propagation latency between the satellite

and the UT is much longer than that in the terrestrial systems

[15]. Also, the mobility of both the satellite and the UTs during

data transmission results in severe Doppler effect.1 Hence, it

1For a Ku-band 11.45 GHz SATCOM system with satellite deployed at
1000 km, the doppler frequency and the round-trip delay are approximately
229 kHz and 17.7 ms, respectively [10], [16].
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is generally infeasible to acquire accurate instantaneous CSI

(iCSI) at the transmitter. In particular, for time-division duplex

(TDD) systems, the acquisition of the iCSI at the satellite

side is based on the reciprocity under the assumption that

the uplink and downlink channels are identical within the

channel coherence time, which might be smaller than the

propagation latency [17], leading to outdated and thereby

inaccurate iCSI. Besides, for frequency division duplexing

(FDD) systems, where the UTs evaluate the iCSI and feed it

back to the satellite, the large training and feedback overhead

might overwhelm the resources and the iCSI obtained at the

satellite side might be outdated due to the movement of the

UTs and the large propagation latency [10]. Motivated by these

facts, in this work, we are interested in precoding approaches

based on statistical CSI (sCSI), which can be regarded to

remain fixed among a relatively long interval [5].

In a massive MIMO LEO SATCOM system, numerous

antennas are adopted and thus, the required number of radio

frequency (RF) chains is large in the conventional transmitter

when a fully digital architecture is considered, which leads

to large power consumption and high hardware complexity.

To that end, the hybrid precoding architecture is adopted

based on a low dimension digital precoder, applied at the

baseband, and a high dimension analog precoder, implemented

by a phase shifting network [18]. Note that the conventional

high-resolution phase shifting (HRPS) network results in high

power consumption and complicated hardware implementa-

tion. In addition, the low-resolution phase shifting (LRPS) net-

work exhibits significantly lower power consumption and hard-

ware complexity at the cost of a decrease in array gain. Hence,

a twin-resolution phase shifting (TRPS) network consisting of

the both high- and low-resolution phase shifters is proposed to

exploit the tradeoff between the power consumption/hardware

complexity and the array gain [19]. Besides, the phase shifting

network is organized according to the connection pattern

between the transmit antennas and the RF chains, based on

which the existing works exhibit two practical architectures

for the analog precoder, i.e., the fully and partially connected

architectures [20].

The performance of the massive MIMO downlink LEO

SATCOM systems is confined not only to the hardware

limitations, but also to the signal impairments, mainly re-

sulting from the imperfect hardware at the RF chains [21].

Specifically, the impairment that dominates the performance

is the nonlinear distortion of the transmit signal, introduced

by the power amplifiers (PAs) working in the nonlinear region

[22]. In the literature so far, several techniques are proposed

at the transmitter side to mitigate the nonlinear distortion:

1) to perform digital pre-distortion; 2) to employ a back-

off operation to enforce the signals to operate in the linear

region; 3) to design low peak-to-average-power ratio transmit

signals [21], [23]. The disadvantages of these methods lie in

the decrease of the SE or EE performance [21], which is still

a tricky problem to handle. Generally, most previous works

assume that the PAs perform in the linear region, which is

challenging to implement, especially with medium or high

transmit power [23]. Hence, the design of the hybrid precoding

scheme should take the distortion brought by the nonlinear PAs

(NPAs) into account.

So far, the multibeam transmission technology has been

widely adopted in the SATCOM systems for robust beamform-

ing design, based on the signal-to-interference-plus-noise ratio

(SINR), SE, or EE metrics [6], [8], [9], [24]. In the literature,

the optimization of EE has been extensively investigated. In

[25], the authors have investigated fully digital precoding

design for multiuser systems based on the weighted sum

EE criterion by fractional programming. In [26], the authors

aimed to maximize the system EE by exploiting the uplink-

downlink duality theory. Furthermore, the hybrid precoding

designs based on the EE criterion for communications have

been studied in [27] and [28] for both terrestrial and satellite

systems. The feasibility of the massive MIMO technology in

the SATCOM systems has been investigated in [12]. For the

downlink LEO SATCOM systems, the authors investigated

hybrid beamforming for the one UT case [29]. In [10] and [28],

the authors investigated the sum rate and EE maximization

problem under the case that the transmitter is equipped with

a fully digital precoder and hybrid analog/digital precoders,

respectively.

In terrestrial millimeter wave systems, hybrid precoding

design has been extensively investigated during the recent past.

For the implementation of hybrid architectures, in [30]–[34],

the authors have presented several hybrid precoding schemes

based on either the fully or the partially connected architec-

tures. In these works, the analog precoder is implemented by

various networks based on switches and/or infinite resolution

phase shifters, aiming at reducing the number of the RF chains

and costs, as well as improving the SE or EE performance.

However, it is impractical to realize infinite resolution phase

shifters due to hardware limitations. To that end, several finite

resolution phase shifters-based hybrid precoding schemes have

been studied in [19], [35]. Concerning the effect caused by

NPAs, the signal distortion has been statistically characterized

in [21] and the corresponding SE and EE performance is

analyzed as well for special case with a single UT. For more

practical cases with several UTs, in [36], the authors designed

a linear precoding method for massive MIMO downlink sys-

tems considering the effect of NPAs.

Based on the aforementioned studies, we focus on the

downlink TRPS network-based hybrid precoding design in the

presence of the NPAs for the massive MIMO LEO SATCOM

systems with sCSI knowledge. The contributions of the present

paper are summarized as follows:

• We statistically characterize the properties of the non-

linear distortion for the downlink transmission of mas-

sive MIMO LEO SATCOM systems. In particular, we

focus on the in-band distortion, which is modeled as

a memoryless polynomial with only odd parameters.

Under the assumption that all the NPAs share the same

input-output relationship, the autocorrelation matrix of

the signal distortion is derived based on the truncated

models with sufficient precision.

• We consider that the transmitter at the satellite side

utilizes a hybrid precoder, where the analog precoder

is implemented by a TRPS network with either the

fully or the partially connected architectures. The phase



3

shifters are followed by several switches, which control

the connection between the antennas and the RF chains.

Thus the flexible design for each element of the analog

precoder can be achieved.

• We formulate an EE maximization-based hybrid precod-

ing problem in presence of the NPAs, which involves the

optimization of the TRPS network-based analog precoder.

A tight upper bound of the ergodic sum rate is adopted

to eliminate the hard-to-tackle expectation operator and

we consider the product of the tightly coupled analog

and digital matrices as a single fully digital precoder.

The resulting fully digital equivalent problem is han-

dled through an efficient method based on Dinkelbach’s

extended algorithm and the projected gradient ascent

method. Subsequently, the hybrid precoder analog and

digital parts can be designed through an alternating

update and quantization procedure.

• Simulation results demonstrate the superior performance

when considering the nonlinear distortion in the design

and the significant EE performance gains of the proposed

TRPS network-based hybrid precoding scheme over the

baseline solutions.

The rest of this paper is organized as follows. Section

II discusses the system model and formulates an EE maxi-

mization problem. An algorithmic approach is developed in

Section III to tackle the fully digital equivalent problem.

Section IV focuses on the design of the TRPS network-based

hybrid analog/digital precoders with both fully and partially

connected architectures. Section V demonstrates the numerical

results, followed by the conclusion of the paper in Section VI.

Notations: The denotation of matrices and column vectors

are given by the upper and lower case boldface letters,

respectively. The (i, j)th entry of the matrix A and the kth

entry of the column vector x are denoted by [A]i,j and

[x]k, respectively. The transpose, conjugate and Hermitian

conjugate operations are represented by (·)T , (·)∗ and (·)H ,

respectively. We represent an identity matrix of dimension N
as IN and omit the subscript sometimes for brevity. The m×n-

dimensional unitary space is denoted by Cm×n and the null set

is denoted as ∅. We define the imaginary unit as  =
√
−1. We

adopt , to express the meaning of definition. The expectation,

exponential and trace operator are denoted by E{·}, exp{·}
and Tr {·}, respectively. The operation A⊗B represents the

Kronecker product of A and B, i.e., each element of the matrix

A is multiplied by the entire matrix B. The Hadamard product

of matrices A and B is denoted as A ⊙ B. The expression

diag {x1, . . . , xN} denotes the N -dimensional diagonal matrix

and diag {A} represents a diagonal matrix where the diagonal

entries are the same as the matrix A. The block diagonal

matrix is a block matrix with X1, . . . ,XN on its principal

diagonal and zero matrices on the other blocks, which is

represented by blkdiag {X1, . . . ,XN}. The circular symmetric

complex-valued zero-mean additive Gaussian distribution is

denoted by CN (0,Γ) with the covariance matrix Γ. The ceil

value of x is represented as ⌈x⌉. The angle, magnitude and

real part of a complex number x are denoted as ∠x, |x|
and ℜ (x), respectively. The operation |A|n denotes a real

matrix with each element being n times of the magnitude

of the corresponding element in matrix A and ||A||F is the

Frobenius-norm of matrix A. The operation max{x, y} is

equal to the larger one in the two real numbers, x and y.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Channel Model

In this paper, we consider a LEO downlink MIMO SAT-

COM system [5], serving a total of K single-antenna UTs. At

the satellite side, a uniform planar array (UPA) is assumed,

which respectively includes Nx
t and Ny

t antenna elements on

the x- and y-axes with half-wavelength separation. Hence,

the number of antenna elements in the UPA is equal to

Nt , Nx
t N

y
t .

In general, a multi-path channel model is adopted in the

SATCOM systems. With perfect time and frequency synchro-

nization performed at the kth UT, the downlink channel for

UT k at time instant t and frequency f can be characterized

as [5]

hk(t, f) =

Lk
∑

l=1

αk,l exp{2π[tνutk,l − fτutk,l]}vk,l, (1)

where Lk is the number of paths corresponding to the kth

UT and αk,l is the complex channel gain associated with

the lth path of the kth UT. Besides, νutk,l and τutk,l denote the

Doppler shift and the propagation delay of the lth path at UT

k, respectively. The component vk,l denotes the UPA response

vector, and it is given by vk,l = vx
k,l ⊗ v

y
k,l = vx

(

ϑxk,l

)

⊗
vy

(

ϑyk,l

)

∈ CNt×1, where ϑxk,l and ϑyk,l are the space angles

given via the transformation of the angles-of-departure (AoD)

θxk,l and θyk,l, i.e., ϑxk,l = sin θyk,l cos θ
x
k,l and ϑyk,l = cos θyk,l

[5]. Note that the altitude of the scatterers nearby the terrestrial

UTs is generally much lower than that of the satellite. Hence,

it can be assumed that all the propagation paths have identical

angles, i.e., ϑdk,l = ϑdk, ∀l, where d ∈ D , {x, y}. Then, we

have vdk,l = vdk, ∀l and the array response vector vdk ∈ CN
d
t ×1

is defined as [5]

vdk , vd
(

ϑdk
)

=
1

√

Nd
t

[

1 exp
{

−πϑdk
}

· · · exp
{

−π(Nd
t − 1)ϑdk

}]T
.

(2)

We define the channel gain of the kth UT as gk(t, f) =
∑Lp

l=1 αk,l exp{2π[tνutk,l − fτutk,l]}. In this paper, gk(t, f) is

assumed to follow a Rician fading model with factor κk and

power given by E{|gk(t, f)|2} = γk [5]. For notation simplic-

ity, we omit the time instant t and frequency f as the following

derivations describe the common system function, applied at

each coherence time interval for every frequency sampling

point. Subsequently, the downlink channel response is given

by hk = gkvk, where vk and the statistical information of

gk are assumed to be invariant over a relatively small interval

and are updated accordingly with the large movement of the

satellite and the UTs [5].
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Fig. 1. The fully (a) and the partially (b) connected hybrid precoding
architectures implemented by a TRPS network.

B. Hybrid Precoding with TRPS Network

We assume that the transmitter at the satellite side is

based on a hybrid architecture with Mt (K ≤ Mt ≤ Nt)

RF chains. The vector of the transmit symbols is defined

as s = [s1, s2, . . . , sK ]T ∈ CK×1 with E{s} = 0 and

E{ssH} = I. The transmit symbol vector is firstly pre-

coded digitally in the baseband by a precoding matrix W =
[w1,w2, . . . ,wK ] ∈ CMt×K and then, processed by an analog

precoder V ∈ CNt×Mt .

In this paper, we assume that the analog precoder is im-

plemented with a TRPS network, which involves both high-

and low-resolution phase shifters. Besides, the TRPS network

can be classified into two common categories, widely known

as the fully and the partially connected architectures. The

categorization is based on the mapping of the signal vectors

between the RF chains and the antennas, as illustrated in Fig.

1. The high- and low-resolution phase shifters in the TRPS

network are implemented through rH- and rL-bit uniform

quantizers [19], respectively. Therefore, the total number of

available discrete phases of the high- and low-resolution phase

shifters are H = 2rH and L = 2rL , which are expressed

respectively in the following sets

QH =

{

ψH =
2π

L
m+

π

L

∣

∣

∣m = 0, 1, . . . , L− 1

}

, (3)

QL =

{

ψL =
2π

H
m+

π

H

∣

∣

∣
m = 0, 1, . . . , H − 1

}

. (4)

The numbers of high- and low-resolution phase shifters are

denoted as NF
H (NF

L ) and NP
H (NP

L ) for the fully and the

partially connected architectures, respectively. More details

for the aforementioned two architectures are shown in the

following.

• In the fully connected architecture, the analog precoder

is equipped with Nt × Mt phase shifters and each

phase shifter is connected to Nt switches, controlling the

connections between the phase shifters and the antennas.

We categorize the phase shifters attached to the same RF

chain into one group and establish a corresponding phase

shifter array whose pattern is detailed at the right end of

Fig. 1(a). In this pattern, the element of the jth column

and ith row represents the phase shifter connected to the

jth RF chain and the ith antenna. The corresponding

analog precoder is given by V = [q1,q2, . . . ,qMt
],

where qj ∈ CNt×1 consists of the elements in the

analog precoder connected to the jth RF chain. The

shadowed and hollow circles in the array stand for

the high- and low-resolution phase shifters, respectively.

We index the high- and low-resolution phase shifters

according to their locations in the array and classify them

into two sets SF
H and SF

L containing the index element

(i, j) of the phase shifters with high- or low-resolution,

∀i = 1, 2, . . . , Nt, ∀j = 1, 2, . . . ,Mt.

• In the partially connected architecture, all the antennas

are divided into Mt groups, and each group includes

Ng = Nt/Mt elements connected to the same RF

chains. A total of Nt phase shifters are applied in

this architecture, and each one of them is combined

with Ng switches to determine its connection to the

antennas, as shown in Fig. 1(b). This strategy leads

to a block diagonal structure for the analog precoder

V = blkdiag {p1,p2, . . . ,pMt
}, where pj contains non-

zero elements corresponding to the phase shifters in the

network connected to the jth RF chain. Note that, due

to the diagonal block property of the desired matrix V,

the corresponding design can be converted into that of

a vector defined as r = [pT1 ,p
T
2 , . . . ,p

T
Mt

]T ∈ CNt×1.

Hence, the phase shifter array is compressed to one

dimension, which is depicted at the right end of Fig. 1(b),

and the index sets SP
H or SP

L are defined as the collection

of the index i corresponding to the ith high- or low-

resolution phase shifters, respectively, ∀i = 1, 2, . . . , Nt.

Remark 1: Based on the above discussion, the required

numbers of the switches in the fully and partially connected

architectures are N2
tMt and NtNg, respectively. The power

consumption of the disabled switches can be neglected [32]

and we focus on the active switches. Therefore, the numbers

of active switches in the fully and the partially connected

architectures are NtMt and Nt, respectively.

According to the above hybrid architecture, the expressions

for the overall hybrid precoder is given by B = VW and

B = [b1,b2, . . . ,bK ] ∈ C
Nt×K where bk = Vwk denotes

the precoding vector for UT k ∈ {1, . . . ,K}. Hence, the

final precoded signal vector is defined as u , Bs = VWs,

where u = [u1, u2, . . . , uNt
] ∈ CNt×1. Note that u is

distributed as CN (0,U) where U ∈ CNt×Nt is given by

U = E{uuH} = BBH = b1b
H
1 + · · · + bKbHK =

VWWHVH . After that, the signal vector u is amplified by

the PAs before transmission. Assuming that each antenna is

equipped with a PA and each PA has the same input-output

relationship denoted by f(·), the signal coming out of the nth

PA is given by xn = f(un) ,
∑M
m=0 β2m+1|un|2mun [21],

where β2m+1 denotes the complex (2m+ 1)th-order model

coefficient. Hence, the instantaneous gain of the nth PA is
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defined as

ρn =
xn
un

,

M
∑

m=0

β2m+1|un|2m. (5)

Remark 2: This paper focuses on the memoryless non-

linearity scenario, which is generally valid within moderate

bandwidths [22]. Note that in (5), the polynomial includes only

the odd orders as our work focused on the in-band distortion

which can be characterized with the odd orders [22] and the

effect of the out-of-band emission brought by the even orders

is left for the future investigation.

Since the nonlinear effect of the PAs is in general smooth,

finite orders of the model (5) can be adopted to characterize

the effects of the nonlinearities [22], [37]. In the following,

without loss of generality, we focus on a third-order polyno-

mial NPA model by setting M = 1 in Eq. (5), which is given

by [36]–[38]

ρn = β1 + β3|un|2. (6)

Note that, considering higher order polynomials might lead

to high computational complexity for hybrid precoding design

while offering small improvement in the model accuracy [21],

[37].

C. Nonlinear Power Amplifier Model

To model the NPAs, we first represent the instantaneous

output signal vector at the NPAs according to Eq. (5) as

x = Gu ∈ C
Nt×1, (7)

where G = diag {ρ1, ρ2, . . . , ρNt
} ∈ CNt×Nt and the nth

element on the diagonal of G, i.e., ρn, is defined in Eq. (6).

On the other hand, following the existing works [21], [39], the

same transmit signal vector in (7) is rewritten as the addition

of a linear amplification of the signal vector u and an extra

nonlinear distortion term, given by [40]

x = Ḡu+ d, (8)

where Ḡ ∈ CNt×Nt denotes the average linear amplification

gain and d = {d1, d2, . . . , dNt
}T ∈ CNt×1 is the distortion

generated by the PAs. Note that the nonlinear distortion is

assumed to be independent from the signal vector u, i.e.,

E{dju∗i } = 0, ∀i, j [39]. By assuming that each antenna

element is perfectly independent from other ones, the gain

matrix Ḡ admits a diagonal form [21]. In the following, we

derive the characteristics of the linear amplification diagonal

matrix Ḡ and nonlinear distortion d.

Based on Eq. (8), the nth element of the transmit signal

x can be written as xn =
[

Ḡ
]

n,n
un + dn. In order to

characterize each diagonal element of Ḡ, both sides of the

above equation are multiplied by u∗n and then the expectation

operator is applied. Consequently, by cooperating the relation-

ship between the input signal un and the output signal xn of

the nth PA, given in Eq. (5), we can obtain

[

Ḡ
]

n,n
=

E{xnu∗n}
E{|un|2}

=
1

εn

(

β1E
{

|un|2
}

+ β3E
{

|un|4
})

,

(9)

where εn = E{|un|2} = [U]n,n denotes the average power

of the input signal to the nth PA. Since the expectation in (9)

is not easy to tackle, Isserlis’ Theorem [21], [41] is adopted

to converted Eq. (9) into a more manageable one, which is

shown as
[

Ḡ
]

n,n
= β1+2β3εn. Therefore, the average linear

amplification gain matrix Ḡ can be expressed as

Ḡ = β1INt
+ 2β3diag {ε1, . . . , εNt

}
= β1INt

+ 2β3diag {U} . (10)

After the relationship between the average linear ampli-

fication gain Ḡ and the precoding matrix B is established

in (10), we focus on the nonlinear distortion, which can be

obtained by subtracting Eq. (7) from Eq. (8) and is given by

d = (Ḡ−G)u. Therefore, we can derive the autocorrelation

matrix of the distortion d, which is given by [21, Proposition

2]

D = E{ddH}
= 2|β3|2U⊙U⊙UT = 2|β3|2BBH ⊙ |BBH |2. (11)

Note that D is also dependent on the precoding matrix B.

D. Power Consumption Model

Based on the hybrid precoding architecture in Section II-B,

the total power consumption can be modeled as P total =
PPA + Pt [33], where Pt represents the power consumed by

the transmitter at the satellite. Besides, PPA denotes the power

consumption of PAs, defined as PPA =
∑Nt

n=1 Pn, where Pn
is the power consumed by the nth PA. In the following, we

detail the power consumption models of Pn and Pt.

The power consumption of the nth NPA is given by [42]

Pn =

√
Pmax

ξmax

√

Prad,n, (12)

where Pmax and ξmax denote the maximum value of the output

power and the maximum efficiency of NPAs, respectively.

In addition, Prad,n represents the covariance of the desired

transmitted signal xn, given by

Prad,n = E
{

|xn|2
}

=
[

(

Ḡu+ d
) (

Ḡu+ d
)H
]

n,n

=
[

Ũ

]

n,n
+ [D]n,n , (13)

where Ũ = ḠUḠH . Let bk,n = [bk]n , ∀k = 1, . . . ,K , Eq.

(13) can be further written as

Prad,n = |β1|2
(

K
∑

k=1

|bk,n|2
)

+ 6|β3|2
(

K
∑

k=1

|bk,n|2
)3

+2(β1β
∗
3 + β∗

1β3)

(

K
∑

k=1

|bk,n|2
)2

. (14)

For the LEO satellite transmitter, the power consumption of

each component is modeled as follows. The power consumed

by the local oscillator and baseband digital precoder is denoted

as PLO and PBB, respectively. The RF chain unit consists of

a single digital-to-analog converter (DAC), mixer, low pass

filter, and baseband amplifier whose power consumption can
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be written as the addition of each elements as PRFC = PDAC+
Pmixer + PLPF + PBBA. Based on the assumption in Section

II-B, the power consumption Pt can be modeled as

Pt =



























NF
LPLPs(rL) +NF

HPHPs(rH) +MtPRFC

+PLO + PBB +NtMtPSW, (15a)

NP
LPLPs(rL) +NP

HPHPs(rH) +MtPRFC

+PLO + PBB +NtPSW, (15b)

NtPRFC + PLO + PBB, (15c)

for a LEO satellite transmitter applied with a hybrid precoder

with the fully and the partially connected architectures or

a fully digital precoder, respectively. In (15), PLPs(rL) and

PHPs(rH) respectively represent the power consumed by low-

and high-resolution phase shifters [33], [35]. Note that the

hybrid precoding transceivers, especially the ones with the

partially connected architecture, are more power-efficient than

a fully digital architecture when the number of RF chains is

significantly large.

E. Problem Formulation

Following the derivation in Section II-C, the signal received

by UT k is given by

yk = hHk x+ nk

= hHk Ḡbksk + hHk Ḡ
∑

i6=k

bisi + hHk d+ nk, (16)

where x = [x1, x2, . . . , xNt
]
T

is the transmit signal and nk is

the additive Gaussian white noise for the kth UT with power

N0. Then, the SINR of UT k in the downlink transmission,

can be defined as

SINRk ,
|bHk ḠHhk|2

∑

ℓ 6=k |bHℓ ḠHhk|2 + hHk Dhk +N0
. (17)

As is discussed in the introduction, due to the long propagation

latency and the mobility of the satellites and the UTs, the

iCSI is fast-varying, and thus, is difficult to be estimated at

the transmitter in the LEO SATCOM systems [5]. Hence,

the downlink precoding of the considered SATCOM system

is designed under the assumption of sCSI knowledge in our

work. The sCSI involves information regarding the AoD pair

(θxk, θ
y
k) and the average channel gain γk, ∀k, which generally

presents slower variation. Then, the ergodic data rate towards

the kth UT can be written as

Rk = E{log2(1 + SINRk)}. (18)

The corresponding sum rate is given by Rsum =
∑K

k=1 Rk.

We define the achievable EE of the SATCOM system as

EE = BwRsum/P
total [12], where Bw denotes the system

bandwidth.

The objective of our work is to design the hybrid precoder

under the EE maximization criterion of the downlink massive

MIMO LEO SATCOM system subject to a total transmission

power constraint. The corresponding optimization problem can

be formulated as

P1 : maximize
V,W

BwRsum

P total
(19a)

s.t. PPA (V,W) ≤ P, (19b)

V ∈ S, (19c)

where S ∈ {SFC,SPC} for the fully and the partially

connected architectures, respectively. Sets SFC and SPC are

defined as

SFC ,

{

V

∣

∣

∣

∣

∣ [V]i,j
∣

∣ = 1, ∠
{

[V]i,j

}

(i,j)∈SF
R

∈ QR,

R ∈ {H,L} , ∀i, j} , (20a)

SPC ,

{

V

∣

∣

∣

∣

∣ [V]i,j
∣

∣ = 1, ∠
{

[V]i,j

}

i∈SP
R

∈ QR,

R ∈ {H,L} , ∀i, ∀j =
⌈

i

Ng

⌉}

, (20b)

which enforce constraints on the amplitude and the angle for

each non-zero element of analog precoder V for the fully and

the partially connected architectures, respectively. In particular,

the constraint

∣

∣

∣[V]i,j

∣

∣

∣ = 1 guarantees that each non-zero

element of analog precoder V should be unit-modulus. The

sets SF
H (SP

H) and SF
L (SP

L ) include the indexes of the non-

zero elements in the analog precoder, whose angles take values

from the sets QH and QL, as defined in Eqs. (3) and (4). Note

that both Rsum and P total in (19) are nonconvex functions

depending on the product of digital and analog precoders,

which are tightly coupled. Due to the nonconvex objective

and constraints in (19), problem P1 is in general difficult to

handle. To that end, we first set B = VW, temporally drop

the constraint (20c) and transform the original hybrid problem

to a fully digital one, which is given by

P2 : maximize
B

BwRsum

P total
(21a)

s.t. PPA (B) ≤ P. (21b)

Then, an efficient method is developed for handling this fully

digital problem. It is worth noting that the transformation is not

a bijection and the resultant problem shares the same objective

function with the original one, yet constraint (19c) is relaxed.

Thus, the fully digital problem is not equivalent to the original

one and the maximum EE of the original problem is upper

bounded by that of the transformed fully digital problem [27].

Subsequently, we jointly design the analog and digital parts

of the hybrid precoders by minimizing the Euclidean distance

between the hybrid precoders and the fully digital one [18].

III. OPTIMIZATION OF THE EQUIVALENT FULLY DIGITAL

PROBLEM

A. Upper Bound of the Ergodic Rate

The ergodic rate in (18) involves the expectation operation,

which makes it not easy to handle. To that end, the value

of the ergodic rate can be estimated through a Monte-Carlo

method which has high computational complexity. Based on

[43, Lemma 2], the expression in the expectation in Eq.

(18), i.e., log2 (1 + SINRk), is concave. Therefore, according

to Jensen’s inequality, we can adopt an upper bound R̄k to
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approximate the original expression of the ergodic rate which

is written as

Rk ≤ R̄k ,

log2



1 +
E
{

|bHk ḠHhk|2
}

E

{

∑

ℓ 6=k |bHℓ ḠHhk|2
}

+ E
{

hHk Dhk
}

+N0





= log2

(

1 +
γk|vHk Ḡbk|2

∑

ℓ 6=k γk|vHk Ḡbℓ|2 + γkvHk Dvk +N0

)

.

(22)

Note that R̄k dependents on the precoding matrix B and for

mathematic convenience, we denote the expression of R̄k as

R̄k = log2

(

1 +
fk(B)

gk(B)

)

, (23)

where the expressions in the above equation are expressed as

fk(B) = γk|vHk Ḡbk|2, gk(B) = gik(B) + gdk(B) +N0,
(24)

and the effective noise caused by multiuser interference and

distortion of the NPAs are given by

gik(B) =
∑

ℓ 6=k

γk|vHk Ḡbℓ|2, gdk(B) = γkv
H
k Dvk. (25)

Note that the tightness of the upper bound approximation given

by (22) under typical settings is confirmed in Fig. 5 in Section

V.

B. Dinkelbach’s Extended Algorithm and Steepest Ascent

Method

Firstly, Dinkelbach’s extended algorithm [13] is adopted

to convert the fully digital transformed problem into several

subproblems indexed by the introduced auxiliary variable

ηi, i = 1, 2, . . ., which are successively handled until their

solution sequence converges to a stationary point of the fully

digital problem. In particular, the ith subproblem is given by

[13], [14]

P i2 : maximize
Bi,ηi

F (Bi, ηi) = Bw

K
∑

k=1

R̄k (Bi)− ηiP
total (Bi)

(26a)

s.t. PPA (Bi) ≤ P. (26b)

We employ an alternating optimization framework where the

variables Bi and ηi are optimized in an iterative manner. In

particular, for a fixed Bi, the update of ηi is given by [13],

[14]

ηi+1 =
Bw

∑K
k=1 R̄k (Bi)

P total (Bi)
. (27)

Then, for a fixed ηi, we update Bi through iteratively search-

ing along the direction where the gradient of the objective

function F (Bi, ηi) ascents most steeply. In each iteration, the

following update is performed [44]

B
(j)
i = ΠSP

(

B
(j−1)
i + µ(j−1)∇BF (B

(j−1)
i , ηi)

)

, (28)

where µ(j−1) = 1/ζ(j−1) denotes the chosen step size.

Moreover, ζ(j−1) is determined through a backtracking line

search method to satisfy the following restricted strong con-

vexity/smoothness (RSC/RSS) [44, Definition 3.2],

F (B
(j)
i , ηi)− F (B

(j−1)
i , ηi) ≥

σ(j−1)

2

∣

∣

∣

∣

∣

∣B
(j)
i −B

(j−1)
i

∣

∣

∣

∣

∣

∣

2

F

+ 〈∇BF (B
(j−1)
i , ηi),B

(j)
i −B

(j−1)
i 〉, (29)

F (B
(j)
i , ηi)− F (B

(j−1)
i , ηi) ≤

ζ(j−1)

2

∣

∣

∣

∣

∣

∣B
(j)
i −B

(j−1)
i

∣

∣

∣

∣

∣

∣

2

F

+ 〈∇BF (B
(j−1)
i , ηi),B

(j)
i −B

(j−1)
i 〉, (30)

where ζ(j−1)/σ(j−1) > 2 and 〈X,Y〉 = ℜ
(

Tr
{

XHY
})

.

The operator ΠSP

(

B̂
)

denotes the projection of B̂ onto the

power constraint set SP ,
{

Bi

∣

∣PPA (Bi) ≤ P
}

, given by [36]

ΠSP

(

B̂
)

=







B̂, PPA

(

B̂
)

≤ P,

αB̂, PPA

(

B̂
)

> P,
(31)

where α > 0 and we set B̃ , ΠSP

(

B̂

)

. Note that PPA

(

B̃

)

is actually dependent on the matrix U = B̃B̃H = |α|2B̂B̂H .

We regard |α|2 as the optimized variable which can be found

to satisfy PPA

(

B̃
)

= P through the bisection method [45].

Algorithm 1 presents the complete iterative procedure to

handle problem P1.

Algorithm 1 Distortion-Sensible Iterative Updating-based

Hybrid Precoding (DSIU-HP)

Input: Threshold ǫ > 0, i = 0, η0 = 0, ζ ∈ (0, 1), σ > 0,

constant integer J ≥ 1.

Output: Equivalent fully digital precoding matrix B.

1: Initialize B
(0)
0 such that PPA

(

B
(0)
0

)

= P .

2: while F (ηi) > ǫ do

3: Initialize µ(0).

4: for j = 1 : J do

5: B
(j)
i = ΠSP

(

B
(j−1)
i + µ(j−1)∇BF (B

(j−1)
i , ηi)

)

.

6: end for

7: F (Bi, ηi) = Bw

∑K
k=1 R̄k(B

(J)
i )− ηiP

total(B
(J)
i ).

8: ηi+1 = Bw

∑K
k=1 R̄k(B

(J)
i )/P total(B

(J)
i ).

9: i = i+ 1, B
(0)
i = B

(J)
i−1.

10: end while

In the following, we focus on the derivation of the gradient

in (28) which is given by

∇BF (B
(j−1)
i , ηi) = Bw

K
∑

k=1

∇BR̄k

(

B
(j−1)
i

)

− ηi∇BP
total

(

B
(j−1)
i

)

. (32)

Note that the expression for the gradient of the sum rate is

similar to that in [46, Eqs. (13)-(19)], which is shown in

Appendix A for the complement of our work.

In a similar way, the gradient of the total power with

respect to the hybrid precoder B can be given by ∇BP
total =
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∂P total/∂B∗ with each element being
[

∂P total

∂B∗

]

i,j

=
∂P total

∂b∗i,j
=

√
Pmax

ξmax

1

2
√

Prad,j

∂Prad,j

∂b∗i,j
, (33)

∂Prad,j

∂b∗i,j
=

(

|β1|2 + 4(β1β
∗
3 + β∗

1β3)

(

K
∑

k=1

|bk,j |2
)

+18|β3|2
(

K
∑

k=1

|bk,j |2
)2


 bi,j , (34)

for ∀i = 1, . . . ,K, ∀j = 1, . . . , Nt.

C. Convergence and Complexity Analysis

The proposed DSIU-HP method in Algorithm 1 combines

Dinkelbach’s extended algorithm with the projected steepest

gradient ascent method. Note that both the numerator and

denominator of the expression of EE, i.e., the upper bound

of the ergodic sum rate and the total power consumption,

are not convex functions with respect to the optimization

variable B, thus, it is difficult to find a global solution for the

corresponding optimization problem. Therefore, Dinkelbach’s

extended algorithm is applied to achieve a local optimiza-

tion solution [13]. With Dinkelbach’s extended algorithm, the

equivalent fully digital problem with a fractional objective

can be converted into several subproblems indexed by an

auxiliary parameter ηi, ∀i ∈ {1, 2, . . .}. For each subproblem,

the objective function, i.e., F (B
(j)
i , ηi), is still nonconvex.

Furthermore, the set of constraint SP is also nonconvex.

With the step size chosen according to the RSS/RSC in the

adopted projected steepest gradient ascent method, the result

B
(J)
i of each subproblem converges to a stationary point

[44, Theorem 3.3]. Besides, the search through the steepest

gradient is repeated until the subproblems converge to their

local maximum values [36]. Then, the objective EE in each

algorithm iteration is monotonically nondecreasing and thus,

based on [13, Theorem 2.2], Dinkelbach’s extended algorithm

is guaranteed to converge to a stationary point. Therefore,

Algorithm 1 is convergent when applied to solve problem

P2.

The overall computational complexity of Algorithm 1 relies

on the following two factors. The first one is the convergence

rate of a series of subproblems [14], [47]. The Dinkelbach’s

extended algorithm is assumed to terminate in I iterations

and in each iteration, the update of ηi is performed, which

presents the complexity of O(N2
t K). The other one is the

complexity of each nonconvex subproblem, which is handled

through a projected steepest gradient ascent method and allows

J iterations. In each iteration of the projected steepest gradient

ascent method, the update for B
(j−1)
i should be applied, which

involves the backtracking line search through Eqs. (29)–(30),

the projection operation in Eq. (31) and the gradient operation

in Eq. (32). Therefore, the major contribution to the complex-

ity for calculating Eq. (28) is due to the gradient operation

in Eq. (32), which can be calculated through (33) and (45) -

(51). It is worth noting that the computational complexity to

calculate Eq. (28) mainly depends on the product of a Nt×K-

dimensional matrix and its conjugate transpose, i.e., BBH , and

thus, the total complexity is given by O(N2
tK

2). Besides, the

projection operation in Eq. (31) is applied through a bisection

search, which involves Ibs number of iterations averagely. In

addition, we assume the average number of iterations required

to perform the backtracking line search is Ibt. Then, the overall

computational complexity for Algorithm 1 can be expressed

as O
(

I
(

J
(

N2
tK +

(

N2
tK

2 +N2
tKIbs

)

Ibt
)))

.

IV. OPTIMIZATION OF HYBRID PRECODERS

In this section, we design the digital precoder W and

the analog precoder V implemented by a TRPS network

by performing the minimization of the Euclidean distance

between VW and the equivalent fully digital precoder B,

given by [48]

Q1 : minimize
W,V

||B−VW||2F (35a)

s.t. V ∈ S, (35b)

PPA (V,W) = PPA (B) , (35c)

where S ∈ {SFC,SPC} and SFC,SPC are defined in (20).

Note that the constraints (35b) and (35c) of this Euclidean

distance minimization problem guarantee the hybrid precoders

to satisfy the original angle constraint for each element of the

analog precoder and the power constraint, respectively. The

difficulty of the above problem lies in the design of the analog

precoder V, whose entries or part of them are complex unit-

modulus numbers with discrete phases that lie in the set QH or

QL. We tackle this by adopting an iterative quantization and

optimization method, which will be developed for the fully

and the partially connected architectures in the following.

A. Fully Connected Architecture

For the fully connected architecture, the constraint in (35b)

is given by V ∈ SFC. First, we consider a slack forma-

tion of problem Q1 with the analog precoder implemented

by infinite-resolution phase shifters, which can be handled

through a majorization-minimization (MM)-based method [48]

and we denote the corresponding analog precoding matrix

as V = {exp (ϕi,j)}Nt,Mt

i=1,j=1. Since the desired index sets

of the low- and high-resolution phase shifters, i.e., SF
L and

SF
H, are complementary sets, we can design either of them,

and the other one follows. For notational brevity, we omit

the superscript of SF
L as we focus on the fully connected

architecture in this subsection. Then, we consider the index

set SL for low-resolution phase shifters first and divide it

into Mt subsets as SL =
{

S1
L,S2

L, . . . ,SMt

L

}

. The jth subset

SjL = {i1, . . . , iNj

L

} contains the low-resolution phase shifters

connected to the jth RF chains2 with index initialized as

in = 0, ∀n = 1, . . . , N j
L. Note that N j

L denotes the number

of the low-resolution phase shifters in the jth subset, which

satisfies the equality
∑

j N
j
L = NF

L . Since the methods of

designing the subsets SiL, ∀i are the same, we focus on the

first subset, i.e., S1
L, in the following.

2Note that S
j

L
=

{

(i1, 1) , . . . ,

(

i
N

j
L

, 1

)}

and the second dimensions of

all the indices in this set are the same. Hence, we omit them in the following
derivations for brevity.
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Algorithm 2 TRPS Network-Based Hybrid Precoding with

Fully Connected Analog Precoder

Input: Equivalent precoding vector B, threshold ǫ.
1: Initialize V0 and W0 according to the MM method in

[48].

2: for k = 1 :Mt do

3: for n = 1 : Nk
L do

4: Performing the update of SkL and {Vn,k}(n,k)∈Sk
L

according to (36) - (38).

5: repeat

6: With fixed V, perform the update W =
VH(VVH)−1B.

7: Fix W and let S = WWH . Find [V]n,k =

exp
(

−∠
[

CT
]

n,k

)

, (n, k) /∈ SkL where C =

WBH−(S−λmax(S)I)V
H and λmax(S) denotes

the maximum eigenvalue of the matrix S.

8: until ||B−VW||2F < ǫ.
9: end for

10: end for

11: Since SL is acquired, the index set SH is also fixed.

12: for k = 1 :Mt do

13: for n = 1 : Nk
H do

14: Design {Vn,k}(n,k)∈Sk
H

in a way like (36) and (38).

15: Update the remaining elements of analog precoder V

whose angles have not been quantized in a similar

way as Steps 5 to 8.

16: end for

17: end for

18: The digital precoder is normalized as W̄ = µW, where

µ is determined to guarantee constraint (35c) through

bisection search.

The nearest point in the set QL for the angle of the (i, 1)th
element of the analog matrix V, i.e., ϕi,1, is defined as

ψL,min
i,1 = arg min

ψL∈QL

|ϕi,1 − ψL|, i = {1, 2, . . . , Nt}\S1
L,

(36)

and the distance between ϕi,1 and the set QL is defined as

the absolute difference of ϕi,1 and ψL,min
i,1 . Hence, the index

i1 can be obtained as

i1 = argmin
i

|ϕi,1 − ψL,min
i,1 |, i = {1, 2, . . . , Nt}\S1

L. (37)

Then, the analog matrix can be updated by

[V]i1,1 = exp
{

ψL,min
i1,1

}

. (38)

Subsequently, the MM method in [48] can be slightly modified

to find new values for the remaining elements in analog matrix

V with fixed [V]i,1, i ∈ S1
L. The whole procedure has to

be performed N1
L times to design the whole subset S1

L. The

complete algorithm to design the sets SL and SH is shown in

Algorithm 2.

B. Partially Connected Architecture

Note that the analog matrix of the partially connected

architecture is a special case of the fully connected architecture

with the block diagonal matrices denoted as p1,p2, . . . ,pMt

and other elements being zero. Therefore, the analog matrix

V as well as the sets SH and SL of the partially connected

architecture can be designed in a similar way to the fully

connected one, as described in the following.

To tackle problem Q1 for the partially connected architec-

ture, the constraint V ∈ SPC can be relaxed to
∣

∣ [V]i,j
∣

∣ =
1, ∀i, ∀j = ⌈i/Ng⌉ and the resultant problem can be handled

by the variable projection and MM-based method [48]. We de-

note the equivalent formation V = blkdiag {p1,p2, . . . ,pMt
}

as r = [pT1 ,p
T
2 , . . . ,p

T
Mt

]T with [r]i = exp (φi) , i =
1, . . . , Nt. Since the characteristics of the desired analog

precoder is completely dependent on the sets SL and SH,

which are a pair of complementary sets, we can focus on the

design of the set SL first, which is initialized as ∅.

We project each φi to its nearest point in the set QL, which

is given by

ψL,min
i = arg min

ψL∈QL

|φi − ψL|, i = {1, 2, . . . , Nt}\SL. (39)

The index of φi which has the shortest distance to the set QL

is found through

i1 = argmin
i

|φi − ψL,min
i |, i = {1, 2, . . . , Nt}\SL. (40)

Thus, we can update the (ii, j)th entry of the analog matrix

Algorithm 3 TRPS Network-Based Hybrid Precoding with

Partially Connected Analog Precoder

Input: Equivalent precoding vector B, C = BBH and Dj =
[C](j−1)Ng+1:jNg,(j−1)Ng+1:jNg

, j = 1, 2, . . . ,Mt.

1: Initialize V0 and W0 according to the variable projection

and MM-based method in [48].

2: for n = 1 : NP
L do

3: Performing the update of SL and {[pk]n}n∈SL,k=⌈n/Ng⌉

according to (39) - (41).

4: for m = 1 :M do

5: Find [pm+1
j ]k = exp

(

∠[Djp
m
j ]k
)

, k = i − (j −
1)Ng, i = {1, 2, . . . , Nt}\SL, j = ⌈i/Ng⌉.

6: m = m+ 1.

7: end for

8: end for

9: Since SL is acquired, the index set SH is also fixed.

10: for n = 1 : NP
H do

11: Design {[pk]n}n∈SH,k=⌈n/Ng⌉
in a way like (39) and

(41).

12: Update the remaining elements of analog precoder V

whose angles have not been quantized in a similar way

as Steps 4 to 7.

13: end for

14: The digital precoder is normalized as W̄ = µW, where

µ is determined to guarantee constraint (35c) through

bisection search.
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as

[pj ]i1 = exp
{

ψL,min
i

}

, j =

⌈

i1
Ng

⌉

, (41)

and update the set SL as SL = SL

⋃{i1}. Afterwards, we

perform an iterative MM update for the rest nonzero elements

in the analog matrix V with fixed [pj ]i1 , j = ⌈i1/Ng⌉. We

need to repeat (39) - (41) until the set SL is accomplished

with NP
L elements. The complete procedure is summarized in

Algorithm 3.

C. Convergence and Complexity Analysis

Both Algorithm 2 and Algorithm 3 are based on an update

and quantization process. The convergence analysis of the

MM-based update for both the fully and partially connected

architectures can be obtained similarly as [48]. In particular,

for the fully connected case, in each iteration of the update, the

computation complexity is mainly dependent on the pseudo-

inverse operation and can be approximated as O(N3
t ). As-

suming that the average number of iterations in each update

is MF, then the whole complexity of Algorithm 2 is given by

O(NFMFN
3
t ), where NF = max{NF

H, N
F
L }. For the partially

connected case, the major complexity of each update process

is determined by the exponential operation, which is shown

as O(NgNt). Hence, the overall computation complexity of

Algorithm 3 can be evaluated as O(NPMPNgNt) with MP

iterations for one update, where NP = max{NP
H , N

P
L }.

V. NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed

hybrid precoding method for the LEO downlink SATCOM

system. The considered system operates in the Ku band with a

system bandwidth of Bw = 0.25 GHz and a carrier frequency

of fc = 11.45 GHz. We assume that the satellite transmitter is

equipped with Nx
t = Ny

t = 12 antennas separated by half of

the wavelength at both the x- and y- axes serving K = 9 single

antenna UTs. The channel space angles ϑxk, ∀k and ϑyk, ∀k
are assumed to follow an independent and identical uniform

distribution in the interval [-1,1) [5]. We set the channel Rician

factor as κk = 18 dB. The channel power is defined as [10]

γk = GsatGutNt

(

c

4πfcd0

)2

, ∀k, (42)

where Gsat and Gut are the antenna gains at the satellite side

and the UTs, respectively. The orbit altitude is approximated

as d0 = 106 m and c denotes the speed of light. The noise

power is given by N0 = kBBwTn [10], where the Boltzmann

constant is kB = 1.38×10−23 J·K−1 and the noise temperature

Tn is set as 300 K.

The maximum output power and efficiency of the NPAs

are set as Pmax = 6 dBm and ξmax = 0.3. The values for

the NPA model’s parameters are set as β1 = 2.96 and β3 =
0.1418 exp{−2.816} [49]. The power consumption of a high

rH = 4 and a low rL = 2 bits resolution phase shifters is

given by PHPs = 20 mW and PLPs = 10 mW, respectively

[33]. The power consumed by a switch, a local oscillator and

a baseband digital precoder are set as 1 mW, 5 mW and 200
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Fig. 2. EE versus the ratio of the high-resolution phase shifters in the TRPS
network with power budget P = 22 dBW and the number of RF chains
Mt = 9.
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Fig. 3. Convergence performance versus the number of iterations for the
DSIU-HP method in Algorithm 1.

mW, respectively [33]. The whole power consumption of each

RF chain is set approximately to 338 mW [19], [33].

We denote the ratio between the number of high-resolution

phase shifters and the total number of the phase shifters in

the TRPS network as ̟ = NH

NL+NH
for both the fully and

partially connected architectures. The EE performance versus

the ratio ̟ is demonstrated in Fig. 2. In both the fully and

partially connected cases, with larger ̟, the rate gains become

higher and the power consumption increases linearly. Hence,

there exists a peak for the value of EE when a tradeoff is

achieved between the rate gains and the power consumption.

In the following simulations, we focus on the case where the

numbers of high- and low-resolution phase shifters are equal

for brevity.

Fig. 3 presents the average convergence performance with

different power budgets for the DSIU-HP method in Algo-

rithm 1. It is readily seen from Fig. 3 that the adopted

algorithm presents fast convergence and usually the stationary

point can be reached within three iterations.
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Fig. 5. EE versus power budget P with or without the consideration
for the nonlinearity of the PAs.

Fig. 4 demonstrates that the upper bound of the ergodic rate

in (22) is tight under the given scenario. Note that the value of

EE saturates after a certain point due to the reason that there

exists a constant for the transmit power at which EE achieves

its maximum value. Thus, when the power budget rises to that

point, the maximization of EE is obtained and the increase of

the power budget does not lead to any improvement in EE

performance.

Fig. 5 illustrates the EE performance versus the power

budget with or without the consideration for the nonlinearity of

the PAs. For both scenarios, the adopted method, which takes

the nonlinear distortion into account, performs better than the

conventional hybrid precoding one that assumes the linear

operation of the PAs, i.e., β2m+1 = 0, m > 0, especially for

higher transmit power values. This happens because whether

considering the nonlinear effect or not, the input power to the

PAs increases with the transmit power before EE achieves its

maximum value, which pushes the PAs toward their saturation

region and results in more distortion at the transmission.

Therefore, if the nonlinear effect of the PAs is ignored, the

value of EE decreases when the required transmit power is

relatively larger. In addition, the systems with fewer antennas

saturate with worse EE performance at smaller power budget,
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(a) Fully connected architecture.
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(b) Partially connected architecture.

Fig. 6. EE versus power budget P for different phase shifting networks with
the number of RF chains Mt = 9.

and the transition point in terms of the power budget when

a significant difference occurs between the nonlinear and the

linear assumed hybrid precoding method is smaller in contrast

to the systems with more antennas.

Fig. 6 compares the EE performance of the proposed TRPS

network-based hybrid precoding architecture with the HRPS

and LRPS network-based ones, i.e., all the phase shifters in

the network share the same resolution rH = 4 or rL = 2
bits. For the fully connected case, the results demonstrate that

the TRPS network outperforms the other two baselines due to

its relatively higher rate gain and lower power consumption in

contrast to the LRPS and the HRPS networks. For the partially

connected case, the primary factor of the EE performance is

the rate gain. Thus, the EE performance of the HRPS and

TRPS networks outperform the LRPS one, since the array gain

grows with the increase of the number of the higher phase

shifters. Besides, under this scenario, the EE performance of

the HRPS network is sightly better than the TRPS one in the

larger power region. This can be explained by the fact that by

adding more high-resolution phase shifters, the EE gain due to

the growth of the rate gain exceeds the EE loss coming from

the increased power consumption.
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(b) Partially connected architecture.

Fig. 7. EE versus the number of RF chains for different phase shifting
networks with P = 22 dBW.

Fig. 7 demonstrates the EE performance comparison for

the TRPS, HRPS, and LRPS networks versus the number of

RF chains. For the fully connected architecture, the best EE

performance is achieved when the number of RF chains is

equal to that of the UTs. Then, the EE gradually decreases

with an increase in the number of RF chains, due to the

slower growth rate of the rate performance in the numerator

of the EE expression compared with the linear increase of the

power consumption in the denominator. Note that for the fully

connected architecture, the rate gains achieve their maximum

value when Mt = 2K , i.e., Mt = 18 under the given

simulation setup and after that point, the rate gains remain

fixed [50]. However, the power consumption still increases

linearly and dominates the value of EE. In particular, the power

consumed by the TRPS, HRPS, and LRPS networks can be

calculated by (15a) and the following equations, respectively,

Pt,HRPS = NtMtPHPs(rH) +MtPRFC + PLO + PBB, (43)

Pt,LRPS = NtMtPLPs(rL) +MtPRFC + PLO + PBB. (44)

Note that when the number of RF chains is further increased,

the power consumed by the switches exceeds the power saved

by the implementation of the TRPS network. Hence, the
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Fig. 8. EE versus power budget P with different transmit architectures.

performance of the LRPS network surpasses the other two

networks. For the partially connected architecture, the LRPS

network shows the worst performance. The EE performance of

the HRPS and TRPS networks-based transmission are almost

identical. With an increase in the number of the RF chains,

the growth of rate gains for both the TRPS and the HRPS

networks are first faster than the linear growth of power

consumption. Then, the rate gain growth slows down and

the power consumption becomes the dominant factor in the

performance of EE, which leads to a slight decrease in the EE

values of the TRPS and HRPS networks-based transmission.

Fig. 8 compares the EE performance of different imple-

mentations of the satellite transmitter, i.e., the proposed TRPS-

based hybrid precoder with the fully or the partially connected

architectures, the fully digital precoder and the switching

network-based hybrid precoder [34]. In the switching network-

based hybrid architecture, Mt RF chains are connected to

the antennas through Mt switches, leading to low hardware

complexity. As shown in Fig. 8, in the low power region,

the hybrid precoder with the partially connected architecture

and a TRPS network outperforms the other three, while in

the medium or high power region, the TRPS network-based

hybrid transmitter with the fully connected architecture comes

in the first place. This is the case since the EE is dominated

by the static power consumption for relatively low power

budgets and by the achievable rate for relatively high power

consumption. Therefore, in low power region, the partially

connected TRPS-based hybrid precoder consumes less power

and presents considerable rate gains. Thus, it has the best

EE performance among the four designs in the lower power

region. Furthermore, the sum rate of the fully connected

TRPS network-based hybrid transmitter grows rapidly while

the power consumption increases at a relatively slow speed.

As a consequence, the EE performance outperforms the other

three schemes when the power budget is slightly increased.

VI. CONCLUSION

In this paper, we designed a hybrid precoding scheme

to maximize the EE for a downlink massive MIMO LEO
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SATCOM system considering sCSI and the effect of NPAs.

The corresponding optimization problem is nonconvex due to

the fractional formation of the definition of EE as well as the

distortion account from NPAs and the limited resolution of

the phase shifters in the analog precoder design. Dinkelbach’s

extended algorithm and the steepest gradient ascent method

were adopted first to tackle the equivalent fully digital prob-

lem. Then we focused on the minimization of the Euclidean

distance between the hybrid precoders and the fully digital

one. After an iterative quantization and update procedure, the

digital and analog precoders are found. The simulation results

demonstrated the performance gains of the TRPS network over

the existing baselines that do not consider the nonlinear effects

in their designs.

APPENDIX A

EXPRESSION FOR THE GRADIENT OF SUM RATE IN (32)

The gradient of the approximate rate R̄k of the kth UT is

given by

∇BR̄k (B) =
log2(e)

g2k(B)(1 + fk(B)/gk(B))

(

gk(B)
∂fk(B)

∂B∗

−fk(B)
∂gk(B)

∂B∗

)

, (45)

where

∂fk(B)

∂b∗
i

= γk (Tk(B)sgn (i) +Qk,i(B))bi, i = 1, 2, . . . ,K.

(46)

For mathematic convenience, two Boolean functions are de-

fined as

sgn (i) =

{

1, i = k
0, i 6= k

, sgn (i) =

{

1, i 6= k
0, i = k.

Besides, the expression Tk(B) ∈ CNt×Nt and Qk(B) ∈
CNt×Nt in (46) can be expanded as

Tk(B) = |β1|2vkvHk
+ 4|β3|2diag

{

BBH
}

vkv
H
k diag

{

BBH
}

+ 2
(

β∗
1β3vkv

H
k diag

{

BBH
}

+ β1β
∗
3diag

{

BBH
}

vkv
H
k

)

,
(47)

and

Qk,i(B) = 4|β3|2
(

diag
{

vkv
H
k diag

{

BBH
}

bib
H
i

}

+diag
{

bib
H
i diag

{

BBH
}

vkv
H
k

})

+2
(

β∗
1β3diag

{

bib
H
i vkv

H
k

}

+ β1β
∗
3diag

{

vkv
H
k bib

H
i

})

.
(48)

In addition, the derivation of gk(B) is given by

∂gk(B)

∂b∗
i

=
∂gik(B)

∂b∗
i

+
∂gdk(B)

∂b∗
i

, (49)

where the first term of (49) can be further written as

∂gik(B)

∂b∗
i

= γk



Tk(B)sgn (i) +
∑

ℓ 6=k

Qk,ℓ(B)



bi,

i = 1, 2, . . . ,K. (50)

For the second term of (49), let bi,j = [bj ]i , vj,i = [vj ]i and

we can obtain

∂gdk(B)

∂b∗i,j
= 2γk|β3|2

(

2vk,i

Nt
∑

n=1

v∗k,nbn,j

[

∣

∣BBH
∣

∣

2
]

n,i

+v∗k,i

Nt
∑

n=1

vk,nbn,j

[

(

BBH
)2
]

i,n

)

, (51)

for ∀j = 1, . . . ,K , ∀i = 1, . . . , Nt.
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