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Abstract—In this paper, we consider how to partition the parity-
check matrices (PCMs) to reduce the hardware complexity and
computation delay for the row layered decoding of quasi-cyclic
low-density parity-check (QC-LDPC) codes. First, we formulate
the PCM partitioning as an optimization problem, which targets
to minimize the maximum column weight of each layer while
maintaining a block cyclic shift property among different layers.
As a result, we derive all the feasible solutions for the problem
and propose a tight lower bound ωLB on the minimum possible
maximum column weight to evaluate a solution. Second, we define
a metric called layer distance to measure the data dependency
between consecutive layers and further illustrate how to identify
the solutions with desired layer distance from those achieving
the minimum value of ωLB = 1, which is preferred to reduce
computation delay. Next, we demonstrate that up-to-now, finding
an optimal solution for the optimization problem with polynomial
time complexity is unachievable. Therefore, both enumerative and
greedy partition algorithms are proposed instead. After that,
we modify the quasi-cyclic progressive edge-growth (QC-PEG)
algorithm to directly construct PCMs that have a straightforward
partition scheme to achieve ωLB or the desired layer distance.
Simulation results showed that the constructed codes have better
error correction performance and smaller average number of
iterations than the underlying 5G LDPC code.

Index Terms—layered decoding, parity-check matrix (PCM) par-
titioning, quasi-cyclic low-density parity-check (QC-LDPC) code,
quasi-cyclic progressive edge-growth (QC-PEG).

I. INTRODUCTION

Low-density parity-check (LDPC) codes [1] have been widely
adopted in many applications such as wireless communications
and data storage systems [2], [3], for their capacity approaching
performance with iterative message passing decoding [4]. To
implement the decoding of LDPC codes, a schedule is required
to determine the order of updating the messages. One well-
known message-passing schedule is the flooding schedule [5],
where all the variable-to-check (V2C) messages and the check-
to-variable (C2V) messages are updated simultaneously and
propagated along the edges in the Tanner graph [6]. However,
it requires a large-scale parallelism, which leads to a high
decoding complexity and memory requirement for hardware
implementation.

To simplify hardware implementation and reduce the storage
memories, the layered schedules were proposed in [7]–[11],
which update the messages in a sequential order by using the
latest information. In particular, the row layered schedules in
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[7]–[9] operate as a sequence of check node (CN) updates
while the column layered schedules in [10] and [11] perform
variable node (VN) updates sequentially. As shown in [8],
the layered schedules can achieve faster convergence speed
with significantly reduced memory requirement compared to the
flooding schedule. However, the conventional layered schedules,
e.g., [7], [8], [10], are initially developed to process only one
row/column of the parity-check matrix (PCM) at each layer,
which causes a reduction of decoding throughput.

To improve the throughput, partial parallelism have been in-
troduced in [12]–[18] for quasi-cyclic LDPC (QC-LDPC) codes
[19]. The idea is to process more rows/columns of the PCM in
parallel at each layer. More specifically, to decode a QC-LDPC
code with partial parallelism, the rows or columns of its PCM
are divided into several groups/submatrices corresponding to
different layers. At each layer, all rows or columns are processed
in parallel, and the decoding conducts layer by layer. As shown
in [14]–[16], the way of partitioning the PCM can significantly
affect the hardware complexity and throughput of the decoder.
In [14] and [15], a block cyclic shift property among different
layers is exploited to make the hardware efficiently reused
between consecutive layers during the decoding process. In ad-
dition, the maximum column/row weight of each layer is further
minimized to reduce both the implementation complexity and
the logic delay for the computation [14]. Nevertheless, the block
cyclic shift property has not been systematically investigated
for partitioning PCMs, e.g., the optimal partition scheme in
terms of minimizing the maximum column/row weight of each
layer is not clear. With massive data rate requirement for the
communication systems in the fifth-generation (5G) and beyond,
it is challenging for the LDPC decoders to achieve ultra-high
throughput with cost-effective hardware implementation. As one
of the practical solutions, the PCM partitioning is necessary to
be systematically investigated.

In this paper, we consider how to partition the PCMs to
reduce the hardware complexity and computation delay for the
row layered decoding of QC-LDPC codes. The main contribu-
tions of this paper are summarized below:
• We formulate the PCM partitioning as an optimization

problem and propose the PCM partitioning principle to
minimize the maximum column weight of each layer while
maintaining a block cyclic shift property among different
layers. Notably, we derive all feasible solutions (partition
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schemes) for the problems and propose a tight lower bound
ωLB for the minimum possible maximum column weight
to evaluate the quality of a solution.

• Among the solutions which achieve the minimum possible
value of the lower bound ωLB = 1, we observe that,
they may have different computation delay due to the data
dependency issue between consecutive layers. With respect
to that, we define a metric, called layer distance, to quantify
the above issue. We further illustrate how to identify the
solutions with desired layer distance from those solutions
that achieve ωLB = 1.

• We demonstrate our attempt to find an optimal solution
for the optimization problem by connecting it to a classic
graph theory problem, and show that up-to-now, there
exist no algorithms to obtain an optimal solution with
polynomial time complexity. Therefore, an enumerative
partition algorithm and a greedy partition algorithm are
proposed as alternatives.

• For some cases, it may be too time-consuming to find a
solution or there are no solutions achieving ωLB or the
desired layer distance. Thus, we modify the quasi-cyclic
progressive edge-growth (QC-PEG) algorithm [20], [21]
to directly construct PCMs that have a straightforward
solution to achieve ωLB or the desired layer distance.

• We evaluate the performance of the proposed enumerative
and greedy algorithms for partitioning the 5G LDPC codes.
There exist cases that ωLB or the desired layer distance is
not achieved. Then, under the same code parameters as a
5G LDPC code, we use the modified QC-PEG algorithm to
construct two QC-LDPC codes to achieve ωLB and desired
layer distance, respectively. Simulation results show that
the constructed codes have better error correction perfor-
mance and achieve smaller average number of iterations
than the 5G LDPC code.

The remainder of this paper is organized as follows. Section
II introduces the preliminaries of QC-LDPC codes and the row
layered schedule based on the sum-product algorithm (SPA)
[7]. Section III formulates the PCM partitioning problem and
then Section IV illustrates the characterization of it. Section
V develops two algorithms to solve the PCM partitioning
problem. The proposed greedy and enumerative algorithms for
solving the PCM partitioning problem are presented in Section
VI. Section VI develops a modified QC-PEG algorithm to
design QC-LDPC codes that have a straightforward partition
scheme to achieve ωLB or a desired layer distance. Section
VII investigates the partition schemes obtained by the proposed
greedy and enumerative algorithms for the 5G LDPC codes and
also presents the error correction performance and convergence
behavior of the QC-LDPC codes constructed by the modified
QC-PEG algorithm. Finally, Section VIII concludes our work.

Notations: We use uppercase and lowercase letters to repre-
sent global and local variables, respectively, e.g., M and m.
Use bold face uppercase and lowercase letters to respectively
represent matrices and vectors, e.g., H and y. Use calligraphic
letters to represent sets, e.g., G. Use Greek letters to represent
functions, e.g., φ. For nonnegative integers m and n, use [m,n)
to represent the integer set {m,m + 1, . . . , n − 1}. Moreover,
if m = 0, we simplify it to [n). Use Z to represent the set of

all integers. For positive integers a and b, use a|b to represent
that b is divisible by a.

II. PRELIMINARIES

A. QC-LDPC Codes

Let x = (x0, . . . , xz−1) be a vector of length z. For any
integer s, the s-cyclic (right) shift of x is defined as the vector

λs(x) = (x(−s) mod z, x(1−s) mod z, ..., x(z−1−s) mod z).

Assume that C is a matrix containing z rows. For i ∈ [z), denote
C[i] as the i-th row of C. Then C is said to be a circulant if
C is a z × z square matrix and C[i] = λi(C[0]), ∀i ∈ [z).

A QC-LDPC code belongs to the class of structured LDPC
codes, with parity-check matrix consisting of M ×N circulants
as follows:

H =

 H0,0 · · · H0,N−1
...

. . .
...

HM−1,0 · · · HM−1,N−1

 , (1)

where Hm,n is a Z×Z circulant for m ∈ [M) and n ∈ [N). As
a result, H can be equivalently described by a corresponding
base matrix B:

B =

 b0,0 · · · b0,N−1
...

. . .
...

bM−1,0 · · · bM−1,N−1

 . (2)

In (2), for m ∈ [M) and n ∈ [N), bm,n is an integer vector:
if bm,n = (−1), it indicates that Hm,n is a zero matrix;
otherwise, the elements in bm,n form a subset of [Z) and
specify the positions of the non-zero entries in the first row of
Hm,n. Particularly, when bm,n only contains a single integer,
it corresponds to a zero matrix or a circulant permutation
matrix. We hereafter remove the parentheses for simplicity, e.g.,
bm,n = −1.

For example, consider Z = 4 and the base matrix

B =

[
1 3 −1
0 2 0

]
. (3)

The PCM H corresponding to B is given below:

H =



0 1 0 0 0 0 0 1 0 0 0 0
0 0 1 0 1 0 0 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0 0 0
1 0 0 0 0 0 1 0 0 0 0 0
1 0 0 0 0 0 1 0 1 0 0 0
0 1 0 0 0 0 0 1 0 1 0 0
0 0 1 0 1 0 0 0 0 0 1 0
0 0 0 1 0 1 0 0 0 0 0 1


. (4)

Considering the Tanner graph [6] representation for H, we
denote

G = (V, E) = (Vv ∪ Vc, E)

as the Tanner Graph of the LDPC code, where Vc = {cm : m ∈
[MZ)} denotes the CN set, Vv = {vn : n ∈ [NZ)} denotes the
VN set and E ⊆ Vc × Vv denotes the edge set.

In the rest of this paper, we consider the problem of partition-
ing the H given in (1). In the following, we further introduce
some concepts related to H.



• Row matrix: For an ordered subset A ⊆ [MZ), define
HA as the matrix orderly formed by the rows of H, with
indices in A.
Taking the H in (4) as an example, we have

H{5,7} =

[
0 1 0 0 0 0 0 1 0 1 0 0
0 0 0 1 0 1 0 0 0 0 0 1

]
.

(5)
• Block cyclic shift: For m ∈ [M), i ∈ [Z) and

an arbitrary integer s, the block s-cyclic shift of
Hm[i] , (Hm,0[i], . . . ,Hm,N−1[i]) is defined as the
vector φs(Hm[i]) = (λs(Hm,0[i]), . . . , λs(Hm,N−1[i])).
Moreover, for a matrix HA, φs(HA) is to apply the block
cyclic shift operation on each row of HA.
It is easy to see that H satisfies the block cyclic shift
property: For each m ∈ [M), Hm[i] = φi(Hm[0]) for
any i ∈ [Z).

• Maximum column weight: For i ∈ [NZ), denote ωi(H)
as the Hamming weight of the i-th column of H. Denote
ω(H) as the maximum column weight of matrix H, i.e.,
ω(H) = max

i∈[NZ)
ωi(H). For example, ω0(H{5,7}) = 0 and

ω(H{5,7}) = 1 in (5).

B. Layered Decoding Algorithm

In this paper, we concentrate on partitioning the rows of H
for the row layered decoding. However, our partition methods
can be applied to the column layered decoding over H as well.

The rows of H are partitioned into L groups/submatrices,
where the sets of the row indices in each group are respectively
denoted by T0, . . . , TL−1, and satisfy the following constraint:

Constraint 1: T0, . . . , TL−1 satisfies:

T0 ∪ · · · ∪ TL−1 = [MZ),

Ti ∩ Tj = ∅,∀i, j ∈ [L), i 6= j.

For each l ∈ [L), HTl = [HTl,0 · · ·HTl,N−1] is called the l-th
layer. The decoder operates layer after layer by processing all
rows of each layer in parallel based on certain message passing
algorithm.

Let µn,m denote the V2C message sent from VN vn to CN
cm, where n ∈ [NZ) and m ∈ [MZ). Let δem,n denote the C2V
message passed from CN cm to VN vn in the e-th iteration. The
log-likelihood ratio (LLR) of a posterior probability for VN vn
is represented by Λn, where n ∈ [NZ). We represent the index
set of CNs in the graph connected to vn by N (vn) and the index
set of VNs connected to cm by N (cm). Denote the index set of
all VNs connected to CN cm except vn by N (cm)\n. Assume
that a codeword u = (u0, u1, . . . , uNZ−1) is transmitted and
r = (r0, r1, . . . , rNZ−1) is the received LLR values from the
channel output with rn for node vn.

The row layered decoding based on the sum-product algo-
rithm (SPA) [7] is summarized in Algorithm 1. In practice, it is
very desirable that the hardware can support both the decoding
parallelism within a layer and reusability between consecutive
layers for achieving high throughput. In addition, the power
efficiency of the decoder is also of great concern for applications
with limited power supply such as the Internet of things. We
discuss the details as follows.

Algorithm 1 Row Layered Sum-Product Algorithm
Input: Received LLR values r = (r0, r1, . . . , rNZ−1).
Output: Hard decision estimates û = (û0, û1, . . . , ûNZ−1).

1: Initialization:
2: δ0m,n = 0,∀m ∈ [MZ), n ∈ N (cm).
3: Λn = rn, ∀n ∈ [NZ).
4: for e = 1 to Imax do
5: for l = 0 to L− 1 do
6: Compute µn,m = Λn−δe−1m,n for each m ∈ Tl and each

n ∈ N (cm) in parallel.
7: Compute

δem,n = 2 tanh−1

 ∏
n′∈N (cm)\n

tanh
(µn′,m

2

)
for each m ∈ Tl and each n ∈ N (cm) in parallel.

8: Update Λn = Λn + δem,n − δe−1m,n for all m ∈ Tl and
each n ∈ N (cm).

9: end for
10: ûn =

{
0, Λn ≥ 0,
1, otherwise.

11: If û is a codeword, stop decoding.
12: end for

Parallelism: As shown in Lines 6-8 of Algorithm 1, the
decoder processes all rows in parallel within a layer. According
to Line 8, for different n ∈ [NZ), the computations of Λns are
independent. Thus, the computations of Λns can be carried out
in parallel for each VN. On the other hand, for each n ∈ [N), the
computation of Λn is carried out for ωn(HTl) times, which are
desired to be carried out in serial. Therefore, for each layer, the
computing delay depends on the VN with the largest column
weight. To reduce the implementation complexity and logical
delay of the decoding, it is necessary to minimize the maximum
column weight for each layer.

Reusability: To simplify the hardware implementation,
reusing the hardware architecture of the first layer is preferred
in practice. In [14], [15], a reuse method between consecutive
layers are summarized below.

Definition 1 ( [14], [15]). Let H be the PCM in (1).The L
layers HT0 ,HT1 , ...,HTL−1

are said to have the block S-cyclic
shift property if HTl = φlS(HT0) for all l ∈ [L).

Note that if the L layers have the block cyclic shift prop-
erty, only setting of 0-th layer HT0 requires to be configured
specifically for the hardware architecture, while the other layers
can reuse the hardware by a fixed shift operator transforming it
into the pervious one. Consequently, the hardware reuse can be
greatly simplified, compared to a partition scheme without the
block cyclic shift property [14], [15].

Power efficiency: The power consumption of decoding a
layer is proportional to the number of its non-zero entries.
Accordingly, the peak (resp. average) power consumption corre-
sponds to the largest (resp. average) number of non-zero entries
of each layer. Thus, the PCM partition scheme with block cyclic
shift property can achieve high power efficiency because its
peak-to-average power ratio can be minimized to 1 for the
decoder.



III. PROBLEM FORMULATION OF PCM PARTITIONING

A. Basic Optimization Problem

Let H be the PCM of a QC-LDPC code with size MZ ×
NZ given in (1). Suppose that H satisfies the following two
properties:
• There are no zero rows otherwise we can remove them;

and
• H does not contain two identical rows otherwise there are

a large amount of 4-cycles greatly reducing performance.
Given integer L > 1, our goal is to partition the rows of H

into L layers such that Constraint 1 is satisfied and the L layers
have
• block cyclic shift property; and
• minimum maximum column weight.

This can benefit the row layered decoding by reducing the
decoding latency within a layer and simplifying the hardware
reusability between consecutive layers. Specifically, we for-
mulate the partitioning problem as the following optimization
problem.

Problem 1: min
S>0, T0,T1,...,TL−1

ω(HT0)

s.t. Constraint 1 is satisfied, and
HTl = φlS(HT0),∀l ∈ [L). (6)

Constraint 1 guarantees that the L layers form a partition of H,
and (6) ensures its block S-cyclic shift property,

Note from (6) that T1, . . . , TL are determined by S and T0,
and all the layers have the same maximum column weight.
Therefore, we can use (S, T0) to represent a partition scheme
uniquely and just focus on the maximum column weight of
HT0 , i.e. ω(HT0). Any (S, T0) satisfying Constraint 1 and
(6) is called a feasible solution to Problem 1. A feasible
solution (S∗, T ∗0 ) is called the optimal solution if w(HT ∗0 ) =

min
S>0, T0,T1,...,TL−1

ω(HT0).

B. Data Dependency

The optimal solution to Problem 1 provides an efficient PCM
partition scheme by configuring the block cyclic shift value
S and the set of row indices T0, which can well support the
parallelism, reusability, and power efficiency of a layered LDPC
decoder. However, it is possible to further optimize the PCM
partition scheme from data dependency aspect for achieving
shorter computation delay [9]. Data dependency occurs in the
message update process when two CNs have the same neighbour
VN. The following is an illustrative example.

Example 1. Consider S = 1, L = 4 and H in (4). Note that
ω(HT0) ≥ 1, otherwise HT0 will be a zero matrix. It is easy to
verify that (S, T0) = (1, {0, 4}) and (S′, T ′0 ) = (1, {0, 7}) are
two optimal solutions to Problem 1. whose partitioned matrices
are as follows.

HT0 = H{0,4} =

[
0 1 0 0 0 0 0 1 0 0 0 0
1 0 0 0 0 0 1 0 1 0 0 0

]
,

HT1 = H{1,5} =

[
0 0 1 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 1 0 0

]
,

HT2 = H{2,6} =

[
0 0 0 1 0 1 0 0 0 0 0 0
0 0 1 0 1 0 0 0 0 0 1 0

]
,

HT3 = H{3,7} =

[
1 0 0 0 0 0 1 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0 0 1

]
.

HT ′0 = H{0,7} =

[
0 1 0 0 0 0 0 1 0 0 0 0
0 0 0 1 0 1 0 0 0 0 0 1

]
,

HT ′1 = H{1,4} =

[
0 0 1 0 1 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 1 0 0 0

]
,

HT ′2 = H{2,5} =

[
0 0 0 1 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 1 0 0

]
,

HT ′3 = H{3,6} =

[
1 0 0 0 0 0 1 0 0 0 0 0
0 0 1 0 1 0 0 0 0 0 1 0

]
.

In partition scheme 1, the data dependency occurs during the
CN update of the nodes c0 and c5 located in layers 0 and 1. At
layer 1, the v1-to-c5 message needs to be computed (Line 6 in
Algorithm 1) based on the posterior LLR Λ1 updated at layer
0 (Line 8 in Algorithm 1). However, due to the delay caused
by the pipelining stage [14], [15], one has to pay extra waiting
time to get the latest value of Λ1.

Whereas partition scheme 2 can avoid data dependency
between two consecutive layers, where all the Λns (n ∈ [12))
are updated at most once in any two consecutive layers. As
a consequence, the computation delay can be reduced for
obtaining the latest posterior LLRs.

That is, the second solution leads to a shorter computation
delay compared to first one, though they have the same max-
imum column weight. In summary, to reduce the computation
delay, the column weight for the consecutive layers should be
as small as possible.

C. Further Optimization Problem

In practice, there is often more than one optimal solution to
Problem 1, where the data dependency of each solution may
vary, as illustrated in Example 1. To minimize the computation
delay, we intend to find out the optimal solution that can
decrease the data dependency among consecutive layers. The
general idea is to separate any two non-zero entries in a column
as far as possible, with respect to layer distance.

Definition 2 (Layer distance). Given H and L, let (S, T0) be
a feasible solution to Problem 1. The layer distance of (S, T0),
denoted by d(S, T0), is defined as the maximum integer l ∈ [L)
such that

ω




HT0
HT1

...
HTl−1


 ≤ 1. (7)

Remark 1. 1) In general, the layer distance can be defined
as the minimum maximum integer l ∈ [L) such that (7)



still holds when T0, T1, . . . , Tl−1 are respectively replaced by
Ti, Ti+1, . . . , Ti+l−1 where i ranges over [L) and the subscript
is modulo L. Actually, i = 0 is enough for our definition because
the resultant equation is the same as (7) by means of block cyclic
shift property of H.

2) d(S, T0) = 2 is generally sufficient for practical applica-
tions [9].

3) Note that, for l = 0, we define ω(∅) = 0. Therefore, we
always have d(S, T0) ≥ 0. In particular, we have d(S, T0) = 0 if
ω(HT0) > 1. Accordingly, the data dependency is the strongest,
since it occurs within a layer.

According to Definition 2, a partition scheme with layer
distance k can avoid data dependency within any k consecutive
layers. Adding the layer distance into the objective functions,
we have the following multi-objective optimization problem.

Problem 2: min
S>0, T0

ω(HT0),−d(S, T0)

s.t. Constraint 1 is satisfied, and
HTl = φlS(HT0),∀l ∈ [L),

In Problem 2, we mean to both minimize ω(HT0) and
maximize the layer distance d(S, T0). Noting that d(S, T0) > 1
only if ω(HT0) = 1. Therefore, we should first guarantee
ω(HT0) = 1, and then further optimize d(S, T0). In this case,
the solution (S, T0) is also one of optimal solutions to Problem
1.

D. Relationship Between Problems 1 and 2

The following theorem establishes the connection between
Problem 1 and Problem 2.

Theorem 1. Given H, L, and a feasible solution (S, T0),
d(S, T0) ≥ k if and only if (iff) H

(S,k)
T0 is a binary matrix and

ω(H
(S,k)
T0 ) = 1, where H(S,k) , H+φS(H) +φ2S(H) + · · ·+

φ(k−1)S(H).

Proof. The necessity is obvious because H is a binary matrix
of form (1). Since

ω(H
(S,k)
T0 ) = ω

∑
i∈[k)

φiS(HT0)

 = ω




HT0
HT1

...
HTk−1




for binary H(S,k), the sufficiency then follows from Definition
2.

According to Theorem 1, we can get a partition scheme
with desired layer distance k, by solving Problem 1 for H(S,k).
Specifically, we first construct H(S,k), and then find an optimal
solution (S∗, T ∗0 ) to Problem 2 for H(S,k). If ω(H

(S,k)
T ∗0

) = 1,
we have d(S∗, T ∗0 ) ≥ k; otherwise it implies that there does
not exist feasible solution with layer distance at least k.

Therefore, we mainly consider Problem 1 in what follows.

IV. CHARACTERIZATION OF PROBLEM 1
A. Problem Transformation

Definition 3. For an integer i ∈ [MZ) and an integer s, define
πs(i) = Z · bi/Zc+ ((i+ s) mod Z). Moreover, for an index
set T ⊆ [MZ), define πs(T ) as {πs(x) : x ∈ T }.

Lemma 1. For i, j ∈ [MZ) and an integer s, H[j] = φs(H[i])
iff j = πs(i).

Proof. According to block cyclic shift property of H, we have
φs(Hm[k]) = Hm[(k+ s) mod Z]. Then, sufficiency is clear.
Whereas, the necessity also follows otherwise it contradicts the
assumption that there are no two identical rows in H.

Then, it is more convenient to describe Problem 1 in terms
of the row indices of H.

Problem 3: min
S>0, T0

ω(HT0)

s.t. Constraint 1 is satisfied, and
Tl = πlS(T0),∀l ∈ [L). (8)

To solve this problem, a general approach is to firstly enu-
merate all the values of (S, T0), next check whether it is a
feasible solution, and finally obtain an optimal solution. It is
clear that there are

(
MZ
MZ/L

)
options of T0, i.e., the search space

is prohibitively large. Accomplishing this task is impossible for
a large size of H. Instead, we consider to directly characterize
all the feasible solutions to Problem 3.

B. Feasible Solutions to Problem 3

To solve Problem 3, it suffices to determine T0 satisfying
(8) and Constraint 1. In this subsection, we characterize all the
feasible solutions to Problem 3. For convenience, denote Tl,m =
Tl ∩ [mZ, (m+ 1)Z) for each m ∈ [M). According to Lemma
1, Tl,m = πlS(T0,m) and T0,m, . . . , TL−1,m form a partition of
[mZ, (m+ 1)Z), which results in
B1 |Tl,m| = Z/L,
i.e., it is further required that
• L should be a factor Z.
We begin with the s-cyclic shift class.

Definition 4 (s-cyclic shift class). For i ∈ [MZ) and s ∈ [1, Z),
define the s-class (short for s-cyclic shift class) generated by i
as the set {i}s = {πrs(i) : r ∈ Z}.

Lemma 2. Let (S, T0) be a feasible solution to Problem 3. For
any l ∈ [L) and i ∈ [MZ), i ∈ T0 iff πlS(i) ∈ Tl.

Proof. According to Definition 3, πs(·) is a bijection. Then, the
lemma follows from (8).

Obviously, {i}S = {i}S′ for all i ∈ [MZ) with S′ =
gcd(Z, S). Thus, hereafter we always assume that S is a factor
of Z, i.e., S|Z.

First of all, we focus on the characterization of T0,0. Recall
that T0,0, . . . , TL−1,0 form a partition of [Z), each of size
Z/L. On the other hand, S-classes {0}S , . . . , {S − 1}S form
a partition of [Z), each of size Z/S. Thus, T0,0 must contain
some elements in {i}S for some i ∈ [S). Let j ∈ {i}S ∩ T0,0,
i.e., {i}S = {j}S = {(j + lS) mod Z : l = 0, . . . , Z/S − 1}.
For any l ∈ [1, L), πlS(j) ∈ Tl,0 by (8), which implies
π(L−l)S(j) /∈ T0,0 since T0,0 ∩ TL−l,0 = ∅. Then, accord-
ing to Lemma 2, we have πLS(j) ∈ T0,0 since πLS(j) =
π(L−l)S+lS(j) = πlS(π(L−l)S(j)) /∈ Tl,0, for any l ∈ [1, L).
Similarly, π2LS(j), π3LS(j), . . . , πZ−LS(j) are in T0,0, which
and j, πLS(j) all belong to the same LS-class in {i}S . There-
fore, given i ∈ [S), any element j ∈ {i}S can be a candidate



TABLE I
ELEMENTS OF Tl,0, ∀l ∈ [L)

T0,0 T1,0 · · · TL−1,0
j πS(j) · · · π(L−1)S(j)

πLS(j) π(L+1)S(j) · · · π(2L−1)S(j)
...

...
. . .

...
πZ−LS(j) πZ−(L−1)S(j) · · · πZ−S(j)

element for set T0,0. Moreover, once the element j is selected
into T0,0, the remaining elements πS(j), π2S(j), . . . , πZ−S(j)
in {i}S are automatically divided into the sets T0,0, . . . , T0,L−1,
as shown in Table I. It is observed from Table I that
• S|(Z/L), i.e., S must be a factor of Z/L,

otherwise the cardinality of T0,l contradicts B1 for some l ∈ [L).
Clearly, the L sets mZ + {i}S = {mZ + ((i + rS) mod

Z)}, i = 0, . . . , S − 1, are S-classes forming a partition of
[mZ, (m+1)Z), m ∈ [M). So, the above selection method can
be similarly carried on [mZ, (m+ 1)Z) to obtain T0,m.

Given S|(Z/L) and m ∈ [M),
• [mZ, (m + 1)Z) can be partitioned into S different S-

classes: Cm,0 , mZ + {0}S , . . . , Cm,S−1 , mZ + {S −
1}S ;

• for each s ∈ [S), the S-class Cm,s can be further partitioned
into L different LS-classes: Cm,s,0 , mZ+s+{0}LS , . . . ,
Cm,s,L−1 , mZ + s+ {(L− 1)S}LS .

Then, the set T0 consists of MS different LS-classes, each
of which is from a different S-class, as characterized by the
following theorem.

Theorem 2. (S, T0) is a feasible solution to Problem 3 iff

T0 ∈ {∪m∈[M),s∈[S)Cm,s,ls : ls ranges over [L)}.

Proof. Assume (S, T0) is a feasible solution, T0 =
∪m∈[M)T0,m = ∪m∈[M),s∈[S)(T0,m ∩ Cm,s). As investigated
above, T0,m∩Cm,s is an LS-class, i.e., T0,m∩Cm,s ∈ {Cm,s,ls :
ls ∈ [L)}. Therefore, T0 ∈ {∪m∈[M),s∈[S)Cm,s,ls : ls ∈ [L)}.
That is, the necessity is clear. Whereas, the sufficiency can be
easily verified.

Example 2. Let H be given by (4) and (L, S) = (2, 2). The
rows of H can be partitioned into four S-classes (2-classes)
and eight LS-classes (4-classes) as shown in (9) and (10),
respectively.

C0,0 = {0, 2}, C0,1 = {1, 3}, C1,0 = {4, 6}, C1,1 = {5, 7}, (9)
C0,0,0 = {0}, C0,0,1 = {2}, C0,1,0 = {1}, C0,1,1 = {3},
C1,0,0 = {4}, C1,0,1 = {6}, C1,1,0 = {5}, C1,1,1 = {7}. (10)

According to Theorem 2, by taking an LS-class from each
S-class, (2, C0,0,0 ∪ C0,1,0 ∪ C1,0,0 ∪ C1,1,1), i.e., (2, {0, 1, 4, 7})
is one of the feasible solutions to Problem 3.

C. Combinatorial Characterization

In this subsection, we restrict ω(HT0) = 1 in the objective
function of Problem 3 to get Problem 4. Then, with the
construction of all the feasible solutions in Theorem 2, we
are able to give the combinatorial characterization of Problem

4 from the perspective of of graph theory, which shows the
difficulty to solve Problem 3 by a polynomial time method.

Problem 4: Find (S, T0)

s.t. Constraint 1 is satisfied,
Tl = πlS(T0),∀l ∈ [L), and
ω(HT0) = 1.

If Problem 3 is solved, then Problem 4 can be also solved,
but not vice versa. Indeed, Problem 4 can be straightforwardly
connected to the classical graph theory problem of finding k-
cliques in k-partite graphs [22], [23].

A graph is denoted as G = (V, E) with vertex set V and edge
set E , where a partite P is a subset of V such that no vertices
in P are connected by an edge. Graph G is called k-partite
graph if V can be partitioned into k disjoint partite. A clique
D is a subset of V such that any two distinct vertexes in D
are connected by an edge in E , which is called a k-clique if
|D| = k.

We now construct a graph G = (V, E) based on the LS-
classes as follows:
• Let V = {Cm,s,l : m ∈ [M), s ∈ [S), l ∈ [L)}.
• Let E = {(Cm,s,l, Cm′,s′,l′) : m,m′ ∈ [M), s, s′ ∈

[S), l, l′ ∈ [L)} such that
C1 The LS-classes Cm,s,l and Cm′,s′,l′ are from different

S-classes, i.e., m 6= m′ or s 6= s′; and
C2 ω(HCm,s,l∪Cm′,s′,l′ ) = 1.

According to C1, for each m ∈ [M) and s ∈ [S),
{Cm,s,0, Cm,s,1, . . . , Cm,s,L−1} forms a partite in G, and thus
G is an MS-partite graph. Further, the following theorem
illustrates that a feasible solution to Problem 4 corresponds to
an MS-clique in G.

Theorem 3. For a given S, let D = {Cm,s,ls : m ∈ [M), s ∈
[S)}. Then, D ⊆ G is an MS-clique in G iff (S, T0 = ∪C∈DC)
is a solution to Problem 4.

Proof. The proof is based a fact
C3 ω(HC) ≥ 1 for any C ∈ D
since there are no zero rows in H.

Necessity: If D is an MS-clique in G, according to C2, then
ω(HC∪C′) = 1 for any two distinct LS-classes C, C′ ∈ D.
As a result, we have ω(H∪C∈D C) = 1. (Otherwise, we have
ω(H∪C∈DC) ≥ 2 by C3. Consequently, there exists two LS-
classes C, C′ with ω(HC∪C′) ≥ 2, leading to a contradiction.)
The necessity then follows from Theorem 2.

Sufficiency: Let (S, T0 = ∪C∈DC) be a solution to Problem
4. We then have ω(H∪C∈D C) = 1, which and C3 indicate
that any two LS-classes C, C′ ∈ D satisfy ω(HC∪C′) = 1.
Consequently, we have the edge (C, C′) ∈ E , implying that the
set D = {Cm,s,ls : m ∈ [M), s ∈ [S)} is a clique.

Example 3. Continued with Example 2. The corresponding
G = (V, E) is shown by Fig. 1, where vertexes are denoted by
circles. As can be seen from Fig. 1, G consists of 4 partites:
{C0,0,0, C0,0,1}, {C0,1,0, C0,1,1}, {C1,0,0, C1,0,1}, {C1,1,0, C1,1,1},
and the four dashed circles {C0,0,0, C0,1,0, C1,0,0, C1,1,1}
form a 4-clique in G. It can also be easily verified
that ω(HC0,0,0∪C0,1,0∪C1,0,0∪C1,1,1) = 1, implying
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Fig. 1. The 4-partite graph G corresponds to (10).

Algorithm 2 Enumerative method for solving Problem 3
Input: H, L.
Output: (S∗, T ∗0 ).

1: Initialization: F = ∅.
2: for each factor S of Z/L do
3: FS = {(S,∪m∈[M),s∈[S)Cm,s,ls) : ls ranges over [L)}.
4: F = F ∪ FS .
5: end for
6: Return (S∗, T ∗0 ) = arg min(S,T0)∈F ω(HT0).

(S, T0) = (2, C0,0,0 ∪ C0,1,0 ∪ C1,0,0 ∪ C1,1,1) is a solution to
Problem 4.

However, up to now, there is no polynomial time method
available for finding k-cliques in k-partite graphs [22], [23], so
does for Problem 4. Then, there is also no polynomial time
method for solving Problem 3.

V. PCM PARTITION ALGORITHMS

For practical application, in this section we propose two
algorithms to solve Problem 3 by using enumerative and greedy
search, respectively.

Enumerative algorithm: As shown in Algorithm 2, firstly we
fix S and enumerate all the feasible solutions with S according
to Theorem 2; then, we go through all the possible S to obtain
all the feasible solutions to Problem 3; finally, among them, the
one with the minimal ω(HT0) is the optimal solution.

For a given S, we have |FS | = LMS , i.e., the ω(·)
function is computed for LMS times. Computing ω(·) has
complexity O(MNZ2/L) since HT0 has NZ columns, each of
which has MZ/L elements. Thus, Algorithm 2 has complexity
O(MNZ2LMS−1) for a given S.

The above enumerative algorithm may not work for a large
scale case. Thus, we present a greedy method (similar to that
in [15]) as an alternative.

Greedy algorithm: As shown in Algorithm 3, for a given
S, the idea is to handle C0,0, . . . , CM−1,S−1 one-by-one, cor-
responding to Line 4. Then, for each Cm,s, select a locally
best LS-class Cm,s,`∗ to add into T0, corresponding to Line
11. The ω(·) function is computed for O(MSL) times. As a
result, Algorithm 3 has complexity O(M2SNZ2) for a given
S.

The ω(·) function is computed frequently in Algorithms 2
and 3. Reducing the complexity of computing ω(·) can benefit
the efficiency of both algorithms. Specifically, since ω(HT0) is
of interest, it suffices to compute the weight of certain columns

Algorithm 3 Greedy method for solving Problem 3
Input: H, L.
Output: (S∗, T ∗0 ).

1: Initialization: ω∗ =∞.
2: for each factor S of Z/L do
3: Initialization: T0 = ∅.
4: for each m ∈ [M) and s ∈ [S) do
5: Initialization: ω∗m,s =∞, l∗ = 0.
6: for each l ∈ [L) do
7: if ω(HT0∪Cm,s,l

) < ω∗m,s then
8: Let (ω∗m,s, l

∗) = (ω(HT0∪Cm,s,l
), l).

9: end if
10: end for
11: T0 = T0 ∪ Cm,s,l∗ .
12: end for
13: If ω(T0) < ω∗, let (ω∗, S∗, T ∗0 ) = (ω(HT0), S, T0).
14: end for

of HT0 instead of all its columns, as shown in the following
theorem.

Theorem 4. Assume that (S, T0) is a solution to Problem 3.
Then,

ω(HT0) = max
j∈[NZ):j mod Z<LS

ωj(HT0).

Proof. Take an arbitrary row vector x from HT0 , whose j-th
entry is 1. According to Theorem 2 that T0 consists of the LS-
classes, we then have φLS(x) is also a row vector of HT0 with
πLS(j)-th entry being 1. Analogously, there exist row vectors in
HT0 , whose π2LS(j)-th, π3LS(j)-th, . . ., πZ−LS(j)-th entries
are 1, respectively. That is, a 1-entry in j-th column of HT0
results in a 1-entry in j′-th column of HT0 respectively, for
each j′ ∈ {j}LS . Therefore, ωj(HT0) = ωj′(HT0) for each
j ∈ [NZ) and j′ ∈ {j}LS . Noting that for any j ∈ [NZ), there
exists a j′ ∈ {j}LS such that j′ mod Z < LS, we have

ω(HT0) = max
j∈[NZ)

ωj(HT0)

= max
j∈[NZ):j mod Z<LS

ωj(HT0).

The proof is completed.

By Theorem 4, the complexity of computing ω(·) can be
reduced by a factor of Z

LS . The reduction is significant since
generally L and S are small while Z is large for practical
scenarios.

The following lower bound on ω(HT0) is obvious, which
would be greatly helpful for evaluating the quality of a feasible
solution.

Theorem 5. For any solution (S, T0) to Problem 3,

ωLB,dω(H)/Le ≤ ω(HT0).

Similar to Theorem 5, we have the following upper bound
on layer distance.

Theorem 6. Given H and L, let (S, T0) be an arbitrary feasible
solution to Problem 3. Then,

dUB , bL/ω(H)c ≥ d(S, T0).



Proof. Recall that H(S,d(S,T0)) = H+φS(H)+φ2S(H)+ · · ·+
φ(d(S,T0)−1)S(H). According to Theorem 5, we have

1 = ω
(
H

(S,d(S,T0))
T0

)
≥ ω

(
H(S,d(S,T0))

)
/L

= d(S, T0)ω(H)/L, (11)

since ω(H) = ω(φiS(H)), 1 ≤ i < d(S, T0), which leads to
the claimed bound.

Further, when considering a desired layer distance and finding
a proper L, we have the following corollary.

Corollary 1. Given H, to have a partition scheme with layer
distance at least k, then L ≥ LLB where the lower bound LLB
is the smallest factor of Z and satisfies LLB ≥ k · ω(H).

Proof. By replacing d(S, T0) in (11) with k, we have

L ≥ k · ω(H).

Then, the corollary follows from the fact L | Z.

VI. PCM DESIGN FOR PARTITIONING

According to the algorithms presented in Section V, we can
get a partition scheme with a small maximum column weight
or a large layer distance. However, for some cases, finding such
solution may be too time-consuming or even there is no solution
achieving ωLB or the desired layer distance.

In this section, we design such QC-LDPC codes based on
QC-PEG algorithms [20], [21]. In particular, we first introduce
the framework of QC-PEG algorithms. Then, we derive a
condition for PCM to guarantee that the PCM has a partition
scheme attaining ωLB or the desired layer distance. Finally, we
add this condition into the CN selection strategy of a QC-PEG
algorithm to construct the desired QC-LDPC codes.

A. Framework of QC-PEG

QC-PEG algorithms are widely used to design QC-LDPC
codes by avoiding short cycles. To illustrate the QC-PEG
algorithms, we give two notations in the following.
• Denote (ci, vj)Z = {

(
cπt(i), vπt(j)

)
: t ∈ [Z)}, for

each i ∈ [MZ), j ∈ [NZ) as the cyclic edge set (CES)
which (ci, vj) belongs to. For a QC-LDPC PCM, we have
(ci, vj) ∈ E ⇐⇒ (ci, vj)Z ⊆ E .

• Denote d = (d0, d1, . . . , dNZ−1) the VN degree sequence,
where dj is the degree of the j-th VN. Clearly, dj = dj′

for j, j′ ∈ [NZ) with bj/Zc = bj′/Zc.
The framework of QC-PEG algorithms is shown in Algorithm

4, where the key point is to design an efficient strategy for
selecting CNs, corresponding to Line 4. A CN selecting strategy
consists of several criteria, which are carried out in order. For
instance, a QC-PEG algorithm was illustrated in [21], whose
CN selecting strategy is outlined in Strategy 1.

Strategy 1:
1) Select the CNs ci with (ci, vj) /∈ E .
2) Select the survivors ci such that the length of the shortest

cycle passing through ci and vj in (V, E ∪ (ci, vj)Z) is maxi-
mum. (If no such cycles exist, we define the length as infinite.)

3) Select the survivors with the minimal degree.
4) Select a survivor randomly.

Algorithm 4 Framework of QC-PEG algorithms
Input: M,N,L,Z,d.
Output: G.

1: Initialization: G = (V, ∅).
2: for j = 0, Z, ..., (N − 1)Z do
3: for each t = 0, 1, ..., dj − 1 do
4: Select a CN ci based on a certain strategy.
5: E = E ∪ (ci, vj)Z .
6: end for
7: end for
8: return G.

B. PCM Design for Achieving ωLB

In this subsection, for given M,N,Z,L and d, we employ
Algorithm 4 to construct H achieving ωLB = dω(H)/Le =
maxj∈[NZ)ddj/Le with a straightforward partition scheme
(S, T0) = (1,∪m∈[M)Cm,0,0). We consider S = 1 since it is the
simplest and further it is always sufficient for the construction.

Lemma 3. (S, T0) = (1,∪m∈[M)Cm,0,0) is an optimal solution
with ω(HT0) = ωLB iff

|{x ∈ N (vj) : x ≡ 0 mod L}| ≤ ωLB ,∀j ∈ [NZ) (12)

where the equality holds for some js.

Proof. Noting that ∪m∈[M)Cm,0,0 = {0, L, 2L, . . . ,MZ−L} =
{x ∈ [MZ) : x ≡ 0 mod L}, for each j ∈ [NZ), we have
ωj(HT0) = |N (vj)∩T0| = |N (vj)∩ (∪m∈[M)Cm,0,0)| = |{x ∈
N (vj) : x ≡ 0 mod L}|. Then, the lemma follows from the
fact that ω(HT0) = maxj∈[NZ) ωj(HT0).

Based on Lemma 3, we modify the selection strategy of the
QC-PEG algorithm [21] to obtain a PCM H with a straightfor-
ward partition scheme as follows.

Strategy 2:
1) Select the CNs ci such that (ci, vj) /∈ E and

|{x ∈ N ′(vj+z) : x ≡ 0 mod L}| ≤ ωLB ,∀z ∈ [Z), (13)

where N ′(vj+z) , N (vj+z)∪{πz(i)} denotes the index set of
CNs connected to vj+z after the CES (ci, vj)Z is added in E .

2) The same as criteria 2 to 4 in Strategy 1.
According to criterion 1, with j going through 0, Z, . . . , (N−

1)Z, the PCM constructed by Strategy 2 satisfies (12) and has
a partition scheme achieving ωLB consequently.

Compared with Strategy 1, the criterion 1 in Strategy 2 is
more restrictive on CNs. For example, assume ωLB = 1. When
we select a t-th CN connecting to vj , there are MZ − t CNs
surviving from criterion 1 in Strategy 1, since there are t CNs
already connected to vj and then are unavailable. On the other
hand, there are MZ−t(MZ/L) candidate CNs after performing
the criterion 1 in Strategy 2, since there are t CNs already
connected to vj , each of which results in MZ/L unavailable
CNs.

Fortunately, the following theorem shows that criterion 1 of
Strategy 2 does not miss any H achieving ωLB under possible
row permutation.



Theorem 7. H has a partition with ω(HT0) = ωLB iff there
exists a QC-LDPC PCM

H′ =


φj0(H0)
φj1(H1)

...
φjM−1(HM−1)

 , j0, j1, ..., jM−1 ∈ [L),

satisfying (12).

Proof. Let T0 = ∪m∈[M)Cm,0,jm and T ′0 = ∪m∈[M)Cm,0,0. The
proof is based the fact HT0 = H′T ′0

.
Sufficiency: Assume that H′ satisfies (12). According to

Lemma 3, (1, T ′0 ) is an optimal solution with ω(H′T ′0
) = ωLB .

Then, we have ω(HT0) = ω(H′T ′0
) = ωLB .

Necessity: Suppose that H has a partition (1, T0) with
ω(HT0) = ωLB . That is, (1, T ′0 ) is an optimal solution with
ω(H′T ′0

) = ω(HT0) = ωLB . According to Lemma 3, (12) is
satisfied for H′.

Moreover, we can design a PCM achieving the lower bound
for arbitrary VN degree sequence d.

Theorem 8. Given an arbitrary d, there always exists an H
constructed by Strategy 2, achieving ωLB .

Proof. For each j ∈ {0, Z, . . . , (N−1)Z} and z ∈ [Z), we have
x ∈ N (vj) iff πz(x) ∈ N (vj+z) since H is a QC-LDPC PCM.
Therefore, we have |{x ∈ N (vj+z) : x ≡ 0 mod L}|=|{x ∈
N (vj) : x ≡ −z mod L}|. Accordingly, to make sure that (13)
is satisfied, we just need

|{x ∈ N (vj) : x ≡ −z mod L}| ≤ wLB ,∀z ∈ [Z). (14)

On the other hand, it is easy to verify that N (vj) = ∪l∈[L){l+
0, l+Z, l+2Z, . . . , l+(ωLB−1)Z} satisfies (14) with L ·ωLB
elements. According to Theorem 5, L · ωLB ≥ ω(H) ≥ dj , for
each j ∈ [NZ). Therefore, there always exist candidate CNs
after performing criterion 1 in Strategy 2.

C. PCM Design for Achieving Desired Layer Distance

In this subsection, we construct a PCM with desired layer
distance k. We focus on k > 0, i.e. ω(HT0) = 1.

Lemma 4. (S, T0) = (1,∪m∈[M)Cm,0,0) is a feasible solution
with layer distance at least k > 0 iff for any j ∈ [NZ),{

N (vj) ∩N (vπt(j)) = ∅,∀t ∈ [1, k),
|{x ∈ ∪t∈[k)N (vπt(j)) : x ≡ 0 mod L}| ≤ 1.

(15)

Proof. Sufficiency: Assume that (15) is satisfied. Recall
that H(1,k) = H + φ1(H) + φ2(H) + · · · + φk−1(H).
Since N (vj) ∩ N (vπt(j)) = ∅,∀t ∈ [1, k), H(1,k)

is binary. For each j ∈ [NZ), we then have
ωj(H

(1,k)
T0 ) = |x ∈ ∪t∈[k)N (vπt(j)) : x ≡ 0 mod L| ≤ 1,

implying ω(H
(1,k)
T0 ) = 1. Thus, d(1, T0) ≥ k by Theorem 1.

Necessity: Assume that (S, T0) = (1,∪m∈[M)Cm,0,0) is a
feasible solution with layer distance at least k. According to
Theorem 1, we have H(1,k) is binary and ω(H

(1,k)
T0 ) = 1.

Therefore, we have N (vj) ∩ N (vπt(j)) = ∅,∀t ∈ [1, k) and
for each j ∈ [NZ), |x ∈ ∪t∈[k)N (vπt(j)) : x ≡ 0 mod L| =

ωj(H
(1,k)
T0 ) ≤ 1.

By means of Lemma 4, we can obtain a PCM with desired
layer distance k by the following Strategy:

Strategy 3:
1) Select the CNs ci such that (ci, vj) /∈ E and{
N ′(vj+z) ∩N ′(vπt(j+z)) = ∅,∀t ∈ [1, k),
|{x ∈ ∪t∈[k)N ′(vπt(j+z)) : x ≡ 0 mod L}| ≤ 1,

(16)

for each z ∈ [Z), where N ′(vj+z) , N (vj+z) ∪ {πz(i)} and
N ′(vπt(j+z)) , N (vπt(j+z))∪{πz+t(i)} denote the index sets
of CNs connected to vj+z and vπt(j+z) after the CES (ci, vj)Z
is added in E , respectively.

2) The same as criteria 2 to 4 in Strategy 1.
Analogous to Theorems 7 and 8, we have the following

results.

Theorem 9. H has a partition with layer distance at least k
iff there exists a QC-LDPC PCM

H′ =


φj0(H0)
φj1(H1)

...
φjM−1(HM−1)

 , j0, j1, ..., jM−1 ∈ [L), (17)

satisfying (15).

Theorem 10. Given an arbitrary VN degree sequence d and any
desired layer distance k ≤ dUB , there exists an H constructed
by Strategy 3, achieving layer distance k.

In practice, for given L and d, noting that ω(H) =
maxj∈[NZ) dj , the upper bound of layer distance dUB can
be computed according to Theorem 6. Then, based on the
value dUB , we choose different strategies to construct a PCM
for given M,N and Z. More specifically, if dUB < 1, we
have ωLB > 1 and there does not exist PCM avoiding data
dependency within a layer. In this case, we target to construct
a PCM by Strategy 2 to achieve ωLB . For the case dUB ≥ 1,
we can construct a PCM by Strategy 3, which aims to achieve
ωLB = 1 and layer distance 1 ≤ k ≤ dUB . We remark that
a larger desired layer distance k leads to shorter computation
delay but fewer options in code construction which may affect
error-correction performance. Thus, we should set k according
to the requirement of practice.

VII. SIMULATION RESULTS

TABLE II
PARAMETERS FOR THE 5G LDPC CODES

PCMs M N Z ω(H)

1 5 27 384 5
2 46 68 384 30
3 7 17 112 6
4 17 27 112 13
5 42 52 112 23

In this section, we evaluate the validity of our proposed
PCM partition methods for the 5G LDPC codes [2]. The key
parameters of the PCMs of these codes are listed in Table II.



TABLE III
PCM PARTITION RESULTS FOR THE 5G LDPC CODES

PCMs L ωLB
ω(HT ∗0 ), S∗

Algorithm 2 Algorithm 3

1

2 3 3, 1 3, 1
3 2 − 3, 1
4 2 2, 1 2, 1
6 1 − 2, 1
8 1 − 2, 1
12 1 1, 4 2, 1
16 1 1, 1 1, 1
24 1 1, 1 1, 1
32 1 1, 1 1, 1
48 1 1, 1 1, 1
64 1 1, 1 1, 1
96 1 1, 1 1, 1

128 1 1, 1 1, 1
192 1 1, 1 1, 1
384 1 1, 1 1, 1

2

2 15 15, 1 15, 1
3 10 10, 1 10, 1
4 8 8, 1 8, 1
6 5 5, 1 5, 1
8 4 4, 1 4, 1
12 3 3, 1 3, 1
16 2 2, 1 2, 1
24 2 2, 1 2, 1
32 1 1, 1 1, 1
48 1 1, 1 1, 1
64 1 1, 1 1, 1
96 1 1, 1 1, 1

128 1 1, 1 1, 1
192 1 1, 1 1, 1
384 1 1, 1 1, 1

3

2 3 3, 1 3, 1
4 2 2, 1 2, 1
7 1 1, 4 2, 1
8 1 1, 1 2, 1
14 1 1, 1 1, 1
16 1 1, 1 1, 1
28 1 1, 1 1, 1
56 1 1, 1 1, 1

112 1 1, 1 1, 1

4

2 7 7, 1 7, 1
4 4 4, 1 4, 1
7 2 2, 1 2, 1
8 2 2, 1 2, 1
14 1 1, 1 2, 1
16 1 1, 1 2, 1
28 1 1, 1 1, 1
56 1 1, 1 1, 1

112 1 1, 1 1, 1

5

2 12 12, 1 12, 1
4 6 6, 1 6, 1
7 4 4, 1 4, 1
8 3 3, 1 3, 1
14 2 2, 1 2, 1
16 2 2, 1 2, 1
28 1 1, 1 1, 1
56 1 1, 1 1, 1

112 1 1, 1 1, 1

TABLE IV
PCM PARTITION RESULTS WITH DESIRED LAYER DISTANCE FOR THE 5G

LDPC CODES

PCMs k LLB
L∗, S∗

Algorithm 2 Algorithm 3

1
2 12 24, 1 36, 1
3 16 32, 1 48, 1

4 24 64, 1 64, 3

2
2 64 96, 1 96, 1
3 96 96, 1 128, 1
4 128 192, 1 192, 1

3
2 14 28, 1 28, 1
3 28 28, 2 56, 1
4 28 56, 1 56, 1

4
2 28 28, 1 56, 1
3 56 56, 1 56, 1
4 56 112, 1 112, 1

5
2 56 56, 1 112, 1
3 112 112, 1 112, 1
4 112 − −

We apply both (enumerative) Algorithm 2 and (greedy)
Algorithm 3 to obtain the optimal or locally optimal solution
(S∗, T ∗0 ) to Problem 3, which may be early terminated once a
solution (S, T0) with ω(HT0) = ωLB is found or the running
time exceeds a preset threshold. Here, we go through all the
possible S, i.e. all the factors of Z. The partition results are
presented in Table III.

In Table III, we use the bold face to highlight the ω(HT ∗0 )
which is greater than ωLB . We use ‘−’ to indicate the case
where Algorithm 2 cannot achieve the lower bound ωLB within
a preset running time limit.

We can see that both algorithms can generally achieve ωLB
or differ by one. There exist cases (e.g., L = 12 for PCM 1)
where ωLB is achievable only for S∗ > 1. This situation has
never been considered in the literature. Moreover, there exist
cases (e.g., L = 8 for PCM 3) where Algorithm 3 cannot
achieve ωLB while Algorithm 2 can, as they work in a greedy
and enumerative fashion, respectively. However, there also exist
cases (e.g., L = 6 for PCM 1) where Algorithm 2 may exceed
the preset time limit due to large search space.

Table IV shows the partition results with desired layer dis-
tance for the 5G LDPC codes. We use k to represent the desired
layer distance and L∗ to represent the minimum number of
layers that may have a scheme with desired layer distance. We
use ‘−’ to indicate the case where the algorithm cannot find
a feasible solution with desired k within a preset running time
limit. Accordingly, we also list LLB , which is the lower bound
of L∗ given in Corollary 1.

We can see that in most cases, both algorithms can find a
partition scheme with desired layer distance, where the mini-
mum number of layers L∗ is slightly greater than or equal to
LLB . Since they work in an enumerative and greedy fashion,
respectively, there exist cases (e.g., k = 2 for PCM 1) where
Algorithm 2 can find a desired solution under a lower L∗ than
that in Algorithm 3. In addition, there exists a case (k = 4 for
PCM 5) where both algorithms cannot find a partition scheme
with desired layer distance.

As can be seen from Tables III and IV, there exist cases
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Fig. 2. Frame error rate (FER) performance of different QC-LDPC codes.
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Fig. 3. Average number of decoding iterations of different QC-LDPC codes.

that ωLB or the desired layer distance is not achieved for PCM
1, denoted as H0. We use the modified QC-PEG algorithm to
construct two QC-LDPC codes to achieve ωLB and the desired
layer distance respectively. More specifically, at L = 6, ωLB
is not archived, and then we construct a PCM to achieve ωLB
based on Strategy 2, whose base matrix is denoted as H2; at
L = LLB = 12, the desired layer distance k = 2 is not archived,
and then we construct a PCM to achieve k based on Strategy
3, whose base matrix is denoted as H3. As a comparison, we
construct a PCM based on Strategy 1, whose base matrix is
denoted as H1. The base matrices of H0, H1, H2, and H3

are presented in (18)-(21), respectively. In contrast to H0 used
in the 5G standard, we remark that both H2 and H3 have a
partition scheme with either lower maximum column weight or
larger layer distance and keep the same dimension, lifting size
and VN degree sequence d.

We also investigate the performance of various LDPC codes
via Monte-Carlo simulation. We consider binary phase-shift
keying (BPSK) transmission over the additive white Gaussian
noise (AWGN) channels and the layered SPA [7] is adopted at
the receiver. The maximum number of decoding iterations is set
to 10. At least 100 frame errors are collected for each simulated
signal-to-noise ratio point.

Fig. 2 and Fig. 3 show the frame error rate (FER) and
the average number of decoding iterations of different QC-
LDPC codes, respectively. It can be seen that H1, H2 and
H3 all outperform H0 in terms of error correction capability
and convergence speed. Compared to H1, both H2 and H3

have slight performance degradation. This is reasonable since
Strategies 2 and 3 are stricter than Strategy 1, which may
eliminate some codes with good error-correction performance.

VIII. CONCLUSION

In this paper, we first formulated the PCM partitioning as
an optimization problem for reducing the hardware complexity,
which aims to minimize the maximum column weight of each
layer while maintaining a block cyclic shift property among
different layers. In particular, we derived all the feasible solu-
tions and proposed a tight lower bound ωLB for the minimum
possible maximum column weight to evaluate the quality of
a solution. Second, we reduced the computation delay of the
layered decoding by considering the data dependency issue
between consecutive layers. More specifically, we illustrated
how to obtain the optimal solutions with desired layer distance
from those achieving the minimum value of the lower bound
ωLB = 1. Third, we demonstrated that up-to-now, there exist
no algorithms to find an optimal solution with polynomial
time complexity and alternatively proposed both greedy and
enumerative partition algorithms. Fourth, we modified the QC-
PEG algorithm to directly construct PCMs that have a straight-
forward partition scheme to achieve ωLB = 1 or the desired
layer distance. Finally, we evaluated the performance of the
proposed enumerative and greedy algorithms for partitioning the
PCMs of the 5G LDPC codes. For the cases where ωLB or the
desired layer distance is not achievable, we used the modified
QC-PEG algorithm to construct two QC-LDPC codes with the
same code parameters as that of a 5G LDPC code to achieve
ωLB and desired layer distance, respectively. Simulation results
shows that the constructed codes have better error correction
performance and achieve less average number of iterations than
the underlying 5G LDPC code.
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