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Folded Polynomial Codes for Coded

Distributed AA⊤-Type Matrix Multiplication

Jingke Xu, Yaqian Zhang, Libo Wang

Abstract

In this paper, due to the important value in practical applications, we consider the coded distributed

matrix multiplication problem of computing AA⊤ in a distributed computing system with N worker

nodes and a master node, where the input matrices A and A⊤ are partitioned into m-by-p and p-by-m

blocks of equal-size sub-matrices respectively. For effective straggler mitigation, we propose a novel

computation strategy, named folded polynomial code, which is obtained by modifying the entangled

polynomial codes. Moreover, we characterize a lower bound on the optimal recovery threshold among

all linear computation strategies when the underlying field is the real number field, and our folded

polynomial codes can achieve this bound in the case of m = 1. Compared with all known computation

strategies for coded distributed matrix multiplication, our folded polynomial codes outperform them in

terms of recovery threshold, download cost, and decoding complexity.

Index Terms

Coded Distributed Computing, Matrix Multiplication, Recovery Threshold, Folded Polynomials.

I. INTRODUCTION

As the era of big data advances, coded distributed computing has emerged as an important

approach to speed up large-scale data analysis tasks, such as machine learning, principal com-
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ponent analysis and graph processing. However, this may engender additional communication

overhead, or lead to a computational bottleneck that arises due to the unpredictable latency in

waiting for the slowest servers to finish their computations, referred to as straggler effect [7],

[30]. It has been demonstrated in [26], [30] that stragglers may run 5 to 8 times slower than

the typical worker on Amazon EC2 and thus cause significant delay in calculation. To mitigate

straggler, researchers inject redundancy by using error-correcting codes and design many coded

computation strategies [10], [28], [19], [20]. The issue of straggling has become a hot topic in

area of coded distribute computation [2], [3], [11], [21], [26].

As a fundamental building block of many computing applications, large scale distributed matrix

multiplication has been used to process massive data in distributed computing frameworks,

such as MapReduce [8] and Apache Spark [35]. The problem of coded distributed matrix

multiplication (CDMM) can be formulated as a user wants to compute the product C = AB

of two large data matrices A and B through a distributed computing system that consists of a

master node and N worker servers. The master node evenly divides A and B into block matrices

and encodes them. Then, the master node assigns the encoded sub-matrices to the corresponding

worker servers, who compute the product of encoded sub-matrices and return them to the master.

After receiving the results from the worker servers, the master node can easily obtain the product

C. To characterize the robustness against stragglers effects of a computation strategy, the recovery

threshold [33] is defined as the minimum number of successful (non-delayed, non-faulty) worker

servers that the master node needs to wait for completing the task.

Recently, straggler mitigation in CDMM has been deeply studied in the literature. The problem

of CDMM was considered in [19], [20] by using maximum distance separable codes to encode

the input matrices. In [33], Yu et al. designed a novel coded matrix-multiplication computation

strategy, Polynomial codes, that outperformed classical works [14], [16] in algorithm-based fault

tolerance (ABFT) with respect to the recovery threshold. Polynomial codes have the recovery

threshold mn, where the input matrix A is vertically divided into m row block sub-matrices and

B is horizontally divided into n column block sub-matrices. While Dutta et al. in [12] constructed

MatDot codes which reduced the recovery threshold to 2p− 1 for p column-wise partitioning of

matrix A and p row-wise partitioning of B at the cost of increasing the computational complexity

and download cost from each work server [23]. Entangled polynomial (EP) codes [34] and
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generalized PolyDot codes [9] were independently constructed to build the general tradeoff

between recovery threshold and download cost by arbitrarily partitioning the two data matrices

into m-by-p and p-by-n blocks of equal-size sub-matrices respectively, which bridged the gap

between Polynomial codes [33] and MatDot codes [12]. Moreover, Yu et al. in [34] also discussed

the lower bound of the recovery threshold for linear coded strategies, and determined an entangled

polynomial code achieving the optimal recovery threshold among all linear coded strategies in

the cases of p = 1 or m = n = 1. Furthermore, ε-approximate MatDot codes in [17] were

designed to compute C = AB by allowing ε-error under the same partition of input matrices as

in MatDot codes, which improved the recovery threshold from 2p− 1 to p. In addition to single

computing task, there is also coded distributed batch matrix multiplication (CDBMM) [18], [31],

[32], [36], [27].

As a special class of matrix multiplication, AA⊤-type matrix multiplication is an important

component in many scientific computations, such as image processing based on singular value

decomposition [24], and recommender systems based on the coded alternating least squares

algorithm [29]. Actually, the coded alternating least squares algorithm [29] repeatedly invoked

AA⊤-type matrix multiplications, which were performed by using MatDot codes. However, to

the best of our knowledge, the problem of coded distributed AA⊤-type matrix multiplication has

not been concerned and studied in depth so far. Therefore, no matter from practical applications

or theoretical research, it is worthwhile to design efficient computation strategies with lower

recovery threshold for such kind of matrix multiplication. Actually, many large-scale scientific

calculations are performed in the real number field, which implies that it is particularly important

to characterize the optimal recovery threshold in this case. Thus, as a preliminary exploration

in this area, we will investigate the optimal recovery threshold for all possible linear coded

strategies over the real number field.

In this paper, we focus on the coded distributed matrix multiplication problem of computing

AA⊤ through a distributed computing system that consists of N worker servers, where the

input matrices A and A⊤ over F are partitioned into m-by-p and p-by-m blocks of equal-size

sub-matrices respectively1. The main contributions of this paper are two folds:

1The aim of such partition is to utilize the symmetry of the matrix C = AA⊤ in this paper.
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1) For arbitrary matrix partitioning with parameters m, p, a novel and efficient linear compu-

tation strategy, named folded polynomial code, is presented by modifying the EP codes. The

folded polynomial code achieves a recovery threshold RFP =
(
m+1
2

)
+ (p−1)(2m2−m+1)+χ(m)χ(p)

2
,

where χ(x) = 1+(−1)x

2
for x ∈ N. In particular, our folded polynomial code can be explicitly

built for m = 1 as long as |F| > 2N , and in this case its recovery threshold is p.

2) For all linear computation strategies of computing AA⊤-type matrix multiplication over

the real number field R, there is a lower bound on the recovery threshold R, i.e., R ≥

min{N, pm}. Particularly, our folded polynomial code achieves the lower bound for m = 1,

namely, our lower bound is tight in this case.

The rest of this paper is organized as follows. Section II introduces the system model and

some preliminaries. The main results are presented in Section III. In Section IV, the folded

polynomial codes are constructed for general matrix partitioning. Comparisons between folded

polynomial codes and previous schemes, and some numerical experiments are given in Section

V. Finally, this paper is concluded in Section VI.

II. PROBLEM STATEMENT AND PRELIMINARIES

A. Notations and Problem Formulation

Let F be a field and charF be the characteristic of F. Denote the set of all polynomials with n

variables over F by F[x1, x2, · · · , xn]. For n1 < n2 ∈ N, denote [n1 : n2] = {n1, n1+1, · · · , n2}.

The cardinality of a set S is denoted by |S|. We usually use capital letters to denote matrices

(e.g., A,B) and bold lowercase letters to represent vectors (e.g., a, b), and A⊤, a⊤ denote the

transpose of matrix A and vector a, respectively. The ith element of a vector a is denoted by

ai and [A]i,j represents the (i, j)th entry of a matrix A. For X = {βi ∈ F : i ∈ [1 : n]} and

G = {gi(x) ∈ F[x] : i ∈ [1 : k]}, define a matrix M(G,X ) = (gi(βj))i∈[1:k],j∈[1:n] ∈ Fk×n whose

(i, j)-entry is gi(βj). Define Span(G) = {
∑k

i=1 aigi(x) : ai ∈ F, i ∈ [1 : k]}, which is a linear

space over F.

We consider the matrix product C = AA⊤, which is computed in a distributed computing

system consisting of a master node and N worker nodes. We assume that each worker node

only connects to the master node and all the connected links are error-free and secure.

Formally, the master node first encodes its matrices for the ith worker node as Ãi and B̃i

according to the functions f = (f1, f2, ..., fN) and g = (g1, g2, ..., gN), where Ãi = fi(A) and
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B̃i = gi(A
⊤) for 1 ≤ i ≤ N . After receiving the encoded matrices Ãi, B̃i, the ith worker node

computes C̃i = ÃiB̃i and returns it to the master. Some workers may fail to respond or respond

after the master recovers the product, we call such workers as stragglers. For effective straggler

mitigation, the master only receives the answers from some subset of workers to recover the

product AA⊤ by using a class of decoding functions d = {dR : R ⊆ [N ]}, i.e., AA⊤ = dR({C̃i :

i ∈ R}) for some R.

The recovery threshold of a computation strategy (f, g, d), denoted by R(f, g, d), is defined

as the minimum integer k such that the master node can recover the product AA⊤ through any

k workers’ answers for all possible data matrix A. Note that the recovery threshold represents

the least number of answers that the master needs to collect for recovering the product AA⊤,

so the recovery threshold is an important metric to measure the performance of a computation

strategy and it is desired to be as small as possible.

In this paper, we aim to design a computation strategy with the minimum possible recovery

threshold for the above mentioned computing problem. Since linear codes have low complexity

in the encoding and decoding process with respect to the size of the input matrices among all

possible computation strategies, we are interested in linear codes in the following.

Definition 1. For the distributed matrix multiplication problem of computing AA⊤ using N

workers, we say that a computation strategy is a linear code with parameters m, p, if there is

a partitioning of the input matrices A ∈ Fµ×ν and A⊤ ∈ Fν×µ, where each matrix is evenly

divided into the following sub-matrices of equal sizes

A =


A0,0 A0,1 · · · A0,p−1

A1,0 A1,1 · · · A1,p−1

...
...

. . .
...

Am−1,0 Am−1,1 · · · Am−1,p−1

 , A⊤ =


A⊤

0,0 A⊤
1,0 · · · A⊤

m−1,0

A⊤
0,1 A⊤

1,1 · · · A⊤
m−1,1

...
...

. . .
...

A⊤
0,p−1 A⊤

1,p−1 · · · A⊤
m−1,p−1

 , (1)

such that the encoding functions fi, gi, 1 ≤ i ≤ N , have the following form:

fi(A) =
m−1∑
s=0

p−1∑
k=0

ai,s,kAs,k, gi(A
⊤) =

m−1∑
s=0

p−1∑
k=0

bi,s,kA
⊤
s,k,

for some tensors a, b ∈ FN×m×p, and the decoding function for each recovery subset R can be
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written as the following form:

Cj,k =

p−1∑
l=0

Aj,lA
⊤
k,l =

∑
i∈R

C̃ici,j,k

for some tensor c ∈ F|R|×m×m, where Aj,l, Ak,l ∈ F
µ
m
× ν

p , 0 ≤ j, k ≤ m− 1 and 0 ≤ l ≤ p− 1.

Definition 2. For the distributed matrix multiplication problem of computing AA⊤ using N

worker nodes with matrix partitioning parameters m, p, the optimal linear recovery threshold,

denoted by R∗
linear, is defined as the minimum achievable recovery threshold among all linear

codes. That is, R∗
linear ≜ min(f ,g,d)∈L R(f , g,d), where L is the set of all linear codes for general

matrix partitioning with parameters m and p.

The goal of this paper is to design computation strategies with a low recovery threshold and

to characterize the linear optimal recovery threshold R∗
linear.

B. Folded Polynomials

In this subsection, we introduce the definition of folded polynomials and give a method to re-

construct such polynomials by using Alon’s combinatorial nullstellensatz theorem [1]. It’s worth

noting that the definition of folded polynomials presented here are due to the special structure

of AA⊤-type matrix multiplication. Actually, the decoding of our code relies on reconstructing

such folded polynomials, and this is why our code is called folded polynomial code.

Definition 3. For a given polynomial f(x) ∈ F[x] with degree n, and a given set G = {gi(x) :

1 ≤ i ≤ k} ⊆ F[x] of k linearly independent polynomials of degree ≤ n, we say f(x) is

a k-terms folded polynomial with respect to G, if there exist ai ∈ F, i ∈ [1 : k] such that

f(x) =
∑k

i=1 aigi(x). Moreover, we call gi(x) ∈ G a term of f(x) and k is called the number

of terms of f(x) with respect to G.

Next we recall the Alon’s combinatorial nullstellensatz theorem [1].

Theorem 4. (Combinatorial Nullstellensatz [1]) Let F be a field and let f(x1, x2, ..., xn) ∈

F[x1, x2, ..., xn] be a polynomial with deg(f) =
∑n

i=1 ti, and the coefficient of
∏n

i=1 x
ti
i in

f is non-zero, where ti ≥ 0. Let Si ⊆ F, for i ∈ [1 : n], be subsets with |Si| > ti and

S := S1×S2×· · ·×Sn ∈ Fn. Then, there exists (r1, r2, ..., rn) ∈ S such that f(r1, r2, ..., rn) ̸= 0.
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Based on the above combinatorial nullstellensatz theorem, we can build the following lemma,

which gives a method to reconstruct folded polynomials.

Lemma 5. For j = 1, 2, let Gj = {gi,j(x), i ∈ [1 : kj]} be a set of kj linearly independent

polynomials with degree ≤ n. Suppose fj(x) =
∑kj

i=1 ai,jgi,j(x) with degree n is a kj-terms

folded polynomial with respect to Gj , j ∈ [1 : 2]. Let N > k1 > k2. If |F| >
∑2

j=1

(
N−1
kj−1

)
n, then

there exist N points {αi : i ∈ [1 : N ]} in F such that fj(x) can be reconstructed by using any kj

evaluations {fj(αis) : s ∈ [1 : kj]}. That is, for j = 1, 2, the coefficients ai,j’s can be uniquely

determined by {fj(αis) : s ∈ [1 : kj]}.

Proof: The proof is given in Appendix A.

Remark 1. The decoding process of folded polynomial codes relies on reconstructing several

folded polynomials, which is heavily dependent on the selection of evaluation points in field F

(see Section IV). Here Lemma 5 provides a criterion for choices of evaluation points.

III. MAIN RESULTS

In this section, we present the main results of our paper in the following theorems.

Theorem 6. For the distributed matrix multiplication problem of computing AA⊤ using N worker

nodes for general matrix partitioning with parameters m and p, there exists a linear computation

strategy, referred to as folded polynomial codes(FPC), achieving the recovery threshold

RFP =

(
m+ 1

2

)
+

(p− 1)(2m2 −m+ 1) + χ(m)χ(p)

2

if |F| >
((

N−1
RFP−1

)
+
(

N−1
RFP−1−m

))
(m2p + p − 2), charF ̸= 2, or |F| >

(
N−1

RFP−1

)
(m2p + p −

2), charF = 2, where χ(x) = 1+(−1)x

2
for x ∈ N. In particular, for m = 1 such folded polynomial

codes can be explicitly constructed as long as |F| > 2N .

Remark 2. The proof of Theorem 6 will be given in Section IV after introducing FP codes.

The key to reducing the recovery threshold is that folded polynomials can be reconstructed by

using less successful worker servers when computing AA⊤. It is noted that FP codes degenerate

into EP codes when they perform the task of AB matrix multiplication.
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Next we show the second result, which characterizes a lower bound of the recovery threshold

for general matrix partitioning with parameters m and p. In particular, folded polynomial code

is optimal for the case m = 1 in all linear codes over R.

Theorem 7. For the distributed matrix multiplication problem of computing AA⊤ over R using

N worker nodes with general matrix partitioning parameters m and p, we have

R∗
linear ≥ min{N,mp}. (2)

Moreover, if m = 1, then R∗
linear = RFP = p.

Proof: Note that when m = 1, R∗
linear = RFP = p can be directly obtained by Theorem 6

and (2), so it is sufficient to prove (2), that is, if R∗
linear < N , then R∗

linear ≥ mp.

Suppose L∗ is a linear computation strategy with the recovery threshold R∗
linear over R. By

Definition 1, there exist tensors a, b ∈ RN×m×p and the decoding functions d ≜ {dK : K ⊆ [1 :

N ], |K| = R∗
linear} such that

dK

({
(
∑
s′,k′

ai,s′,k′As′,k′)(
∑
s,k

bi,s,kA
⊤
s,k)
}
i∈K

)
= AA⊤ (3)

for any input matrix A ∈ Rµ×ν and any subset K of R∗
linear worker nodes.

For simplicity, we first introduce a vectorization operator Vec, which maps a matrix M ∈ Rm×n

to a row vector in Rmn whose entries are successively drawn from the matrix row by row. Then

choose Ai,k = λi,kAc for all Λ = (λi,k) ∈ Rm×p in (3), where Ac ∈ R
µ
m
× ν

p is some nonzero

matrix. For i ∈ [1 : N ], let ai = Vec((ai,j,k)j∈[1:m],k∈[1:p]), bi = Vec((bi,j,k)j∈[1:m],k∈[1:p]) and

λ = Vec(Λ). Using these notations, we rewrite (3) as dK
(
{(ai ·λ⊤)(bi ·λ⊤)AcA

⊤
c }i∈K

)
= AA⊤.

Now we prove that the rank of {ai : i ∈ K} is mp. Otherwise, there exists a non-zero matrix

Λ0 ∈ Rp×m such that for all i ∈ K, ai · Vec(Λ0)
⊤ = 0. Thus, for all λ ∈ R and A = Λ0 ⊗ Ac,

AA⊤ = dK
(
{(ai · Vec(Λ0)

⊤)(bi · Vec(Λ0)
⊤)AcA

⊤
c }i∈K

)
(a)
= dK

(
{(ai · λVec(Λ0)

⊤)(bi · λVec(Λ0)
⊤)AcA

⊤
c }i∈K

)
= λ2AA⊤,

where (a) follows from ai · Vec(Λ0)
⊤ = λai · Vec(Λ0)

⊤ = 0. Note that A = Λ0 ⊗ Ac ̸= 0, that

is, rank(A) > 0. Moreover, rank(AA⊤) = rank(A) over R, then AA⊤ ̸= 0, which implies that

λ2 = 1, a contradiction. Thus, R∗
linear = |K| ≥ mp.
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IV. FOLDED POLYNOMIAL CODES

In this section, we prove Theorem 6 by giving the folded polynomial codes. We start with

two illustrating examples, and then present the folded polynomial codes with general parameters

m, p and use Lemma 5 to ensure the decodability of such codes. At last, the complexity analysis

of folded polynomial codes is given.

A. Illustrating Examples

Example 1. FP codes for m = 1, p = 2 with RFP = 2.

Formally, we give precise encoding and decoding processes about how this FP code works. Let

|F| ≥ 2N and α1, α2, ..., αN are N distinct elements in F with αiαj ̸= 1 for 1 ≤ i, j ≤ N . The

data matrices are divided into A =
(
A0 A1

)
, A⊤ =

A⊤
0

A⊤
1

 , and then C = AA⊤ =
∑1

i=0AiA
⊤
i .

• Encoding: Define the encoding functions fA(x) = A0 + A1x and gA(x) = A⊤
0 x + A⊤

1 .

The master node computes fA(αi), gA(αi) and sends them to the ith worker node for all

i ∈ [1 : N ].

• Worker node: After receiving the matrices fA(αi), gA(αi), the ith worker node computes

the matrix product C̃i = fA(αi)gA(αi) and returns it to the master node.

• Decoding: Now we show the master node can decode and get the desired product AA⊤

when receiving answers from any 2 worker nodes. We explain this as follows.

We observe that for each α ∈ {α1, α2, · · · , αN}, fA(α)gA(α) = B1 +AA⊤α+B⊤
1 α

2, where

B1 = A0A
⊤
1 . Consider the (i, j)-entry and (j, i)-entry of fA(α)gA(α), then we have

[fA(α)gA(α)]i,j = [B1]i,j + [AA⊤]i,jα + [B1]j,iα
2,

[fA(α)gA(α)]j,i = [B1]j,i + [AA⊤]i,jα + [B1]i,jα
2.

(4)

According to (4), it has [fA(α)gA(α)]i,i = [B1]i,i(1+α2)+[AA⊤]i,iα. For any 2-subset {αs1 , αs2},

det

αs1 1 + α2
s1

αs2 1 + α2
s2

 = (αs2 − αs1)(αs2αs1 − 1) ̸= 0, (5)

which implies that the master node can use any 2 answers {C̃s1 , C̃s2} to obtain the diagonal

elements [AA⊤]i,i. As to the off-diagonal elements {[AA⊤]i,j : i ̸= j}, according to (4), the

master node knows [fA(α1)gA(α1)]i,j − [fA(α1)gA(α1)]j,i = ([B1]i,j − [B1]j,i)(1− α2
1), and then

[B1]i,j − [B1]j,i can be recovered by α2
1 ̸= 1. Define [h(x)]i,j = −([B1]i,j − [B1]j,i)x

2, the master
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node can compute the evaluations of [fA(x)gA(x) − h(x)]i,j = [B1]i,j(1 + x2) + [AA⊤]i,jx at

points αs1 , αs2 . By (5), one can directly recover the off-diagonal elements {[AA⊤]i,j : i ̸= j}.

Hence RFP = 2 for the case m = 1, p = 2.

Remark 3. Note that the recovery threshold of MatDot codes with the same matrix partitioning

in example 1 is 3, which is larger than that of our FPC. This implies that there exists a more

efficient computation strategy in the case m = 1, p = 2.

Remark 4. In fact, when charF ̸= 2, according to (5), one can easily recover [AA⊤]i,j for i ̸= j

by using two evaluations of the folded polynomial

[fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i = ([B1]i,j + [B1]j,i)(1 + x2) + 2[AA⊤]i,jx

with respect to {1 + x2, x}.

In the following, we present another example for m = 2.

Example 2. FP codes for m = 2, p = 2, charF = 2 with RFP = 7.

In this case, suppose |F| > 8
(
N−1
6

)
. Let α1, α2, · · · , αN be N distinct undetermined evaluation

points in F, which are specified later. The data matrices are evenly divided as follows:

A =

A0,0 A0,1

A1,0 A1,1

 , A⊤ =

A⊤
0,0 A⊤

1,0

A⊤
0,1 A⊤

1,1

 .

Then C = AA⊤ = (Ci,j)i,j=0,1. The master node needs to compute Ci,j =
∑2

k=0Ai,kA
⊤
j,k for all

i, j ∈ [0 : 1]. Note C1,0 = C⊤
0,1 by the symmetry of C.

• Encoding: Let fA(x) =
∑1

i=0

∑1
j=0Ai,jx

2i+j and gA(x) =
∑1

i=0

∑1
j=0 A

⊤
i,jx

4i+1−j . Then

the master node sends fA(αi) and gA(αi) to the ith worker node.

• Worker node: The ith worker node computes C̃i = fA(αi)gA(αi) and returns the result to

the master node.

• Decoding: Now we show that the master node can recover the desired matrix AA⊤ by

using answers from any 7 worker nodes. We explain this as follows.

At first, by a precise computation, one can get

fA(x)gA(x) = C0,0x+ C1,1x
7 + (A1,1A

⊤
0,0 + A0,0A

⊤
1,1)x

4 + C1,0x
3 + C⊤

1,0x
5 +

A0,0A
⊤
0,1 + A0,1A

⊤
0,0x

2 + A1,0A
⊤
0,1x

2 + A0,1A
⊤
1,0x

6 + A1,0A
⊤
1,1x

6 + A1,1A
⊤
1,0x

8.
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Then consider the (i, j)-entry of fA(x)gA(x), it has

[fA(x)gA(x)]i,j = [C0,0]i,jx+ [C1,1]i,jx
7 + ([A1,1A

⊤
0,0 + A0,0A

⊤
1,1]i,j)x

4 + (6)

[C1,0]i,jx
3 + [C1,0]j,ix

5 + [A0,0A
⊤
0,1]i,j + [A0,0A

⊤
0,1]j,ix

2 +

[A1,0A
⊤
0,1]i,jx

2 + [A1,0A
⊤
0,1]j,ix

6 + [A1,0A
⊤
1,1]i,jx

6 + [A1,0A
⊤
1,1]j,ix

8.

Moreover, the ith diagonal entry of fA(x)gA(x) is

[fA(x)gA(x)]i,i = [C0,0]i,ix+ [C1,1]i,ix
7 + [C1,0]i,i(x

3 + x5) + (7)

[A0,0A
⊤
0,1]i,i(1 + x2) + [A1,0A

⊤
0,1]i,i(x

2 + x6) + [A1,0A
⊤
1,1]i,i(x

6 + x8),

where the term of x4 is eliminated because A0,0A
⊤
1,1 = (A1,1A

⊤
0,0)

⊤ and [A1,1A
⊤
0,0+A0,0A

⊤
1,1]i,i = 0

since charF = 2. Since C0,0, C1,1, A1,1A
⊤
0,0+A0,0A

⊤
1,1 are symmetric, then sum up the (i, j)-entry

and (j, i)-entry of fA(x)gA(x), it has

[fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i = ([C1,0]i,j + [C1,0]j,i)(x
3 + x5)

+([A0,0A
⊤
0,1]i,j + [A0,0A

⊤
0,1]j,i)(1 + x2)

+([A1,0A
⊤
0,1]i,j + [A1,0A

⊤
0,1]j,i)(x

2 + x6)

+([A1,0A
⊤
1,1]i,j + [A1,0A

⊤
1,1]j,i)(x

6 + x8).

Define Ω = {x, x7, x3 + x5, 1 + x2, x2 + x6, x6 + x8}. It is easy to verify that all polynomials

of Ω are linearly independent over F, so [fA(x)gA(x)]i,i is a 6-terms folded polynomial with

respect to Ω and [fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i is a 4-terms folded polynomial with respect

to Ω \ {x, x7}, respectively.

To recover the diagonal elements {[Cs,t]i,i : 0 ≤ s≤t≤1}, the master needs to reconstruct the

6-terms folded polynomial [fA(x)gA(x)]i,i. As to the off-diagonal elements {[Cs,t]i,j : 0 ≤ s, t ≤

1} with i ̸= j, suppose the master node can recover the folded polynomial [fA(x)gA(x)]i,j +

[fA(x)gA(x)]j,i, then as in example 1, it uses all coefficients of [fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i

to construct an auxiliary polynomial [h(x)]i,j . That is, let

[h(x)]i,j = ([C1,0]i,j + [C1,0]j,i)x
5 + ([A0,0A

⊤
0,1]i,j + [A0,0A

⊤
0,1]j,i)x

2 + (8)

([A1,0A
⊤
0,1]i,j + [A1,0A

⊤
0,1]j,i)x

6 + ([A1,0A
⊤
1,1]i,j + [A1,0A

⊤
1,1]j,i)x

8.
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Then, we use [h(x)]i,j to build a folded polynomial whose coefficients contain the non-diagonal

entries {[Cs,t]i,j : 0 ≤ s, t ≤ 1}. That is,

[fA(x)gA(x)]i,j + [h(x)]i,j = [C0,0]i,jx+ [C1,1]i,jx
7 + [C1,0]i,j(x

3 + x5)

+([A1,1A
⊤
0,0]i,j + [A1,1A

⊤
0,0]j,i)x

4 + [A0,0A
⊤
0,1]i,j(1 + x2)

+[A1,0A
⊤
0,1]i,j(x

2 + x6) + [A1,0A
⊤
1,1]i,j(x

6 + x8)

is a 7-terms folded polynomial with respect to Ω∪{x4}, which is because polynomials in Ω∪{x4}

are linearly independent over F. To obtain {[Cs,t]i,j : 0 ≤ s, t ≤ 1}, the master node needs

to reconstruct two folded polynomials [fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i and [fA(x)gA(x)]i,j +

[h(x)]i,j by using 7 evaluations of them.

Hence, for decoding the matrix AA⊤, the master node needs to recover three folded poly-

nomials [fA(x)gA(x)]i,i, [fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i and [fA(x)gA(x)]i,j + [h(x)]i,j by us-

ing 7 evaluations of them. Moreover, one can find that every term of [fA(x)gA(x)]i,i and

[fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i is also a term of [fA(x)gA(x)]i,j + [h(x)]i,j , which implies

that if [fA(x)gA(x)]i,j + [h(x)]i,j can be recovered by using answers from any 7 worker nodes,

so do [fA(x)gA(x)]i,i and [fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i. A sufficient condition of decoding

the matrix AA⊤ is that there are N points {αj : j ∈ [1 : N ]}such that the folded polynomial

[fA(x)gA(x)]i,j + [h(x)]i,j can be reconstructed by any 7 evaluations of it. By Lemma 5 and

|F| > 8
(
N−1
6

)
, the above condition holds. Thus, RFP = 7.

Remark 5. In Example 2, our FP codes also work when charF ̸= 2. That is, the diagonal

elements of {[Cs,t]i,i : 1 ≤ s, t ≤ 2} can be recovered by using the 7-terms folded polynomial

[fA(x)gA(x)]i,i and the off-diagonal elements of {[Cs,t]i,j : 1 ≤ s ≤ t ≤ 2} can be recovered

by using the 7-terms folded polynomial [fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i and the 4-terms folded

polynomial [fA(x)gA(x)]i,j − [fA(x)gA(x)]j,i.

Through observing the above examples, one can find that the key to decoding the FP codes

is to recover some folded polynomials, say [fA(x)gA(x)]i,i, [fA(x)gA(x)]i,j ± [fA(x)gA(x)]j,i and

[fA(x)gA(x)]i,j + [h(x)]i,j , where [h(x)]i,j is an auxiliary polynomial if necessary. The recovery

threshold is determined by the number of terms of these folded polynomials. Next, we construct

the FP codes for general matrix partitioning, and give an explicit construction for the case m = 1.
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B. Folded Polynomial Codes for general m ≥ 1

Now we describe a general folded polynomial code that achieves a recovery threshold RFP =(
m+1
2

)
+ (p−1)(2m2−m+1)+χ(m)χ(p)

2
for all possible m ≥ 1, p ≥ 1. First, the matrices A and A⊤ are

evenly divided into m × p and p ×m sub-matrices according to (1). Then the master needs to
compute AA⊤ = (Ck,s)k,s∈[0:m−1] where Ck,s =

∑p−1
i=0 Ak,iA

⊤
s,i for k, s ∈ [0 : m − 1]. Suppose

fA(x) =
∑m−1

k=0

∑p−1
j=0 Ak,jx

kp+j, gA(x) =
∑m−1

s=0

∑p−1
i=0 A

⊤
s,ix

smp+p−1−i, and α1, · · · , αN are N

distinct evaluation points in F, which are specified later. Then,

fA(x)gA(x) =

m−1∑
k=0

m−1∑
s=0

p−1∑
j=0

p−1∑
i=0

Ak,jA
⊤
s,ix

smp+kp+j+p−1−i

=

m−1∑
k=0

m−1∑
s=0

Ck,sx
smp+kp+p−1︸ ︷︷ ︸

i=j

+

m−1∑
k=0

m−1∑
s=0

p−1∑
t=1

(Bk,s,tx
smp+kp+p−1+t︸ ︷︷ ︸

i<j, t=j−i

+B⊤
k,s,tx

kmp+sp+p−1−t)︸ ︷︷ ︸
i>j, t=i−j

,

(9)

where C⊤
k,s = Cs,k and Bk,s,t =

∑p−1−t
i=0 Ak,i+tA

⊤
s,i for all 0 ≤ k, s ≤ m− 1 and 1 ≤ t ≤ p− 1.

FP codes are described as follows.

• Encoding: The master node computes fA(αi), gA(αi) and sends them to the ith worker for

all i ∈ [1 : N ].

• Worker node: After receiving the matrices fA(αi), gA(αi), the ith worker node computes

the matrix product fA(αi)gA(αi) and returns it to the master node.

• Decoding: Upon receiving the answers from any
(
m+1
2

)
+ (p−1)(2m2−m+1)+χ(m)χ(p)

2
worker

nodes, the master must decode the desired product AA⊤.

The feasibility of decoding process will be shown in the proof of Theorem 6 in the next

subsection.

C. The Proof of Theorem 6

Before presenting the proof of Theorem 6, we first recall the definition of folded polynomials

by a toy example. Let f(x) = (x4 + 1) + 3(x + x3) + 2x2 ∈ F[x]. Since {x4 + 1, x + x3, x2}

are linearly independent over F, f(x) is a 3-terms folded polynomial with respect to them. In

general, for a polynomial f(x) with the form f(x) =
∑k

i=1 aigi(x), where gi(x), i ∈ [1 : k] are

linearly independent over F, we just call it a k-terms folded polynomial, if the polynomial set

{gi(x) : 1 ≤ i ≤ k} is clear from the context.

In the following, we give some intuition and ideas about how to perform the decoding process

of FP codes and then present the details of the proof of Theorem 6.



14 IEEE TRANSACTIONS ON COMMUNICATIONS

To recover Ck,s in (9), we use the symmetry of AA⊤ to construct some folded polynomials, i.e.,
[fA(x)gA(x)]i,i, [fA(x)gA(x)]i,j±[fA(x)gA(x)]j,i and [fA(x)gA(x)]i,j+[h(x)]i,j , just as in Example
1 and Example 2. Specifically, considering the (i, j)-entry and (j, i)-entry of fA(x)gA(x), one
can obtain

[fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i

=

m−1∑
k=0

2[Ck,k]i,jx
kmp+kp+p−1 +

∑
0≤s<k≤m−1

([Ck,s]i,j + [Ck,s]j,i)(x
smp+kp+p−1 + xkmp+sp+p−1)

+
∑

0≤s,k≤m−1

p−1∑
t=1

([Bk,s,t]i,j + [Bk,s,t]j,i)(x
smp+kp+p−1+t + xkmp+sp+p−1−t)

=

m−1∑
k=0

[Ck,k]i,jg
(1)
k,k,0(x) +

∑
0≤s<k≤m−1

([Ck,s]i,j + [Ck,s]j,i)g
(1)
k,s,0(x) (10)

+
∑

0≤s,k≤m−1

p−1∑
t=1

([Bk,s,t]i,j + [Bk,s,t]j,i)g
(1)
k,s,t(x)

and

[fA(x)gA(x)]i,j − [fA(x)gA(x)]j,i

=
∑

0≤s<k≤m−1

([Ck,s]i,j − [Ck,s]j,i)(x
smp+kp+p−1 − xkmp+sp+p−1)

+
∑

0≤s,k≤m−1

p−1∑
t=1

([Bk,s,t]i,j − [Bk,s,t]j,i)(x
smp+kp+p−1+t − xkmp+sp+p−1−t)

=
∑

0≤s<k≤m−1

([Ck,s]i,j − [Ck,s]j,i)g
(2)
k,s,0(x) +

∑
0≤s,k≤m−1

p−1∑
t=1

([Bk,s,t]i,j − [Bk,s,t]j,i)g
(2)
k,s,t(x), (11)

where g
(j)
k,s,t(x) = xsmp+kp+p−1+t + (−1)j−1xkmp+sp+p−1−t for 0 ≤ s, k ≤ m − 1, 0 ≤ t ≤

p− 1, j = 1, 2. For simplicity, define Ω1 ≜ {g(1)k,s,t(x) : (k, s, t) ∈ [0 : m− 1]× [0 : m− 1]× [1 :

p − 1]} and Ω2 ≜ {g(2)k,s,t(x) : (k, s, t) ∈ [0 : m − 1] × [0 : m − 1] × [1 : p − 1]}. Then

[fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i in (10) is a folded polynomial with respect to {g(1)k,k,0(x) : k ∈

[0 : m − 1]} ∪ {g(1)k,s,0(x) : 0 ≤ s < k ≤ m − 1} ∪ Γ1, and [fA(x)gA(x)]i,j − [fA(x)gA(x)]j,i in

(11) is a folded polynomial with respect to {g(2)k,s,0(x) : 0 ≤ s < k ≤ m− 1} ∪ Γ2, where Γi is a

basis of Span(Ωi) for i = 1, 2.

Actually, once recovered the folded polynomials [fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i in (10) and

[fA(x)gA(x)]i,j − [fA(x)gA(x)]j,i in (11), we can obtain [Ck,k]i,j and [Ck,s]i,j when charF ̸= 2.

As to charF = 2, (10) and (11) are the same equation. In this case, we recover the desired

matrix AA⊤ with the help of an auxiliary polynomial [h(x)]i,j as in (8) of Example 2. That is,
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we use [h(x)]i,j to construct a folded polynomial [fA(x)gA(x)]i,j + [h(x)]i,j , whose coefficients

contain [Ck,s]i,j . Moreover, [Ck,s]i,i can be recovered by considering the folded polynomial

[fA(x)gA(x)]i,i.

Hence, the key to proving Theorem 6 is to determine the number of terms of the above folded

polynomials by Lemma 5, which strictly depend on the dimensions of Span(Ω1) and Span(Ω2).

To this end, we need some analysis on the polynomials in Ω1 and Ω2.

Observe that, in Ω1, the polynomials are of the form xsmp+kp+p−1+t+xkmp+sp+p−1−t = g
(1)
k,s,t(x)

for all (k, s, t) ∈ [0 : m− 1]× [0 : m− 1]× [1 : p− 1]. One can find that any two polynomials

of Ω1 share at most one monomial, and each monomial of g(1)k,s,t(x) ∈ Ω1 appears in at most two

polynomials of Ω1. Thus, once there are some polynomials in Ω1 that are linearly dependent,

they must form a loop in terms of these monomials. Actually, Ω1 can be partitioned into many

disjoint chains, and the adjacent polynomials in each chain share exactly one monomial. These

chains may end with a loop or not. If it is not a loop, we call it a single chain for simplicity, the

polynomials in the single chain are linearly independent. The polynomials in Ω2 can be analysed

similarly.

By the above observation, we characterize these chains as follows. For simplicity, we first

define a map ϕ from [0 : m− 1]× [0 : m− 1]× [1 : p− 1] \ {(m− 1,m− 1, t) : t ∈ [1 : p− 1]}

to [0 : m− 1]× [0 : m− 1]× [1 : p− 1]:

ϕ(k, s, t) =

(s+ 1, 0, p− t), if k = m− 1;

(s, k + 1, p− t), if 0 ≤ k ≤ m− 2.

One can easily verify that the first term of g(i)k,s,t(x) is equal to the second term of g(i)ϕ(k,s,t)(x) for

all (k, s, t) ∈ [0 : m − 1] × [0 : m − 1] × [1 : p − 1] \ {(m − 1,m − 1, t) : t ∈ [1 : p − 1]} and

i ∈ [1 : 2]. Thus {ϕj(k, s, t) : j ∈ N} gives a polynomial chain starting from g
(i)
k,s,t(x), where

these ϕj(k, s, t)’s are considered as ordered. Next we use this map to construct all loops and

single chains of Ω1 and Ω2.

Through a precise calculation and analysis, we find that all loops are exactly those chains

starting from (k, s, t) with k = m−1. For (s, t) ∈ [0 : m−2]× [1 : p−1], define Ys,t ≜ {ϕj(m−

1, s, t) : j ∈ N}, which is a loop. However, different pairs (s, t) may give the same loop. After a

simple calculation, one can find that there are at most two pairs relating one loop. Specifically, one

can verify (m−1, s, t) = ϕ2(m−1)(m−1, s, t) = ϕ2s+1(m−1,m−2−s, p−t), which implies that
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Ys,t = Ym−2−s,p−t for (s, t) ∈ [0 : m−2]×[1 : p−1] and (m−1, m
2
−1, p

2
) = ϕm−1(m−1, m

2
−1, p

2
)

if m, p are even. Moreover, Ys,t = {ϕj(m − 1, s, t) : j ∈ [0 : 2(m − 1) − 1]}. Note that

Ym
2
−1, p

2
= {ϕj(m − 1, s, t) : j ∈ [0 : m − 2]} appears only once if exists. Removing the

repetitions of loops, we can obtain the set of all pairs (s, t) inducing different loops Ys,t:

D =

{(s, t) : 0 ≤ s ≤ m−3
2

, t ∈ [1 : p− 1]} if m is odd,

{(s, t) : 0 ≤ s ≤ m−4
2

, t ∈ [1 : p− 1]} ∪ {(m−2
2

, t) : t ∈ [1 : p−1+χ(p)
2

]} Otherwise.

Next we present all the single chains of Ω1 and Ω2. Define Y0,0,t ≜ {ϕj(0, 0, t) : j ∈ N} for

t ∈ [1 : p− 1]. Since ϕ2(m−1)(0, 0, t) = (m− 1,m− 1, t) and ϕ(m− 1,m− 1, t) is not defined,

then Y0,0,t is a single chain. Note the single chains Y0,0,t, t ∈ [1 : p − 1] are all disjoint. Let

Y0,0 = ∪t∈[1:p−1]Y0,0,t. One can verify that
⊔

(s,t)∈D∪{(0,0)} Ys,t = [0 : m− 1]× [0 : m− 1]× [1 :

p− 1], which implies Y0,0,t, t ∈ [1 : p− 1] are all the single chains.

In the following, we determine the dimensions of Span(Ω1) and Span(Ω2) by calculating the

dimension of subspace spanned by polynomials in each loop and single chain. This is illustrated

in Lemma 8.

Lemma 8. Using above notations, then

(i) For (a, b) ∈ D\{(m
2
−1, p

2
)}, dimSpan({g(j)k,s,t(x) : (k, s, t) ∈ Ya,b}) = |Ya,b|−1, j ∈ [1 : 2],

and

g
(1)
m−1,a,b(x) =

2m−3∑
j=1

(−1)j−1g
(1)

ϕj(m−1,a,b)
(x), (12)

g
(2)
m−1,a,b(x) =−

2m−3∑
j=1

g
(2)

ϕj(m−1,a,b)
(x). (13)

(ii) If (m
2
− 1, p

2
) ∈ D, then dimSpan({g(1)k,s,t(x) : (k, s, t) ∈ Ym

2
−1, p

2
}) = |Ym

2
−1, p

2
| − δ2(charF),

and dimSpan{g(2)k,s,t(x) : (k, s, t) ∈ Ym
2
−1, p

2
} = m− 2. Moreover, when charF = 2,

g
(1)

m−1,m
2
−1, p

2
=

m−2∑
j=1

g
(1)

ϕj(m−1,m
2
−1, p

2
)
(x). (14)

(iii) For j ∈ [1 : 2],

Span(Ωj) =
⊕

(a,b)∈D∪{0,0}

Span{g(j)k,s,t(x) : (k, s, t) ∈ Ya,b}. (15)
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Moreover,

dimSpan(Ω1) =
(p− 1)(2m2 −m+ 1) + χ(m)χ(p)(1− 2δ2(charF))

2

and

dimSpan(Ω2) =
(p− 1)(2m2 −m+ 1)− χ(m)χ(p)

2
,

where δ2(·) is a function from N onto {0, 1} and δ2(x) = 1 if and only if x = 2.

Proof: To maintain the fluency of this paper, the proof is given in Appendix B.

The proof of Theorem 6: The proof is divided into two cases.

Case 1. charF ̸= 2, RFP =
(
m+1
2

)
+ (p−1)(2m2−m+1)+χ(m)χ(p)

2
.

By (10), (11), and (iii) in Lemma 8, [fA(x)gA(x)]i,j± [fA(x)gA(x)]j,i can be rewritten as follows,

[fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i (16)

=
m−1∑
k=0

[Ck,k]i,jg
(1)
k,k,0(x) +

∑
g(x)∈Γ1

agg(x) +
∑

0≤s<k≤m−1

([Ck,s]i,j + [Ck,s]j,i)g
(1)
k,s,0(x),

[fA(x)gA(x)]i,j − [fA(x)gA(x)]j,i =
∑

0≤s<k≤m−1

([Ck,s]i,j − [Ck,s]j,i)g
(2)
k,s,0(x) +

∑
g(x)∈Γ2

bgg(x), (17)

where Γi is a basis of Span(Ωi) for i ∈ [1 : 2], ag and bg are some elements in F. More-

over, one can verify that {g(j)k,s,0(x) : 0 ≤ k ≤ s ≤ m − 1} ∩ Span(Ωj) = ∅ for j ∈

{1, 2}, and {g(j)k,s,0(x) : 0 ≤ k ≤ s ≤ m − 1} are linearly independent over F. Hence,

the numbers of terms of [fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i and [fA(x)gA(x)]i,j − [fA(x)gA(x)]j,i are(
m+1
2

)
+ dimSpan(Ω1) and

(
m
2

)
+ dimSpan(Ω2), respectively. Since charF ̸= 2, [Ck,s]i,j, [Ck,s]j,i

can be recovered from [Ck,s]i,j + [Ck,s]j,i and [Ck,s]i,j − [Ck,s]j,i. Similarly, the diagonal entries

[Ck,s]i,i can be recovered by reconstructing the folded polynomial [fA(x)gA(x)]i,i, which can

be verified to have the same terms as [fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i. By Lemma 5 and

|F| > (pm2 + p − 2)
(( N−1

(m+1
2 )+dimSpan(Ω1)−1

)
+
( N−1

(m2 )+dimSpan(Ω2)−1

))
, there always exist N points in

F such that the folded polynomials [fA(x)gA(x)]i,j ± [fA(x)gA(x)]j,i and [fA(x)gA(x)]i,i can be

recovered from any
(
m+1
2

)
+ dimSpan(Ω1) worker nodes’ answers. Hence, RFP =

(
m+1
2

)
+

dimSpan(Ω1) =
(
m+1
2

)
+ (p−1)(2m2−m+1)+χ(m)χ(p)

2
.

Case 2. charF = 2, RFP =
(
m+1
2

)
+ (p−1)(2m2−m+1)+χ(m)χ(p)

2
.

In this case, Ω1 = Ω2. By (15) in Lemma 8, polynomials in
⋃

(a,b)∈D∪(0,0){g
(1)
k,s,t(x) : (k, s, t) ∈ Ỹa,b}
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form a basis of Span(Ω1), where Ỹa,b = Ya,b \ {(m− 1, a, b)}. According to (12) and (14),∑
0≤k,s≤m−1

p−1∑
t=1

([Bk,s,t]i,j + [Bk,s,t]j,i)g
(1)
k,s,t(x)

=
∑

(k,s,t)∈Y0,0

([Bk,s,t]i,j + [Bk,s,t]j,i)g
(1)
k,s,t(x) +

∑
(a,b)∈D

∑
(k,s,t)∈Ỹa,b

([Bk,s,t]i,j + [Bm−1,a,b]i,j + [Bk,s,t]j,i + [Bm−1,a,b]j,i)g
(1)
k,s,t(x).

Then (10) can be rewritten as

[fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i

=
∑

0≤s<k≤m−1

([Ck,s]i,j + [Ck,s]j,i)g
(1)
k,s,0(x) +

∑
(k,s,t)∈Y0,0

([Bk,s,t]i,j + [Bk,s,t]j,i)g
(1)
k,s,t(x)+

∑
(a,b)∈D

∑
(k,s,t)∈Ỹa,b

([Bk,s,t]i,j + [Bm−1,a,b]i,j + [Bk,s,t]j,i + [Bm−1,a,b]j,i)g
(1)
k,s,t(x),

(18)

hence [fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i is a
(
m
2

)
+ (p−1)(2m2−m+1)+χ(m)χ(p)

2
-terms folded polyno-

mial. Once recovered this folded polynomial, the master node can build an auxiliary polynomial

[h(x)]i,j =
∑

0≤s<k≤m−1

([Ck,s]i,j + [Ck,s]j,i)x
kmp+sp+p−1 +

∑
(k,s,t)∈Y0,0

([Bk,s,t]i,j + [Bk,s,t]j,i)x
kmp+sp+p−1−t

+
∑

(a,b)∈D

∑
(k,s,t)∈Ỹa,b

([Bk,s,t]i,j + [Bm−1,a,b]i,j + [Bk,s,t]j,i + [Bm−1,a,b]j,i)x
kmp+sp+p−1−t.

According to (9), it has

[fA(x)gA(x)]i,j + [h(x)]i,j =

m−1∑
k=0

[Ck,k]i,jx
kmp+kp+p−1 +

∑
0≤s<k≤m−1

[Ck,s]i,jg
(1)
k,s,0(x) + (19)

∑
0≤k,s≤m−1

p−1∑
t=1

[Bk,s,t]i,jg
(1)
k,s,t(x) +∑

(a,b)∈D

([Bm−1,a,b]i,j + [Bm−1,a,b]j,i)
∑

(k,s,t)∈Ya,b

xkmp+sp+p−1−t

(a)
=

m−1∑
k=0

[Ck,k]i,jx
kmp+kp+p−1 +

∑
0≤s<k≤m−1

[Ck,s]i,jg
(1)
k,s,0(x)

+
∑

(a,b)∈D∪{(0,0)}

∑
(k,s,t)∈Ỹa,b

bk,s,tg
(1)
k,s,t(x)

+χ(m)χ(p)([Bm−1,m2 −1, p2
]i,j + [Bm−1,m2 −1, p2

]j,i)x
(m−1)mp+m−1

2 p−1,

where bk,s,t are some coefficients in F for all (k, s, t) ∈
⋃

(a,b)∈D Ya,b, and (a) comes from the
fact that∑

(k,s,t)∈Ym
2

−1,
p
2

xkmp+sp+p−1−t = x(m
2 +1)p+ p

2−1 ·
m−2∑
j=0

xjp(m+1) =

m
2 −2∑
i=0

g
(1)
m
2 +i,i, p2

(x) + x(m−1)mp+m−1
2 p−1,
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and for (a, b) ∈ D \ {(m
2
− 1, p

2
)},

∑
(k,s,t)∈Ya,b

xkmp+sp+p−1−t = (x(m−a)p+b−1 + xp−1−b+(a+2)p) ·
m−2∑
j=0

xjp(m+1)

=

m−2−a∑
i=0

g
(1)
a+1+i,i,p−b(x) +

a−1∑
i=0

g
(1)
i,m−a+i,p−b(x) ∈ Span(Ω1),

here

Ya,b ={(m− 1, a, b), (a+ 1, 0, p− b)} ∪ {(m− 1− a+ i, i, b), (i,m− a+ i, p− b) : i ∈ [0 : a− 1]}

∪ {(i, a+ 2 + i, b), (a+ 2 + i, i+ 1, p− b) : i ∈ [0 : m− 3− a]}.

Hence, [fA(x)gA(x)]i,j+[h(x)]i,j is a
(
m+1
2

)
+ (p−1)(2m2−m+1)+χ(m)χ(p)

2
-terms folded polynomial.

By (18) and (19), one can find that every term of [fA(x)gA(x)]i,j + [fA(x)gA(x)]j,i is also

a term of [fA(x)gA(x)]i,j + [h(x)]i,j , which implies that if [fA(x)gA(x)]i,j + [h(x)]i,j can be

recovered by some t evaluation points, so does [fA(x)gA(x)]i,j+[fA(x)gA(x)]j,i. Then, a sufficient

condition of decoding AA⊤ for the case charF = 2 is that there exist N points α1, · · · , αN ∈ F

such that the master node can reconstruct the folded polynomials [fA(x)gA(x)]i,j + [h(x)]i,j

from any
(
m+1
2

)
+ (p−1)(2m2−m+1)+χ(m)χ(p)

2
worker nodes’ answers. Actually, this condition is

guaranteed by Lemma 5 and |F| > (pm2 + p− 2)
( N−1

(m+1
2 )+ (p−1)(2m2−m+1)+χ(m)χ(p)

2

)
. Hence, RFP =(

m+1
2

)
+ (p−1)(2m2−m+1)+χ(m)χ(p)

2
. ■

According to the decoding process in Theorem 6, the field size required in the folded polyno-

mial code is O
(
(pm2 + p− 2)

((
N−1

RFP−1

)
+
(

N−1
RFP−m−1

)))
= O

(
(pm2 + p− 2)NRFP

)
. To reduce

the field size, we present an explicit folded polynomial code with |F| > 2N for the case of

m = 1 by Corollary 11 in the next subsection.

D. Folded Polynomial Codes for m = 1

In this subsection, we first give two lemmas and then use them to present an explicit folded

polynomial code for the case m = 1, which achieves a recovery threshold RFP = p with

|F| > 2N .

Lemma 9. Suppose β1, β2, ..., βn are n distinct elements in F and βiβj ̸= 1 for all 1 ≤ i, j ≤

n. Assume g1(x) = xn−1 and gi(x) = xn−i + xn−2+i for i ∈ [2 : n]. Then, detM(Ω,Γ) =∏
1≤i<j≤n(βj − βi)(βiβj − 1), where Ω = {gi(x) : i ∈ [1 : n]} and Γ = {βj : j ∈ [1 : n]}.
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Proof: The proof is shown in Appendix C.

Lemma 10. Suppose β1, β2, · · · , βn are n distinct elements in F and βiβj ̸= 1 for all 1 ≤ i, j ≤ n.

Then, detM(Ω,Γ) =
∏

1≤i<j≤n(βj − βi)(βiβj − 1), where Ω = {xn+i − xn−i : i ∈ [1 : n]} and

Γ = {βj : j ∈ [1 : n]}.

Proof: The proof is shown in Appendix D.

According to Lemma 9 and Lemma 10, we are able to determine N points α1, · · · , αN ∈ F

that are needed in the decoding process in IV-B, and an explicit folded polynomial code for

m = 1 can be constructed as illustrated in the following corollary.

Corollary 11. Assume |F| > 2N , α1, α2, · · · , αN are N distinct elements in F and αiαj ̸= 1,

1 ≤ i, j ≤ N . Then, a folded polynomial code can be explicitly constructed over F for m = 1,

and its recovery threshold achieves p.

Proof: In the case of m = 1, (9) can be rewritten as

fA(x)gA(x) = B0x
p−1 +

p−1∑
ℓ=1

(Bℓx
p−1+ℓ +B⊤

ℓ x
p−1−ℓ), (20)

where B0 = AA⊤ and Bℓ =
∑p−1−ℓ

k=0 Ak+ℓA
⊤
k , 1 ≤ ℓ ≤ p− 1.

In the following, we state that the master node can reconstruct AA⊤ from any p worker nodes.

We first recover the diagonal elements [AA⊤]i,i = [B0]i,i. According to (20), [fA(x)gA(x)]i,i =

[B0]i,ix
p−1 +

∑p−1
ℓ=1 [Bℓ]i,i(x

p−1+ℓ + xp−1−ℓ). By Lemma 9, M(Ω1,Γ) is invertible, where Ω1 =

{xp−1−ℓ + xp−1+ℓ : ℓ ∈ [1 : p − 1]} ∪ {xp−1} and Γ is a p-subset of {αi : i ∈ [1 : N ]}. Hence,

[AA⊤]i,i can be easily recovered from any p evaluations of {[fA(αis)gA(αis)]i,i : s ∈ [1 : p]}.

Next we decode the off-diagonal elements [AA⊤]i,j with i < j. It follows from (20) that

[fA(x)gA(x)]i,j − [fA(x)gA(x)]j,i =
∑p−1

ℓ=1([Bℓ]i,j − [Bℓ]j,i)(x
p−1+ℓ−xp−1−ℓ), which is a (p− 1)-

terms folded polynomial. Let Ω2 = {xp−1+ℓ − xp−1−ℓ : ℓ ∈ [1 : p− 1]}. By Lemma 10, for any

p − 1-subset Γ′ of Γ, detM(Ω2,Γ
′) ̸= 0, which implies that the master can recover the folded

polynomial [fA(x)gA(x)]i,j − [fA(x)gA(x)]i,j , and further knows the coefficients [Bℓ]i,j − [Bℓ]j,i

for all ℓ ∈ [1 : p− 1]. Define [h(x)]i,j =
∑p−1

ℓ=1([Bℓ]i,j − [Bℓ]j,i)x
p−1−ℓ, then the master node can
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compute evaluations of the following p-terms folded polynomial

[fA(x)gA(x)]i,j + [h(x)]i,j = [B0]i,jx
p−1 +

p−1∑
ℓ=1

[Bℓ]i,j(x
p−1+ℓ + xp−1−ℓ)

at points αi1 , αi2 , ..., αip . Hence, [AA⊤]i,j can be recovered by the invertibility of M(Ω1,Γ).

Thus, RFP = p for m = 1.

E. Complexity Analysis of Folded Polynomial Codes

In this subsection, we present the computational complexity and communication cost for folded

polynomial codes.

Encoding: The master encodes sub-matrices of sizes µ
m
× ν

p
and ν

p
× µ

m
and sends them to

each worker node. Hence, the encoding process for matrices A,A⊤ can be viewed as evaluating

two polynomials fA(x) and gA(x) of respective degrees pm − 1 and (m2 −m + 1)p − 1 at N

points for µν
mp

times. By using the fast polynomial evaluation algorithms [37], the computational

complexity of the encoding process is O
(
Nµν log2(m2p) log log(m2p)

mp

)
.

Each worker’s computational cost: Each worker computes the product of two matrices of

size µ
m
× ν

p
and ν

p
× µ

m
, which requires µ2ν

m2p
operations by using standard matrix multiplication

algorithms. Hence, the computational complexity of each worker is O
(

µ2ν
m2p

)
.

Decoding: After receiving the fastest RFP answers from workers Γ = {αis : s ∈ [1 : RFP]},
the master reconstructs the desired matrix AA⊤. When charF ̸= 2, the decoding process can
be viewed as solving two linear systems whose equations have form (17) and (16) respectively.
Hence, the computational complexity in the decoding process is

O
((

m

2

)( µ
m

2

)
(RFP −m) +

(
m+ 1

2

)( µ
m + 1

2

)
RFP + (RFP −m)3 +R3

FP

)
= O

(
µ(µ+ 1)

2
RFP +R3

FP

)
.

When charF = 2, compared with the case of charF ̸= 2, the master has to additionally compute

the evaluations of {[h(x)]i,j : 1 ≤ i < j ≤ µ
m
} at RFP points, which requires O

(( µ
m
2

)
R2

FP

)
operations. Thus, the computational complexity in decoding process is

O
(
µ(µ+ 1)

2
RFP +R3

FP + δ2(charF)
( µ

m

2

)
R2

FP

)
.

Communication cost: The communication cost consists of upload cost and download cost

at the master node. In our scheme, the master node uploads a total of 2N µν
mp

symbols to all N

worker nodes, and downloads RFP
µ2

m2 symbols from the fastest RFP successful worker nodes.

That is, the upload cost is O(N µν
mp

), and the download cost is O(RFP
µ2

m2 ). Thus, the total amount

of communication cost is O
(
N µν

mp
+RFP

µ2

m2

)
.
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V. COMPARISONS AND NUMERICAL EXPERIMENTS

A. Comparisons with previous works

To the best of our knowledge, EP codes can be regarded as the state of art of previous works

with respect to CDMM, because it bridges the extremes of Polynomial codes [33], MatDot

codes, and PolyDot codes [12]. Moreover, generalized PolyDot (GPD) codes [9] and EP codes

have similar performance, but the former reduced the recovery threshold of PolyDot codes by

a factor of 2. Since our strategy is designed to perform the task of computing AA⊤ for matrix

partitioning with parameters m, p, we will compare our code with previous ones under the same

task and the same parameters m, p. The comparisons are listed in Table 1 and Table 2. For

Table 1: Computation Strategies for the CDMM problem of computing AA⊤ using N worker nodes with parameters p and m = 1.

MatDot Codes [12] FP Codes

Recovery Thershold 2p− 1 p

Encoding Complexity O
(
Nµν log2 p log log p

p

)
O

(
Nµν log2 p log log p

p

)
Decoding Complexity O

(
(2p− 1)µ(µ+1)

2
+ (2p− 1)3

)
O

(
pµ(µ+1)

2
+ p3 + δ2(charF)

(
µ
2

)
p2
)

Worker Computation Complexity O
(

µ2ν
p

)
O

(
µ2ν
p

)
Upload Cost O

(
N µν

p

)
O

(
N µν

p

)
Download Cost O

(
(2p− 1)µ2

)
O

(
pµ2

)

matrix partitioning with m = 1 in Table 1, we have the following observations. Compared with

the MatDot codes in [12], FP codes reduce the recovery threshold from 2p− 1 to p, reduce the

download cost by a factor of 2, and preserve the other performance unchanged. In particular,

to ensure the decodability, we need the field size |F| ≥ 2N , which is almost the same as the

requirement in MatDot codes.

Table 2 is for general parameters m, p. It can be seen that compared with EP codes, FP

codes are better in terms of recovery threshold, download cost and decoding complexity for all

parameters m, p on condition that the underlying fields of the two code schemes are the same,

while encoding complexity and woker computation complexity do not change. Particularly, when
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Table 2: Computation Strategies for the CDMM problem of computing AA⊤ using N worker nodes with arbitrary fixed parameters p

and m.

EP Codes [34] FP Codes

Recovery Thershold (R) pm2 + p− 1
(
m+1

2

)
+ (p−1)(2m2−m+1)+χ(m)χ(p)

2

Encoding Complexity O
(
Nµν log2(pm2) log log(pm2)

mp

)
O

(
Nµν log2(pm2) log log(pm2)

mp

)
Decoding Complexity O

(
µ(µ+1)

2
R+R3

)
O

(
µ(µ+1)

2
R+R3 + δ2(charF)

( µ
m
2

)
R2

)
Worker Computation Complexity O

(
µ2ν
pm2

)
O

(
µ2ν
pm2

)
Upload Cost O

(
N µν

mp

)
O

(
N µν

mp

)
Download cost O

(
R µ2

m2

)
O

(
R µ2

m2

)

p = 1, our FP code has the recovery threshold
(
m+1
2

)
, which reduces that of EP codes by a

factor of 2. Furthermore, it should be pointed out that the field size required in FP codes is

O
(
(pm2 + p − 2)N t

)
for some t, which is larger than the field size O(N) in EP codes. This

may lead to higher upload and download cost for FP codes when defining over a large field.

However, we claim that the field size condition given in this paper is just a sufficient condition

to ensure the decoding process of FP codes. Actually, there is evidence that the field size can be

further reduced. Therefore, building FP codes over a small field is an interesting problem and

we leave it as a future work.

When F = R, there are also many efficient approaches [4], [5], [6], [13], [22] for CDMM.

Compared with our approach, the methods, designed for sparse matrices multiplication and

partial stragglers in [4], [5], have a lower worker computation complexity. To keep numerical

robustness, two methods are designed in [13], [22] with respect to different matrix partitioning,

both of which give an upper bound on the condition number of the decoding matrices in the

worst case.

B. Numerical Experiments

In this subsection, since FP codes for m = 1 have an optimal linear recovery threshold over

R, we do experiments using MatDot codes [12], OrthMatDot codes [13] and our FP codes for

matrix partitioning parameter m = 1, and give comparisons on performance of these codes via
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exhaustive numerical experiments in a computing node of MAGIC CUBE-III cluster (HPCPlus

Platform in Shanghai Supercomputer Center, [25]) that is equipped with 2 Intel Xeon Gold 6142

CPUs (2.6 GHz, 16 cores), 192 GB DDR4 memory, and 240 GB local SSD hard disk. One can

find the codes of all numerical experiments in [15].

Worker Computation Time & Decoding Time: In our simulation, the input matrix A has

size 12000× 15000, whose entries are chosen independently according to the standard Gaussian

distribution N (0, 1). The matrix A is divided into 8 column blocks, i.e., m = 1, p = 8. The

output matrix AA⊤ is obtained by decoding all entries of it. In Table 3, worker computation

time is measured by the average of computation time over all non-straggler worker nodes, and

decoding time is the time spent by the master node performing calculations during the decoding

process. Moreover, the computation complexity in worker nodes and master node are determined

by the number of multiplication operations.

From Table 3, we have the following observations. Worker computation time in our FP codes

is almost the same as that of MatDot codes, but is longer than that of OrthMatDot codes,

which is because that each worker node in OrthMatDot codes computes a ÃiÃ
⊤
i -type matrix

multiplication. As to decoding time at the master node, compared with OrthMatDot codes [13],

our FP codes still reduce the decoding time despite the distributed computing system has more

straggler nodes. This coincides with the analysis on decoding complexity of the master node,

which is O
(
µ2R2

)
= O(3.24 × 1010) in OrthMatdot codes and O(1.15 × 109) in FP codes.

Compared with MatDot codes [12], the master node in FP codes additionally needs to perform

some addition operations (3.55 seconds), which is the reason why the decoding time of FP codes

is a litter longer than that of MatDot codes.

Overall Computation Time: We compare the above three approaches in terms of overall

computation time to recover AA⊤ by carrying out some simulations for different number of

straggler nodes, where the computing system has 18 worker nodes. Note that overall computation

time is the time required by the master node to receive the first R answers, where R is the

recovery threshold. The results are presented in Fig.1. One can find that our proposed approach

is significantly faster in terms of overall computation time in comparison to the other two coded

approaches for different number of straggler workers. This is because that our method has a

smaller recovery threshold for the same matrix partitioning and can tolerate more straggler



SUBMITTED PAPER 25

Table 3: Comparison among three coded approaches in terms of worker computation time, decoding time for N = 18 and the fixed matrix

partition (m = 1, p = 8), where evaluation points are selected as the 18-dimensional Chebyshev points.

MatDot Code [12] OrthMatDot Code [13] FP Code

No. of Stragglers s 3 3 10

Worker Computation Complexity O
(
2.7× 1011

)
O

(
1.35× 1011

)
O

(
2.7× 1011

)
Worker Computation Time(sec.) 7.78 4.57 7.77

Decoding Complexity O
(
2.16× 109

)
O

(
3.24× 1010

)
O

(
1.15× 109

)
Decoding Time(sec.) 1.80 12.86 4.55 = 1.10 + 3.55∗

∗Decoding time in FP code consists of two parts: multiplication (1.10 sec.) and addition (3.55 sec.).

Fig. 1: Comparison among three coded approaches in terms of overall computation time for different number of straggler nodes s. The

computing system has 18 worker nodes and the input matrix A is evenly divided into 8 column blocks and A⊤ is evenly divided into

8 row blocks, so RFP = 8, and the recovery threshold of both MatDot codes and OrthMatDot codes is 15. The straggler workers are

simulated in such a way so that they have one-fifth of the speed of the non-straggling workers.

nodes as shown in Table 1.

Numerical Stability: We know that the condition number of the associated decoding matrix

is an important metric to measure the numerical stability of a linear computing strategy for

CDMM, where the condition number of a matrix is defined by the ratio of maximum and

minimum singular values. Compared with OrthMatDot codes in Fig. 2, both our codes and

MatDot codes have very high worst condition number, which implies they are numerically

instable for fixed s and different p. Here evaluation points in OrthMatDot codes and MatDot

codes are the corresponding Chebyshev points, and evaluation points in our codes are given in
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the following manner: we randomly choose the evaluation points from the interval (−1, 1) and

compute the worst condition number for 20 times, then choose those that have the minimum

worst condition number. Due to the numerical instability of FP codes, it will be a future work

to design an FP code which is numerically more stable.

Fig. 2: Comparison among three coded approaches in terms of worst condition number for m = 1, different partitioning parameter p and

fixed number of straggler nodes (s = 1, 2).

VI. CONCLUSION

In this paper, we investigate the distributed matrix multiplication problem of computing AA⊤

using N worker nodes with parameters m and p. We first design a linear computation strategy

for general m ≥ 1, p ≥ 1, i.e., folded polynomial code over F, which has a recovery threshold

RFP =
(
m+1
2

)
+ (p−1)(2m2−m+1)+χ(m)χ(p)

2
, where χ(x) = 1+(−1)x

2
for x ∈ N. Then we derive

a lower bound R∗
linear ≥ min{N,mp} on the recovery threshold for all linear computation

strategies over R. In particular, our code for m = 1 is explicitly constructed and has a recovery

threshold p, achieving the lower bound. For general partitioning parameters m ≥ 2, our strategy

is constructed over a large underlying field. Therefore, it is an interesting problem to construct

folded polynomial codes for general m ≥ 2 over a small field. Besides, the folded polynomial

code over R is not numerically stable for larger number of worker nodes. A future work is to

design a numerically stable scheme with the same recovery threshold as FP codes over R.
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APPENDIX A

PROOF OF LEMMA5

To complete the proof of Lemma 5, we first prove the following claim.

Claim: If polynomials in G = {gi(x) ∈ F[x] : deg(gi(x)) ≤ n, i ∈ [1 : s]} are linearly

independent over F and |F| > n, then there exist s elements Γ = {βj : j ∈ [1 : s]} in F such

that detM(G,Γ) ̸= 0.

Proof: This claim is proved by induction on s. For s = 1, it is obviously true. Now let s > 1

and suppose that the claim is true for s−1. By the induction hypothesis, there are s−1 elements

Γ1 = {βj : j ∈ [1 : s − 1]} in F such that detM(G \ {gs(x)},Γ1) ̸= 0. Then we prove that

there exist an element βs ∈ F such that detM(G,Γ1 ∪ {βs}) ̸= 0. Otherwise, for every α ∈ F,

detM(G,Γ1 ∪ {α}) = 0. Expand by the last column, detM(G,Γ1 ∪ {α}) =
∑s

i=1 cigi(α) = 0

for all α ∈ F, where ci = (−1)s+i detM(G \ {gi(x)},Γ1) for i ∈ [1 : s]. Combining with

|F| > n,
∑s

i=1 cigi(x) = 0. Note that cs = detM(G \ {gs(x)},Γ1) ̸= 0, which implies that

polynomials in G are linearly dependent over F, a contradiction.

Proof of Lemma 5: In order to uniquely determine ai,j’s, it is sufficient to show that the

matrix M(Gj,Xj) is invertable over F, j ∈ [1 : 2], for each kj-subset Xj of {αi : i ∈ [1 : N ]}.

Set

G(x1, x2, · · · , xN) =
∏
Γ1⊆Ω
|Γ1|=k1

detM(G1,Γ1) ·
∏

Γ2⊆Ω,
|Γ2|=k2

detM(G2,Γ2).

Combined the fact that g1,j(x), · · · ,gkj ,j(x) are linearly independent in F≤n[x] for each j ∈ [1 : 2]

and the above Claim, we conclude that detM(Gj,Γj) is a nonzero polynomial for each kj-

subset Γj of {xi : i ∈ [1 : N ]} and the degree of each variable in detM(Gj,Γj) is at most

n, which implies that G(x1, x2, · · · , xN) is also a nonzero polynomial in F[x1, x2, · · · , xN ].

Moreover, the variable xi actually appears in
(
N−1
k1−1

)
+
(
N−1
k2−1

)
factors of G(x1, · · · , xN) for each

i ∈ [1 : N ], hence the degree of each variable in G(x1, x2, · · · , xN) is at most
∑2

j=1

(
N−1
kj−1

)
n.

By Theorem 4 and |F| >
∑2

j=1

(
N−1
kj−1

)
n, there are N points {αi : i ∈ [1 : N ]} in F such that

G(α1, α2, · · · , αN) ̸= 0. ■
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APPENDIX B

PROOF OF LEMMA 8

Proof: Note that when p = 1, Ω1 = Ω2 = ∅, the statements in Lemma 8 clearly hold.

W.L.O.G., we assume p ≥ 2 in the following proof.

For convenience, we first define two maps σ1, σ2 from [0 : m− 1]× [0 : m− 1]× [0 : p− 1] to

N by σ1(k, s, t) = smp+ kp+ p− 1 + t and σ2(k, s, t) = kmp+ sp+ p− 1− t, one can easily

verify σ1, σ2 are injective. Then g
(j)
k,s,t(x) can be written as g(j)k,s,t(x) = xσ1(k,s,t)+(−1)j−1xσ2(k,s,t).

According to the definition of ϕ, one can obtain σ1(k, s, t) = σ2(ϕ(k, s, t)).

(i) Equations (12) and (13) can be directly verified by a simple calculation. Next we show that
for j ∈ [1 : 2] and (a, b) ∈ D \ {(m

2
− 1, p

2
)}, the polynomials {g(j)k,s,t(x) : (k, s, t) ∈ Ya,b \ {(m−

1, a, b)}} are linearly independent over F. For j ∈ [1 : 2], suppose
∑2m−3

i=1 cig
(j)

ϕi(m−1,a,b)
(x) = 0

for some ci ∈ F. Then

0 =

2m−3∑
i=1

cig
(j)
ϕi(m−1,a,b)(x)

=

2m−3∑
i=1

ci(x
σ1(ϕ

i(m−1,a,b)) + (−1)j−1xσ2(ϕ
i(m−1,a,b))

= c1(−1)j−1xσ1(m−1,a,b) +

2m−4∑
i=1

(ci + (−1)j−1ci+1)x
σ1(ϕ

i(m−1,a,b)) + c2m−3x
σ1(ϕ

2m−3(m−1,a,b)),

Since σ1 is injective, monomials in the above equation are different, which implies that these

coefficients are all zero, that is, ci = 0 for all i ∈ [1 : 2m− 3], j ∈ {1, 2}. Hence, for j ∈ [1 : 2],

dimSpan({g(j)k,s,t(x) : (k, s, t) ∈ Ya,b}) = 2m− 3.

(ii) For j ∈ [1 : 2], suppose
∑m−2

i=0 cig
(j)
ϕi(m−1,m2 −1, p2 )

(x) = 0 for some ci ∈ F. Similar to the proof

of (i), we rewrite the above equation as a linear combination of some different monomials, i.e.,

0 =
m−2∑
i=0

cig
(j)

ϕi(m−1,m
2
−1, p

2
)
(x)

=
m−3∑
i=0

(ci + (−1)j−1ci+1)x
σ1(ϕi(m−1,m

2
−1, p

2
)) + (cm−2 + (−1)j−1c0)x

σ1(ϕm−2(m−1,m
2
−1, p

2
)).

Hence, ci = (−1)jci+1 for i ∈ [0 : m − 3] and cm−2 = (−1)jc0. That is, ci = (−1)ijc0 for

all i ∈ [1 : m − 2] and c0 = (−1)(m−1)j = (−1)jc0 since m is even. Then, when j = 2 or

charF = 2, one can find that ci = c0 for all i ∈ [0 : m− 2]. When j = 1 and charF ̸= 2, it has

2c0 = 0, which implies that ci = 0 for all i ∈ [0 : m− 2]. Thus, dimSpan{g(1)k,s,t(x) : (k, s, t) ∈
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Ym
2
−1, p

2
} = m−1−δ2(charF), and dimSpan{g(2)k,s,t(x) : (k, s, t) ∈ Ym

2
−1, p

2
} = m−2. Moreover,

when charF = 2, equation (14) can be obtained by setting c0 = 1.

(iii) For convenience, given a polynomial g(x) =
∑n

i=0 aix
i, denoting Supp(g(x)) = {xi :

ai ̸= 0, i ∈ [0 : n]} the support of g(x). Since chains Ys,t for (s, t) ∈ D∪{(0, 0)} are all disjoint,
one can find that for (s1, t1) ̸= (s2, t2) ∈ D ∪ {(0, 0)}, {Supp(g(j)k,s,t(x)) : (k, s, t) ∈ Ys1,t1} ∩
{Supp(g(j)k,s,t(x)) : (k, s, t) ∈ Ys2,t2} = ∅. Hence, Span(Ωj) =

⊕
(a,b)∈D∪{0,0} Span{g

(j)
k,s,t(x) :

(k, s, t) ∈ Ya,b}. Similar as proof of (i), one can easily check that all polynomials {g(j)k,s,t(x) :

(k, s, t) ∈ Y0,0} are linearly independent over F, so dimSpan({g(j)k,s,t(x) : (k, s, t) ∈ Y0,0}) =

|Y0,0| = (2m− 1)(p− 1). Combining (i) and (ii),

dimSpan(Ω1) = |Y0,0|+ χ(m)χ(p)(m− 1− δ2(charF)) +
∑

(s,t)∈D\{m
2 −1, p2 }

(|Ys,t| − 1)

=
(p− 1)(2m2 −m+ 1) + χ(m)χ(p)(1− 2δ2(charF))

2
,

dimSpan(Ω2) = |Y0,0|+ χ(m)χ(p)(m− 2) +
∑

(s,t)∈D\{m
2 −1, p2 }

|Ỹs,t|

=
(p− 1)(2m2 −m+ 1)− χ(m)χ(p)

2
.

APPENDIX C

PROOF OF LEMMA 9

Proof: Suppose Ω(j) = {xj−1} ∪ {xj−1+t + xj−1−t : t ∈ [1 : j − 1]} and Γ(j) = {βi :

i ∈ [1 : j]} for j ∈ [2 : n]. Then, Ω(n) = Ω and Γ(n) = Γ. Let F (x) = detM(Ω,Γ ∪ {x} \

{βn}). Then, degF (x) = 2n − 2, and the lead coefficient of F (x) is l.c.(F (x)) =
∏n−1

i=1 βi ·

detM(Ω(n−1),Γ(n−1)).

W.L.O.G., we may assume that 0 /∈ {β1, β2, · · · , βn−1}. According to the definition of F (x),

detM(Ω,Γ) = F (βn) and F (β−1
i ) = β

−(2n−2)
i F (βi) = 0 for i ∈ [1 : n−1], that is, x−βi | F (x)

and xβi − 1 | F (x) for i ∈ [1 : n − 1]. Combining with β2
i ̸= 1, then (x − βi)(xβi − 1) =

lcm(x−βi, xβi−1) | F (x). Since β1, β2, · · · , βn−1 are distinct in F, we have gcd((x−β1)(xβ1−

1), · · · , (x− βn)(xβn − 1)) = 1. Then
∏n−1

i=1 (x− βi)(xβi − 1)|F (x), which implies that

F (x) = ℓ(x) ·
n−1∏
i=1

(x− βi)(xβi − 1), (21)
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where ℓ(x) ∈ F[x] is a polynomial. Considering the degree of both sides of equation (21), we

have deg ℓ(x) = 0, i.e., ℓ(x) = ℓ is some non-zero constant in F. Moreover, both sides of

equation (21) have the same lead coefficient, namely,

ℓ · l.c.(
n−1∏
i=1

(x− βi)(xβi − 1)) =
n−1∏
i=1

βi · detM(Ω(n−1),Γ(n−1)),

so ℓ = l.c.(F (x))·
∏n−1

i=1 β−1
i = detM(Ω(n−1),Γ(n−1)). By equation (21), detM(Ω,Γ) = F (βn) =

detM(Ω(n−1),Γ(n−1)) ·
∏n−1

i=1 (βn−βi)(βnβi− 1). By recursively using such equation, it leads to

detM(Ω,Γ) =
∏

1≤i<j≤n(βj − βi)(βjβi − 1).

APPENDIX D

PROOF OF LEMMA 10

Proof: Suppose Ω(j) = {xj+t − xj−t : t ∈ [1 : j]} and Γ(j) = {βi : i ∈ [1 : j]} for

j ∈ [1 : n]. Then Ω(n) = Ω and Γ(n) = Γ. Let G(x) = detM(Ω,Γ ∪ {x} \ {βn}), hence

degG(x) = 2n, l.c.(G(x)) =
∏n−1

i=1 βi · detM(Ω(n−1),Γ(n−1)).

W.L.O.G., we may assume that 0 /∈ {β1, β2, · · · , βn−1}. According to the definition of G(x),

one can easily verify that G(β−1
i ) = β

−(2n−2)
i G(βi) = 0 for 1 ≤ i ≤ n − 1. Hence, for

1 ≤ i ≤ n − 1, x − βi | G(x) and xβi − 1 | G(x). Moreover, when x2 = 1, the last row of

M(Ω,Γ ∪ {x} \ {βn}) is a zero vector, that is, x2 − 1 | G(x). Since βiβj ̸= 1 for 1 ≤ i, j ≤ n

and βi ̸= βj for 1 ≤ i < j ≤ n, gcd(x2 − 1, (x − β1)(xβ1 − 1), · · · , (x − βn)(xβn − 1)) = 1,

which implies that (x2 − 1) ·
∏n−1

i=1 (x− βi)(xβi−)|G(x). Hence

G(x) = ℓ(x) · (x2 − 1) ·
n−1∏
i=1

(x− βi)(xβi − 1), (22)

where ℓ(x) ∈ F[x]. Considering the both sides of equation (22), it has deg ℓ(x) = 0 and ℓ(x) ·

l.c.(
∏n−1

i=1 (x−βi)(xβi−1)) =
∏n−1

i=1 βi·detM(Ω(n−1),Γ(n−1)), that is, ℓ(x) = detM(Ω(n−1),Γ(n−1)).

Then, detM(Ω(n),Γ(n)) = detM(Ω(n−1),Γ(n−1)) · (β2
n − 1) ·

∏n−1
i=1 (βn − βi)(βnβi − 1). By

recursively using such equation, we get detM(Ω,Γ) =
∏n

i=1(β
2
i −1)·

∏
1≤i<j≤n(βj−βi)(βjβi−1).
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