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Abstract— Cell-free massive multiple-input multiple-output
(mMIMO) has recently been proposed to improve cell edge per-
formance. However, most prior works consider perfect hardware
impairments (HIs), which are difficult to be achieved in practical
systems. This paper studies the impact of HI in an uplink cell-free
mMIMO system with both multi-antenna access points (APs) and
multi-antenna user terminals (UTs) under the Weichselberger
channel model.Firstly, we study a two-layer decoding scheme with
local minimum mean-squared error or maximum ratio combining
at the AP side and with optimal large-scale fading decoding
in the central processing unit. We derive novel closed-form SE
expressions and prove that the effect of HI can be mitigated in
the case of UTs with multiple antennas. However, the achievable
SE is constrained by the pilot contamination and pilot overhead.
To this end, the superimposed pilot (SP) transmission method
is considered in this paper, where all the coherence intervals
are used for both pilot and data symbols transmission. Finally,
numerical results verify our derived expressions and reveal the
relationship between HI and the number of antennas per UT
for different pilot schemes. Note that the advantages of SP over
regular pilots disappear when the hardware quality decreases
with multi-antenna UTs.

Index Terms— Cell-free mMIMO, hardware impairments, su-
perimposed pilot, linear combining, spectral efficiency.

I. INTRODUCTION

With the development of wireless communication, cell-
free massive multiple-input multiple-output (mMIMO) has
attracted the interest of many researchers in the past few years
and has been considered a promising wireless architecture for
future communication systems [1]–[5]. In cell-free mMIMO
systems, large numbers of access points (APs) and user ter-
minals (UTs) are distributed randomly in a wide area, and all
UTs are served concurrently by all APs connected to a central
processing unit (CPU) via fronthaul links in the same resource
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block [2]. The distributed topology of cell-free mMIMO
provides a macro-diversity gain, which significantly improves
the spectral efficiency (SE) [2], [3], [6], [7]. Furthermore,
a high degree of freedom can be available for the multi-
antenna UTs that can provide spatial multiplexing [6], [7]. In
addition, the authors proposed a two-layer decoding scheme,
which is considered as a more practical and scalable decoding
scheme [8]–[12]. At the AP side, various linear combining
schemes (e.g., maximum ratio (MR) processing and local
minimum mean-squared error (L-MMSE) combining) are used
for suppressing interference. In the CPU, the large-scale fading
decoding (LSFD) method is used for minimizing mean squared
error in [9] and [10]. From the analytical view, an interesting
novelty is that only statistical channel state information (CSI)
is considered over the fronthaul links.

However, most works consider ideal hardware conditions
at both the transceiver sides. In practice, most of the non-
idealities (e.g., carrier-frequency offset, phase-noise, non-
linearity of analog components, etc.) are considered in [13]–
[15]. Although we can use high-quality hardware or complex
signal processing methods to alleviate issues, these methods
bring huge economic costs and energy consumption [16].
Hence, it is crucial to investigate the realistic cell-free mMIMO
system with impaired-hardware components.

Analyzing the effect of HI on the cell-free mMIMO system
has attracted the attention of many researchers [16]–[19]. In
[16], the authors studied the typical HI model on the cell-free
mMIMO system with single-antenna APs and single-antenna
UTs and provided important insight that the influence of HI
at the AP sides vanished gradually as the increasing number
of APs. Furthermore, they presented a novel max-min power
control algorithm to greatly enhance the performance of cell-
free mMIMO systems. Similarly, reference [17] discussed the
uplink of cell-free mMIMO systems with limited capacity
fronthaul links and HI at both the transmitter and the receiver.
Besides, the authors not only explored the effect of HI on
the achievable SE of the cell-free mMIMO systems with
multi-antenna APs and single-antenna UTs, but also presented
different linear decoding schemes (i.e., LSFD, simple LSFD,
simple centralized decoding, and small cell) in [18]. However,
UTs in 5G networks have already been equipped with multiple
antennas to exploit more spatial degree of freedom. We use
the Weichselberger model for the scenario with multi-antenna
UTs. It is important to investigate the effect of HI in such a
practical deployment scenario and thus motivates our work.
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TABLE I
COMPARISON OF RELEVANT LITERATURE WITH THIS PAPER.

Ref. Multi-antenna
UTs

Joint
correlation HI SP LSFD L-MMSE

processing
Pilot con-
tamination

[9] % % % % ! ! !
[18] % % ! % ! % !
[20] ! ! % % ! ! !
[34] % % % ! % % !
[35] ! % % % % ! %

Proposed ! ! ! ! ! ! !

In addition, acquiring accurate channel state information
(CSI) is particularly significant to detect the received signal
at the APs. The coherence interval is the product of the
coherence time and the coherence bandwidth over which
the channel is relatively stable. In an uplink transmission
phase, each AP performs channel estimation based on the
orthogonal pilot sequences transmitted by the UTs in [20]
and [21]. Only a fraction of the UTs can obtain orthogonal
pilot sequences for channel estimation since the coherence
interval has a constrained scale. However, when the number
of UTs exceeds the number of pilot sequences, there will
be some UTs using the same pilot sequences in a coherence
interval. We also consider the pilot reuse, which degrades the
performance in terms of channel estimation and SE due to the
pilot contamination [22].

To minimize the effect of pilot contamination, researchers
have investigated a variety of methods. In [23], [24], and [25],
the authors exploit data covariance matrices or spatial channel
correlation to design the pilot assignment scheme for reducing
pilot contamination. Especially, the work in [24] indicated
that the system capacity grows along with the increase of
the number of antennas at the BS side when we use the
independent covariance matrices of UTs reusing pilot se-
quences. Meanwhile, pilot assignment schemes have attracted
much attention from many researchers, which allocated pilot
sequences to all the UTs without altering the pilot structure
[2], [22], [26]. In particular, the authors used a greedy pilot
assignment scheme to enhance the minimum SE by renewing
its standard pilot sequences in [2]. In addition, [26] has shown
that the SE can be enhanced when the same pilot sequence
can not be reused by contiguous UT, and [22] proposed a
pilot assignment scheme to maximize the minimum distance
between UTs that reused the same pilots.

However, in all the above-mentioned works, pilot training
and data transmission are done separately in each coherent
block, which is usually considered as regular pilot (RP)
transmission. Reference [27] studied channel estimation and
equalization based on a novelty transmission scheme, in
which pilot sequences are hidden in the symbols. A growing
number of researchers investigated an alternative transmission
strategy, in which the pilot sequences and data signals are
transmitted simultaneously [28]–[30]. We regard this strategy
as superimposed pilot (SP) transmission, which can transmit
pilot sequences in the whole coherence interval and mitigate
pilot contamination by decreasing the possibility of pilot-
reusing [31], [32]. SP transmission was considered for the

uplink massive MIMO network [15], [33]. The authors derived
the achievable closed-form SE and energy efficiency (EE)
expressions with SP and indicated that SP has a comparable
SE and EE to RP in a practical scenario [33]. Reference [34]
studied the advantages of SP over RP in the cell-free mMIMO
system. All the above works proved that the SP transmission
method can achieve a higher achievable SE than RP. In
addition, for multi-antenna UTs, it is better to transmit more
orthogonal pilot sequences to reduce the influence of pilot
contamination. Therefore, we consider the SP transmission
scheme in the uplink cell-free mMIMO system with multi-
antenna UTs.

Inspired by our observations from previous work, we in-
vestigate a hardware-impaired cell-free mMIMO system with
multi-antenna APs and multi-antenna UTs and compare the
system performance of two pilot transmission schemes (i.e.,
RP and SP). The comparisons of relevant literature with this
paper are summarized in Table I. The primary contributions
of our paper are as follows.

• We consider a cell-free mMIMO system with multi-
antenna UTs in the presence of HI. We also investigate
whether the effect of HI can be remitted in an uplink
cell-free mMIMO system with multi-antenna UTs and
whether the effect of HI at multi-antenna UTs is more
than the one at multi-antenna APs. Results indicate that
the achievable SE is affected obviously by the hardware
imperfections at the multi-antenna UTs. It is recom-
mended to implement low-quality hardware at the APs
instead of UTs in the practical deployment.

• We use the SP transmission method for reducing pilot
contamination in the case of multi-antenna UTs. Then we
investigate the performance of SP in an uplink cell-free
mMIMO system with multi-antenna UTs and compare the
performance with RP. Results verify that SP outperforms
RP in terms of the achievable SE without considering HI,
and RP achieves higher performance gain when severe HI
is considered. Therefore, it is not necessary to apply SP
transmission in the scenario with severe HI.

• We analyze a two-layer decoding scheme first with L-
MMSE or MR combining at the AP side and then with
LSFD in the CPU (so-called Level 3 in [9]) for the
scenario of multi-antenna UTs. This two-layer decoding
scheme can minimize the mean squared error of the
decoding signal and maximize the achievable SE. Be-
sides, we derive novel closed-form SE expressions and
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show that this two-layer decoding scheme with L-MMSE
combining can maximize the achievable SE with HI in
the presence of SP or RP.

The remainder of this paper is structured in the following
order. In Section II, we consider a typical HI model for an
uplink cell-free mMIMO system with multiple antennas at
UTs and investigate different transmission periods with SP
and RP, which include the pilot training, channel estimation,
and uplink data transmission. In Section III, we derive the
achievable SE with L-MMSE combining and novel closed-
form SE expressions with MR combining receiver filters in
different pilot transmission schemes. Then, Section IV exhibits
numerical results. Finally, Section V gives a summary of this
paper and a direction for future work.

Notation: Boldface lowercase letters a and boldface upper-
case letters A represent column vectors and matrices. We use
(A)

∗, (A)
T and (A)

H to represent conjugate, transpose, and
conjugate transpose, respectively. We use ≜ for definitions
and E {·} for the expectation operator. The determinant of a
matrix is represented by |·|. vec (A) is obtained by stacking
of columns of matrix A. The Kronecker products and the
Hadamard products are indicated by ⊗ and ⊙. x ∼ NC (0,R)
denotes the circularly symmetric complex Gaussian distribu-
tion with zero mean and correlation matrix R. [A]n is the n-th
column of A.

II. SYSTEM MODEL

In this paper, we consider a hardware-constrained cell-free
mMIMO system consisting of M APs and K UTs randomly
distributed in a large coverage area. Each AP is equipped with
L antennas and each user has N antennas. In addition, all
APs are connected to a CPU via fronthaul links, as shown in
Fig.1. The channel between AP m and UT k is expressed by
Hmk ∈ CL×N which is a standard block fading model with
τc time-frequency blocks. During the uplink transmission, the
transmitted signal can be a pilot symbol or data symbol, or
a combination of the pilot symbol and data symbol within
a coherent interval. Therefore, we consider the two pilot
transmission schemes, i.e., RP and SP in Fig.2. For the RP
transmission, we use τp channel uses for the pilot training
and τu = τc − τp channel uses for the data transmission,
respectively. However, for the SP transmission, we use τc
channel uses for the transmission of the pilot symbol and
data symbol simultaneously. In this section, we describe the
channel model, and when HI occurs, we further discuss the
uplink transmission schemes with RP and SP.

A. The Weichselberger Rayleigh Channel Model

We consider the uplink channel based on the Weichselberger
Rayleigh channel model [36], which is described as [20], [37]:

Hmk = Umk,r

(
W̃mk ⊙Gmk,iid

)
UH

mk,t, (1)

where Gmk,iid ∈ CL×N is an independent and identically
distributed NC (0, 1) random variable, Umk,r ∈ CL×L and
Umk,t ∈ CN×N represent the eigenvector matrices of the
receiver and transmitter side correlation matrices Rmk,r ≜

Hmk

AP m

UE k

Fig. 1. Illustration of a cell-free mMIMO system.

:pilot transmission :data transmission

RP:

SP:

:pilot + data transmission

Fig. 2. Transmission protocol with RP and SP methods

E[HmkH
H
mk] ∈ CL×L and Rmk,t ≜ E[HT

mkH
∗
mk] ∈ CN×N ,

respectively. Besides, W̃mk is the square root of each ele-
ment of the spatially coupled matrix Wmk which indicates
the spatial arrangement of scattering objects, and the (l, i)-
th element [Wmk]li denoting the average amount of power
coupling from umk,r,l to umk,t,i. Furthermore, Hmk can be
reshaped as Hmk = [hmk,1; · · · ;hmk,L], where hmk,l is
the channel vector between UT k and l-th antenna of AP
m. The channel hmk = vec(Hmk) and correlation matrix
Rmk ≜ E[hmkh

H
mk] ∈ CLN×LN is written as [38]:

Rmk=
(
U∗

mk,t⊗Umk,r

)
diag(vec(Wmk))

(
U∗

mk,t⊗Umk,r

)H
.

(2)
Remark 1: The Weichselberger model is suitable for the

scenario with multi-antenna UEs, which not only considers
the correlation features at both the AP-side and UE-side but
models the joint correlation dependence between each AP-UE
pair. I.I.D. Rayleigh fading channel is widely considered in
previous articles. The channel model in Eq. (1) reduces to the
uncorrelated Rayleigh fading channel when Wmk is given by

Wmk = βmk1L×N . (3)

Then, Eq. (1) will reduce to Hmk =
√
βmkHmk,iid, and the

results can also be easily derived. The Weichselberger model
is more similar to the channel in actual deployment.

B. Hardware Impairments

In the ideal case, the transmitter sends a signal to the
receiver through the channel, and the signal is only damaged
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by noise and channel fading [25]. Most existing works on cell-
free mMIMO systems consider ideal transceiver hardware [8]–
[10]. However, in practical scenarios, APs and UTs may suffer
from low-quality hardware components (such as amplifiers and
converters), resulting in signal distortion [13]–[15]. Different
hardware distortion has different impacts on the system per-
formance, and hardware imperfections are inevitable, whereas
the extent of the impairments depends on hardware quality
which has different costs or power consumption.

In this article, we use the basic model of HI. The distorted
signal y is modeled by

y =
√
κx+ η, (4)

which denotes the input signal x to the hardware-impaired
device. Meanwhile, the term κ ∈ [0, 1] represents the hardware
quality coefficient, where 0 and 1 represent useless and perfect
hardware components, respectively. The additive distortion
term η is independent of the input signal x, which also can
be regarded as a kind of noise.

The transceiver HI can be represented by independent
additive distortion noise at both the APs and UTs, which has
been proved by extensive experiments in previous works [25].
Therefore, we analyze how these impairments affect SE for
uplink transmission schemes with different pilot schemes in
the following sections.

C. Uplink Transmission With RP

1) Channel Estimation: In this stage, all UTs transmit
orthogonal pilot signals to the APs. Each AP will estimate
the channels to all users by the uplink pilot signals. In each
coherence interval, the length of the pilot training phase is τp.
We use N orthogonal pilot sequences to form a matrix, which
satisfies

ΦH
l Φk =

{
τpIN , if l = k

0. if l ̸= k
(5)

where τp ≥ KN denotes that each UT can be assigned to a
distinctive pilot matrix. But, the most case is τp ≤ KN so
that some UTs reuse the same pilot matrix (e.g., the k-th pilot
matrix is reused by the UT set denoted by Pk ⊂ {1, ...,K}).

Since we consider HI in such a system, the columns
of the transmitter distortion matrix JUT

k ∈ CN×τp

follow independent circularly symmetric complex
Gaussian distribution as ηUT

k ∼ NC (0N , (1− κt) pkIN ).
For the receiver distortion matrix PAP

m ∈ CL×τp ,
its columns follow independent complex Gaussian
distribution as ηAP

m ∼ NC
(
0L,Dm,{h}

)
, where

Dm,{h}
∆
= (1− κr)

K∑
l=1

pldiag
(
hml,1h

H
ml,1, · · · ,hml,Lh

H
ml,L

)
.

Then, the received signal Yp
m ∈ CL×τp at AP m is

Yp
m=

√
κr

K∑
l=1

Hml

(√
p̂lκtΩ

1
2

l Φ
H
l +JUT

l

)
+PAP

m +Nm, (6)

where p̂l is the pilot transmit power of UT l, Ωl =
diag {ηpl1, . . . , η

p
lN} is the power allocation matrix with 0 ≤

ηpln ≤ 1 being the power allocation factor of the n-th antenna
of UT l during the pilot transmission phase. In addition,

Nm ∈ CL×τp is receiver noise whose elements are i.i.d.
as NC(0, σ

2). To estimate channel accurately, we use the
projection of Yp

m onto Φk/
√
τp as

Yp
mk ≜

Yp
mΦk√
τp

=

√
κr

τp

K∑
l=1

Hml

(√
p̂lκtΩ

1
2

l Φ
H
l + JUT

l

)
Φk

+
PAP

m Φk√
τp

+
NmΦk√

τp
,

(7)
where EUT

l ≜ JUT
l Φk√

τp
, FAP

m ≜ PAP
m Φk√

τp
and Qm ≜ NmΦk√

τp
.

By making simplified process for Yp
mk, we derive

yp
mk=vec (Yp

mk)=
√
κrκtτp

∑
l∈Pk

√
p̂l

(
Ω

1
2

l ⊗ IL

)
hml

+
√
κr

K∑
l=1

(
EUT

l ⊗IL
)
hml+vec

(
FAP

m

)
+vec (Qm) ,

(8)

where Ω̃
1
2

l ≜ Ω
1
2

l ⊗ IL, eUT
l ≜ EUT

l ⊗ IL, fAP
m = vec

(
FAP

m

)
and qm = vec (Qm). With reference to estimation theory, the
minimum mean-square error (MMSE) estimate of hmk is

ĥmk = vec
(
Ĥmk

)
=
√

κrκtτpp̂kΩ̃
1
2

l RmkΨ
−1
mky

p
mk, (9)

where

Ψmk=E
{
yp
mk (y

p
mk)

H
}
=κrκtτp

∑
l∈Pk

p̂lΩ̃
1
2

l RmlΩ̃
1
2

l

+κr

K∑
l=1

eUT
l Rml

(
eUT
l

)H
+fAP

m

(
fAP
m

)H
+σ2ILN .

(10)

The channel estimation ĥmk and estimation error h̃mk =

vec
(
H̃mk

)
follow independent circularly symmetric complex

Gaussian distribution NC

(
0, R̂mk

)
and NC (0,Cmk), where

R̂mk ≜ κrκtτpp̂kΩ̃
1
2

kRmkΨ
−1
mkRmkΩ̃

1
2

k , (11)

Cmk = Rmk − R̂mk. (12)

2) Data Transmission: AP m receives a complex baseband
signal which is expressed by

ym =
√
κr

K∑
l=1

Hml

(√
κtsl + ηUT

l

)
+ ηAP

m + nm. (13)

The UT k transmits signal sk = [sk,1, · · · , sk,N ]
T which also

can be represented as sk =
√
pkP

1
2

k xk, xk is the transmitted
data symbol of UT k, Pk = diag {ηuk1, . . . , ηukN} is the power
allocation matrix with 0 ≤ ηukn ≤ 1 being the power control
coefficient of the n-th antenna of UT k during the uplink data
transmission phase, respectively. The transmitted signal power
from UT k is pk, and nm ∼ NC(0, σ

2IL).

D. Uplink Transmission With SP

In the case of SP, we estimate CSI in the whole coherence
interval τc. To acquire high-quality CSI, we can use the
standard MMSE technique which is advocated to construct
the receiver filters. In contrast to RP, the transmitter
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Ψmk = E
{
ySP
mk

(
ySP
mk

)H}
= κrκtτc

∑
l∈Pk

p̂lΩ̃
1
2

l RmlΩ̃
1
2

l + κrκt

K∑
l=1

plex
UT
l Rml

(
exUT

l

)H
+ κr

K∑
l=1

eSP
l,τpRml

(
eSP
l,τp

)H
+ κr

K∑
l=1

eSP
l,τuRml

(
eSP
l,τu

)H
+ fSP

m

(
fSP
m

)H
+ σ2ILN .

(14)

YSP
mk ≜

YSP
m Φk√
τc

=
√
κrκtτc

∑
l∈Pk

√
p̂lHmlΩ

1
2

l +

√
κrκt

τc

K∑
l=1

√
plHmlP

1
2

l x
H
l Φk +

√
κr

τc

K∑
l=1

HmlJ
SP
l,τpΦk

+

√
κr

τc

K∑
l=1

HmlJ
SP
l,τuΦk +

PSP
m Φk√
τc

+
Np

mΦk√
τc

,

(15)

distortions include the pilot sequence and data symbols of
UT k. For a fraction of the pilot sequence, the transmitter
distortion matrix is JSP

k,τp
∈ CN×τp , whose columns are

independently distributed as ηUT
k,τp

∼ NC (0N , (1− κt) p̂kΩk).
Similarly, for the data symbols, the transmitter distortion
matrix is JSP

k,τu
∈ CN×τp , whose columns follow

independent circularly symmetric complex Gaussian
distribution as ηUT

k,τu
∼ NC (0N , (1− κt) pkPk).

For the receiver distortion matrix PSP
m ∈ CL×τp ,

whose columns follow independent complex Gaussian
distribution as ηSP

m ∼ NC
(
0L,Dm,{h}

)
, where Dm,{h} ≜

(1− κr)
∑K

l=1 (pl + p̂l) diag
(
hH
ml,1hml,1, · · · ,hH

ml,Lhml,L

)
.

In the case of SPs, all UTs transmit the combination of
pilots and data symbols over the whole coherence block τc.
Thus the received signal at AP m is given by

YSP
m =

√
κr

K∑
l=1

Hml

(√
p̂lκtΩ

1
2

l Φ
H
l +

√
plκtP

1
2

l x
H
l

+JSP
l,τp + JSP

l,τu

)
+PSP

m +Np
m.

(16)

In particular, to obtain accurate channel estimation, AP
m firstly multiplies YSP

m with Φk/
√
τp to de-spread the

received signal, which equals to Eq. (15) (see top of the

page), where EXUT
l ≜

P
1
2
l xH

l Φk√
τc

,ESP
l,τp

≜
JSP
l,τp

Φk
√
τc

,ESP
l,τu

≜
JSP
l,τu

Φk√
τc

,FSP
m ≜ PSP

m Φk√
τc

and Qm ≜ Np
mΦk√
τc

. By simplifying
the processing procedure for YSP

mk , we can have

ySP
mk=vec

(
YSP

mk

)
=
√
κrκtτc

∑
l∈Pk

√
p̂l

(
Ω

1
2

l ⊗ IL

)
hml

+
√
κrκt

K∑
l=1

√
pl

(
EXUT

l ⊗IL

)
hml+

√
κr

K∑
l=1

(
ESP

l,τp⊗IL

)
hml

+
√
κr

K∑
l=1

(
ESP

l,τu⊗IL
)
hml+vec (Qm) ,

(20)
where Ω̃

1
2

l ≜ Ω
1
2

l ⊗ IL, ex
UT
l ≜ EXUT

l ⊗ IL, e
SP
l,τp

≜ ESP
l,τp

⊗
IL, e

SP
l,τu

≜ ESP
l,τu

⊗ IL, f
SP
m = vec

(
FSP

m

)
,qm = vec (Qm).

Then,

ySP
mk=

√
κrκtτc

∑
l∈Pk

√
p̂lΩ̃

1
2

l hml+
√
κrκt

K∑
l=1

√
plex

UT
l hml

+
√
κr

K∑
l=1

eSP
l,τphml+

√
κr

K∑
l=1

eSP
l,τuhml+fSP

m +qm.

(21)
The SP-based MMSE channel estimation is given by

ĥmk = vec
(
Ĥmk

)
=
√
κrκtτcp̂kΩ̃

1
2

kRmkΨ
−1
mky

SP
mk, (22)

where Ψmk as Eq. (14) (see top of the page).
In addition, the channel estimation ĥmk and the correspond-

ing estimation error h̃mk = vec
(
H̃mk

)
respectively follow

the distribution NC

(
0, R̂mk

)
and NC (0,Cmk), with R̂mk ≜

κrκtτcp̂kΩ̃
1
2

kRmkΨ
−1
mkRmkΩ̃

1
2

k and Cmk = Rmk − R̂mk.

III. UPLINK ACHIEVABLE SE

In this section, we derive the achievable SE expressions
for the two pilot transmission methods, i.e., RP and SP,
and analyze a two-layer decoding scheme in that the local
combining (i.e., L-MMSE combining or MR combining) is
used at the AP side and the LSFD is used in the CPU for
different pilot transmission schemes [9].

A. Achievable SE With RP

We assume that linear signal combining is used at the AP.
Firstly, AP m selects the optimal linear receive combining
matrix Vmk ∈ CL×N . Then, the local estimate of sk obtained
by

s̃mk=VH
mkym=

√
κrκtV

H
mkHmksk+

√
κr

K∑
l=1

VH
mkHmlη

UT
l

+
√
κrκt

K∑
l=1,l ̸=k

VH
mkHmlsl+VH

mkη
AP
m +VH

mknm.

(23)
In [9], we find that Vmk is related to local estimation Ĥmk.
One possible choice is MR combining Vmk = Ĥmk that can
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ŝk =

M∑
m=1

AH
mks̃mk =

√
κrκt

M∑
m=1

AH
mkV

H
mkHmksk +

√
κrκt

M∑
m=1

K∑
l=1,l ̸=k

AH
mkV

H
mkHmlsl

+
√
κr

M∑
m=1

K∑
l=1

AH
mkV

H
mkHmlη

UT
l +

M∑
m=1

AH
mkV

H
mkη

AP
m +

M∑
m=1

AH
mkV

H
mknm,

(17)

Dk =
√
κrκtpkA

H
k E {Gkk}P

1
2

k

Σk = κr

K∑
l=1

plA
H
k E

{
GklPlG

H
kl

}
Ak −DkD

H
k +AH

k FkAk +AH
k SkAk

Fk ≜ diag
(
E
{
VH

1kD1,{h}V1k

}
; · · · ;E

{
VH

MkDM,{h}VMk

}) (18)

SEk =

(
1− τp

τc

)
log2

∣∣∣∣∣IN + κrκtpkE
{
GH

kk

}(
κr

K∑
l=1

plE
{
GklPlG

H
kl

}
− κrκtpkE {Gkk}PkE

{
GH

kk

}
+Fk + σ2Sk

)−1

E {Gkk} Pk

∣∣∣∣∣ .
(19)

obtain closed-form expression, and another one is L-MMSE
combining matrix denoted as

Vmk = κrκtpk

(
κr

K∑
l=1

pl

(
ĤmlPlĤ

H
ml +C′

ml

)
+Dm,{h} + σ2IL

)−1
ĤmkPk.

(24)

Proof: The proof is presented in Appendix A.
Then, the local estimates {s̃mk : m = 1, · · · ,M} are sent

to the CPU that uses LSFD coefficient matrix Amk to obtain
ŝk as as Eq. (34) (see top of the top page). We simplify the
process by defining Ak ≜ [A1k; · · · ;AMk] ∈ CMN×N and
Gkl ≜

[
VH

1kH1l; · · · ;VH
MkHMl

]
∈ CMN×N .

Finally, we can compute an uplink achievable SE of UT k
for RP as the following corollary.

Corollary 1: For RP with MMSE-SIC detectors, an uplink
achievable SE of UT k is

SEk =

(
1− τp

τc

)
log2

∣∣IN +DH
k Σ−1

k Dk

∣∣ , (27)

where Dk and Σk are shown as Eq. (18) (see top of the
page) and Sk ≜ diag

(
E
{
VH

1kV1k

}
; · · · ;E

{
VH

MkVMk

})
.

Proof: The proof is similar to that of [39] obeying the rules
of matrix derivation, and hence we omit the proof procedure.

Note that there is a pre-log factor in Eq. (27) due to only
τc − τp coherence interval used to transmit data symbols in
the case of RP. We utilize L-MMSE combining matrix Vmk

in Eq. (24) and LSFD coefficient matrix Ak to calculate the
SE by using the method of Monte-Carlo. The complex LSFD
coefficient matrix Ak can be designed by the CPU via the use
of channel statistics as the following theorem.

Theorem 1: The uplink achievable SE of UT k is maxi-

mized by the complex LSFD coefficient matrix Ak as

Ak = κrκtpk

(
κr

K∑
l=1

plE
{
GklPlG

H
kl

}
+Fk + σ2Sk

)−1 E {Gkk}Pk,

(28)

which results in the maximum SE as Eq. (19) (see top of the
page).

Proof: The proof is similar to that in Appendix A, and
we omit the proof procedure.

Note that Ak can be optimized by the CPU in Eq. (28)
which can maximize the uplink achievable SE in Eq. (19). If
we adopt MR combining Vmk = Ĥmk at the AP side, we can
obtain the closed-form SE expression as follows.

Theorem 2: The uplink achievable SE of UT k for MR
combining Vmk = Ĥmk can be computed in closed-form as

SEk =

(
1− τp

τc

)
log2

∣∣IN +DH
k Σ−1

k Dk

∣∣ , (29)

where Dk =
√
κrκtpkA

H
k TkP

1
2

k and

Σk = AH
k

(
κr

K∑
l=1

plZkl,(1) + κr

∑
l∈Pk

plZkl,(2)

)
Ak

−DkD
H
k +AH

k FkAk + σ2AH
k SkAk,

(30)

with Tk = [T1k; · · · ;TMk] ∈ CMN×N and

Sk ≜ diag
(
E
{
ĤH

mkV1k

}
; · · · ;E

{
ĤH

mkVMk

})
= diag (T1k; · · · ;TMk) ,

(31)

with the (n, n′)-th element of Tmk ∈ CN×N be-
ing [Tmk]nn′ = E

{
ĥH
mk,nĥmk,n′

}
= tr

(
R̂n′n

mk

)
. More-

over, Zkl,(1) = diag
([

Γ
(1)
1kl, · · · ,Γ

(1)
Mkl

])
with the (n, n′)-

th element of Γ
(1)
mkl ∈ CN×N being

[
Γ
(1)
mkl

]
nn′

=
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E
{
ĥH
mk,nhml,ih

H
ml,iĥmk,n′

}
= κrκtτppk tr

(
Rii

mlK
n′n
mkl,(1)

)
+ κ2

rκ
2
t τ

2
ppkpl

∑N
z1=1

∑N
z3=1 tr

(
K̃z1n

mkl,(2)R̃
iz1
ml

)
tr
(
K̃n′z3

mkl,(2)R̃
z3i
ml

)
+κ2

rκ
2
t τ

2
ppkpl

∑N
z1=1

∑N
z2=1 tr

(
K̃z1n

mkl,(2)R̃
iz2
ml R̃

z2i
ml K̃

n′z1
mkl,(2)

)
+ κ2

rκtτppk
∑N

z1=1

∑N
z2=1 tr

(
K̃z1n

mkl,(3)R̃
iz2
ml R̃

z2i
ml K̃

n′z1
mkl,(3)

)
+κ2

rκtτppk
∑N

z1=1

∑N
z3=1 tr

(
K̃z1n

mkl,(3)R̃
iz1
ml

)
tr
(
K̃n′z3

mkl,(3)R̃
z3i
ml

)
,

(25)

Kmkl,(1) = E
{
Smkx

p
mk (Smkx

p
mk)

H
}
,Kmkl,(2) = E

{
SmkΩ̃

1
2

l hml

(
SmkΩ̃

1
2

l hml

)H}
= SmkΩ̃

1
2

l RmlΩ̃
1
2

l S
H
mk,

Kmkl,(3) = E
{
Smke

UT
l hml

(
Smke

UT
l hml

)H}
= Smke

UT
l Rml

(
eUT
l

)H
SH
mk.

(26)

Vmk = κrκt

(
κr

K∑
l=1

pl

(
ĤmlPlĤ

H
ml +C′

ml

)
+Dm,{h} + κr

K∑
l=1

p̂l

(
ĤmlΩlĤ

H
ml + H̃mlΩlH̃

H
ml

)
+σ2IL

)−1
(
pkĤmkPk + p̂kĤmkΩk

)
.

(32)

s̃mk = VH
mky

SP
mj =

√
κrκt

K∑
l=1

√
plV

H
mkHmlP

1
2

l

[
xH
l

]
j

√
κrκt

K∑
l=1

√
p̂lV

H
mkHmlΩ

1
2

l

[
ΦH

l

]
j
+VH

mkη
SP
m

+
√
κr

K∑
l=1

VH
mkHmlη

SP
l,τu

+
√
κr

K∑
l=1

VH
mkHmlη

SP
l,τp

+VH
mknm.

(33)

∑N
i=1 ηli tr

(
Rii

mkR̂
n′n
mk

)
and

Zkl,(2) =

{
Γ
(2)
1kl, m = M

ΠmklPlΠM2lk, m ̸= M
(36)

where the (n, n′)-th element of Πmkl ∈ CN×N and Πm′kl ∈
CN×N is [Πmkl]nn′ = tr

(
Υn′n

mkl

)
and [Πm′lk]nn′ =

tr
(
Υn′n

m′lk

)
respectively, Υmkl ≜ E

{
ĥmlĥ

H
mk

}
=

√
p̂kp̂lκrκtτcΩ̃

1
2

l RmlΨ
−1
mkRmkΩ̃

1
2

k , Υm′lk ≜

E
{
ĥm′kĥ

H
m′l

}
=

√
p̂kp̂lκrκtτcΩ̃

1
2

kRm′kΨ
−1
m′kRm′lΩ̃

1
2

l ,[
Γ
(1)
mkl

]
nn′

=
∑N

i=1 ηli tr
(
Rii

mkR̂
n′n
mk

)
, and

[
Γ
(2)
mkl

]
nn′

=∑N
i=1 ηliE

{
ĥH
mk,nhml,i hH

ml,iĥmk,n′

}
, the result of

E
{
ĥH
mk,nhml,ih

H
ml,iĥmk,n′

}
is shown in Eq. (25) and (26)

(see top of the previous page). Besides, R̃iz
ml, K̃

nz
mk,(2) and

K̃nz
mkl,(3) are the submatrix of R

1
2

ml,K
1
2

mkl,(2) and K
1
2

mkl,(3).
Proof: The proof is presented in Appendix B.

Remark 2: The closed-form expression in (29) is gen-
eralized and concludes many specific situations which are
discussed in Appendix B. This processing scheme has been
extensively studied in existing work on massive MIMO with
multi-antenna UTs but only considered idealistic hardware
situations.

B. Achievable SE With SP
We combine the jth column of ySP

m with Vmk

(∀j ∈ {1, · · · , τc}), and obtain an estimation of the data
symbol j transmitted by UT k as Eq. (33).

For any combining matrix, AP m uses its local estimate
Ĥmk to design Vmk. Furthermore, the L-MMSE combining
matrix is shown in Eq. (32).

Then, we use LSFD in the CPU. The local estimates
{s̃mk : m = 1, · · · ,M} are weighted by the LSFD coefficient
matrix as Eq. (34).

Then, the achievable SE of UT k can be expressed as
follows.

Corollary 2: The achievable SE of UT k for SP by using
MMSE-SIC detectors is

SEk = log2
∣∣IN +DH

k Σ−1
k Dk

∣∣ , (37)

where Dk =
√
κrκtpkA

H
k E {Gkk}P

1
2

k and

Σk = κr

K∑
l=1

plA
H
k E

{
GklPlG

H
kl

}
Ak −DkD

H
k

+ κr

K∑
l=1

p̂lA
H
k E

{
GklΩlG

H
kl

}
Ak +AH

k FkAk +AH
k SkAk

Proof: The proof is similar to the one obeying the rules
of matrix derivation in [39], and hence we omit the proof
procedure.

Note that there is no pre-log factor in Eq. (35) since the
whole interval is used to transmit data symbols in the case
of SP. However, the term Σk for SP increases the complexity
of the SE expression due to the correlation between channel
estimates and data symbols and accounts for the interference
caused by the pilot and data symbols received from other UTs
plus noise. In a similar way, the CPU only knows the channel
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ŝk =

M∑
m=1

AH
mks̃mk =

√
κrκtpk

M∑
m=1

AH
mkV

H
mkHmkP

1
2

k

[
xH
k

]
j
+
√
κrκt

M∑
m=1

K∑
l=1,l ̸=k

√
plA

H
mkV

H
mkHmlP

1
2

l

[
xH
l

]
j

+
√
κrκt

M∑
m=1

K∑
l=1

√
p̂lA

H
mkV

H
mkHmlΩ

1
2

l

[
ΦH

l

]
j
+

√
κr

M∑
m=1

K∑
l=1

AH
mkV

H
mkHmlη

SP
l,τp +

√
κr

M∑
m=1

K∑
l=1

AH
mkV

H
mkHmlη

SP
l,τu

+
√
κr

M∑
m=1

AH
mkV

H
mkη

sp
m +

M∑
m=1

AH
mkV

H
mknm.

(34)

SEk = log2

∣∣∣∣∣IN + κrκtpkE
{
GH

kk

}(
κr

K∑
l=1

plE
{
GklPlG

H
kl

}
− κrκtpkE {Gkk}PkE

{
GH

kk

}
+κr

K∑
l=1

p̂lE
{
GklΩlG

H
kl

}
+ Fk + σ2Sk

)−1

E {Gkk} Pk

∣∣∣∣∣ .
(35)

statistic information, therefore, the complex LSFD coefficient
matrix designed by the CPU for SP in Eq. (38) can also
maximize the achievable rate of UT k as follows.

Theorem 3: The achievable SE of UT k for SP is maxi-
mized by using combing matrix Ak as

Ak=κrκt

(
κr

K∑
l=1

plE
{
GklPlG

H
kl

}
+κr

K∑
l=1

p̂lE
{
GklΩlG

H
kl

}
+Fk + σ2Sk

)−1
(pkE {Gkk}Pk + p̂kE {Gkk}Ωk)

(38)
which results in the maximum SE as Eq. (35).

Proof: The proof is similar to that of Appendix A and
we hence omit the proof procedure.

Remark 3: L-MMSE combining is designed to maximize
the SE at APs by using the local CSI, which can be adopted in
RP and SP transmission. All the achievable SE expressions for
RP and SP can be calculated by Monte Carlo methods. With
regard to MR combining, we can not derive a closed-form
expression of the achievable SE for SP due to the analytical
intractability of the inverse matrix that contains the desired
information and interference.

IV. NUMERICAL RESULTS

In this section, we quantitatively study the performance of
hardware-impaired cell-free mMIMO with multi-antenna UTs
over RP and SP. We consider that the L APs and K UTs are
independently and randomly scattered within a square area
of size 1 × 1 km. We expect that the APs can be deployed
in environments with high user loads. The large-scale fading
model contains path loss and shadow fading, and the large-
scale fading coefficient is described by the COST 321 Walfish-
Ikegami model as [40]:

βmk[dB] = −34.53− 38 log10 (dmk/1 m) + Fmk, (39)

where dmk is the distance between AP m and UT k and Fmk

represents the shadow fading. We assume the shadow fading
with Fmk =

√
δfam +

√
1− δfbk, where am and bk satisfy

the random distribution N
(
0, δ2sf

)
and N

(
0, δ2sf

)
respectively

and δf is the shadow fading parameter. In all simulations, the
important parameter settings are summarized in Table II, and
other parameters are the same as those in [40].

TABLE II
SYSTEM PARAMETERS FOR THE SIMULATION.

Parameter Value

System bandwidth 20MHz
AP antenna height 12.65m
UT antenna heigh 1.65m

Receiver noise power −94 dBm
δf 0.5
δsf 8dB

Each coherence block contains τc = 200 samples. We set
the length of pilot sequences τp with RP, which can form
τp/N pilot matrix, so the pilot matrix of the first τp/N UTs is
allocated randomly, and other UTs pick their pilot matrix that
achieves the weakest interference to UTs in the current pilot
set. The parameters pk and p̂k describe the transmit power of
data and pilot symbols for UT k. Moreover, we define p =
200mW as the total transmission energy per symbol, such that
pk = p̂k = p with RP and pk + p̂k = p with SP.

We first compare the effects of HI for different combining
schemes on cell-free mMIMO systems with multi-antenna
UTs. Fig. 3 shows the cumulative distribution function (CDF)
for the SE per UT over MR and L-MMSE combining when
M = 40, K = 10, L = 4, N = 4, and HI coefficient factor
κt = κr = 0.997. It can be clearly shown that L-MMSE
combining is superior to MR combining since L-MMSE com-
bining can make full use of all the antennas at AP to suppress
interference. Furthermore, for MR combining, markers ”◦”
formed by analytical results in (29) match perfectly with the
Monte-Carlo simulation, which verifies our derived closed-
form SE expressions.

Fig. 4 shows the CDF of the uplink average SE with differ-
ent hardware quality factors in the transmitter and receiver. We
can notice obviously that the parameters κr and κt have a dif-
ferent influence on the uplink average SE. For instance, at the
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Fig. 3. CDF of the uplink SE with L-MMSE combining and MR combining
over RP when M = 40, K = 10, L = 4, and N = 4.
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Fig. 4. CDF of the uplink average SE with L-MMSE combining for different
values of κt and κr over RP when M = 40, K = 10, L = 4, and N = 4.

90% likely SE points (i.e., the vertical axis is 0.1), the uplink
average SE reduces by 18.07% when only κr decreases from
1 to 0.9. However, only κt reducing from 1 to 0.9 can cause a
31.69% average SE loss, which is close to the average SE loss
for the case of κr = κt = 0.9. The achievable SE is affected
obviously by the hardware imperfections at the multi-antenna
UTs. To approach a better trade-off between performance and
hardware costs, it is recommended to implement low-quality
hardware at the APs instead of UTs.

Then, we explore the influence of the number of antennas
per UT over HI. Fig. 5 plots the CDF of the uplink average SE
for a different number of antennas N per UT over L-MMSE
combining and MR combining when M = 40, K = 20, and
L = 4. We can observe that the average SE increases linearly
with the number of antennas per UT for MR combining,
therefore, we can reduce the effects of HI by adding more
antennas per UT. However, when using L-MMSE combining,
the average SE of per-UT antennas N = 2 is close to that of
per-UT antennas N = 4. From the results, we can observe that
increasing the number of antennas per UT may not provide
an improvement in SE. Thus, we can obtain the conclusion
that the effects of HI can be alleviated for cell-free mMIMO
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(a) L-MMSE combining
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(b) MR combining

Fig. 5. CDF of the uplink average SE for different number of antennas N per
UT with L-MMSE combining and MR combining over RP when M = 40,
K = 20, L = 4, and κt = κr = 0.997.

systems with multiple antenna UTs and N = 2 is the optimal
number of antennas per UT when considering the cost and
performance improvement.

Fig. 6 shows the CDF of the achievable average SE against
the number of antennas per UE N , for the same total number
of UTs’ antennas (i.e., KN = 40). We notice that the
achievable average SE benefits from additional UE antennas in
the case of the same total number of UTs’ antennas. Compared
with K = 40 and N = 1, the achievable average SE with
K = 10 and N = 4 for L-MMSE combining and MR
combining can achieve improvement greatly.

Next, we focus on the SE performance for different numbers
of antennas N at the UT side over SP. The CDF as a function
of the sum SE with MR combining and L-MMSE combining
over SP against different antennas is shown in Fig. 7. We
can find that all sum-SEs monotonously increase with N , and
the performance gap between L-MMSE combining and MR
combining undoubtedly become larger with the increase of
N .

Fig. 8 compares the SE of SP and RP in the uplink cell-free
mMIMO system when M = 40, K = 20, L = 5, and N = 4.
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Fig. 6. CDF of the uplink average SE for the same total number of UTs’
antennas with L-MMSE combining and MR combining over RP when M =
40, L = 4, KN = 40, and κt = κr = 0.997.

The figure plots the CDF as a function of the SE for L-MMSE
combining and MR combining. At the 90% likely SE points
(i.e., the vertical axis is 0.1 ), SP with L-MMSE combining
and MR combining is significantly superior to RP since SP
can help to suppress pilot contamination. In general, SP has
a higher pre-log factor for RP, which can show a significant
contribution in terms of achievable SE.

Fig.9 shows the achievable sum SE for SP and RP as
functions of τc for L-MMSE combining and MR combining
when M = 40, L = 5, K = 20, and N = 4. It is
observed that the achievable sum SE for SP and RP have
a significant improvement with the increasing of τc since a
larger τc provides a higher pre-log factor for RP and more
accurate channel estimation for SP.

Fig. 10 presents the sum SE as a function of the number
of antennas per UT N with L-MMSE combining and MR
combining over SP when M = 40, K = [5 10 20], and
L = 5. In terms of the sum SE, we observe that the L-MMSE
combining method provides higher performance than the MR
combining method. Besides, in the case of K = 5 or K = 10,
the sum SE can be increased by about 106.05% and 79.79%
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Fig. 7. CDF of the uplink sum SE for different number of antennas N per
UT with L-MMSE combining and MR combining over SP when M = 40,
K = 20, and L = 5.
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90% likely

Fig. 8. CDF of the uplink SE with L-MMSE combining and MR combining
over SP and RP when M = 40, K = 20, L = 5, and N = 4.

respectively with L-MMSE combining by equipping with 5
antennas at the UT side when compared with N = 1. In the
case of K=20, the sum SE decreases for a high number of
antennas per UT due to the denominator term (i.e., cross-
interference between the pilot sequences and data signals)
increasing in Eq. (22), which greatly reduces the accuracy of
channel estimation. Besides, the first term in the denominator
(i.e., inter-user interference) increasing with the number of
antennas in Eq. (35) results in the sum SE degradation.

Fig. 11 demonstrates the CDF of the uplink average SE
for different HI factors over RP and SP when M = 40,
K = 10, L = 5, and N = 4. Note that we use κ to
describe hardware quality factor (i.e., κ = κt = κr). We
find that RP achieves higher performance gain when severe
hardware imperfections (such as κ = 0.95) are considered.
The simultaneous transmission of pilot and data signals could
accelerate the SE loss since severe transceiver imperfections
are involved. Therefore, applying SP transmission in a scenario
with severe hardware imperfection is unnecessary.

Fig. 12 compares the sum SE for different κ over different
UT antennas N when M = 40, K = 20, and L = 5. We can
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Fig. 9. The sum SE for L-MMSE combining and MR combining as a function
of different τc over SP and RP when M = 40, K = 20, L = 5, and N = 4.
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Fig. 10. The sum SE for L-MMSE combining and MR combining as a
function of different number of antennas N per UT over SP when M = 40,
K = [5 10 20], and L = 4.

0 1 2 3 4 5 6 7

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

=0.95

=0.997

Fig. 11. CDF of the average SE for different κ with L-MMSE combining
over SP and RP when M = 40, K = 20, L = 5, and N = 4.
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Fig. 12. CDF of the sum SE for different κ with different number of antennas
N per UT over SP when M = 40, K = 20, and L = 5.

notice that the sum SE deteriorates with the decrease of κ and
the sum SE increases greatly with the increase of N for the
same κ. For example, the sum SE improves by 67.68% when
the UT antenna N increases from 1 to 4 for κ = 0.975. The
sum SE can be greatly improved with multi-antennas at UTs
due to the increase of the spatial multiplexing gain in the case
of different hardware quality.

V. CONCLUSIONS

In this paper, we have investigated the influence of HI
on the performance of an uplink cell-free mMIMO system
with both multi-antenna APs and multi-antenna UTs over the
Weichselberger channel model. We computed the achievable
SE expression with L-MMSE combining scheme and novel
closed-form SE expression with MR combining at the AP side
and optimal LSFD in the CPU. We found that increasing the
number of antennas at the UT side can mitigate the effects
of HI by increasing the spatial multiplexing gain. Then we
considered a novel SP transmission method where all the
coherence intervals are used for pilot matrix and data symbols
transmission. We observed that the sum-SEs for SP were
always superior to that of RP and the sum-SEs for SP were
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improved with the increasing number of antennas per UT.
However, the superiority of SP vanished when HI was severe
in some practical scenarios. In future work, we will investigate
more practical factors for the scenario of multi-antenna UTs
in cell-free mMIMO systems and further optimize the system
performance.

APPENDIX

A. Proof of L-MMSE combining Matrix (24)

According to [41], we can also represent the received signal
y in (13) as

y =
√
κrκtpkĤmkP

1
2

k xk +
√
κrκtpkH̃mkP

1
2

k xk

+
√
κrκt

K∑
l ̸=k

√
plĤmlP

1
2

l xl +
√
κrκt

K∑
l ̸=k

√
plH̃mlP

1
2

l xl

+
√
κr

K∑
l=1

Ĥmlη
UT
l +

√
κr

K∑
l=1

H̃mlη
UT
l + ηAP

m + nm.

(40)
where

v ≜
√
κrκtpkH̃mkP

1
2

k xk +
√
κrκt

K∑
l ̸=k

√
plĤmlP

1
2

l xl

+
√
κrκt

K∑
l ̸=k

√
plH̃mlP

1
2

l xl +
√
κr

K∑
l=1

Ĥmlη
UT
l

+
√
κr

K∑
l=1

H̃mlη
UT
l + ηAP

m + nm

(41)

has an invertible covariance matrix

Ξk = E{vvH |Ĥmk} = κr

K∑
l=1

plĤmlPlĤ
H
ml

−κrκtpkĤmkPkĤ
H
mk+κr

K∑
l=1

plC
′
ml+Dm,{h}+σ2IN .

(42)

To begin with, we multiply y with the invertible matrix Ξ
− 1

2

k :

Ξ
− 1

2

k y =
√
κrκtpkΞ

− 1
2

k ĤmkP
1
2

k xk + ṽ, (43)

where the noise ṽ ≜ Ξ
− 1

2

k v becomes white. Next, we use the
projection of (43) onto the

√
κrκtpkΞ

− 1
2

k ĤmkP
1
2

k to obtain
an effective channel(√

κrκtpkΞ
− 1

2

k ĤmkP
1
2

k

)H
Ξ

− 1
2

k y

= κrκtpk

(
ĤmkP

1
2

k

)H
Ξ−1

k · ĤmkP
1
2

k xk

+
√
κrκtpk

(
ĤmkP

1
2

k

)H
Ξ−1

k v.

(44)

In the end, we can obtain the optimal combining matrix as

Vmk =
√
κrκtpkΞ

−1
k ĤmkP

1
2

k

=
√
κrκtpk

(
κr

K∑
l=1

plĤmlPlĤ
H
ml − κrκtpkĤmkP̄kĤ

H
mk

+κr

K∑
l=1

plC
′
ml +Dm,{h} + σ2IML

)−1

ĤmkP
1
2

k .

(45)
Eq. (45) can be represented as the MMSE combining matrix
and another scaling matrix [25] by the matrix inversion lemma.
And the MMSE combining matrix denoted as

Vmk = κrκtpk

(
κr

K∑
l=1

plĤmlPlĤ
H
ml +C′

ml +Dm,{h}

+σ2IML

)−1
ĤmkPk

(46)
maximizes the SE.
B. Proof of Theorem 2

We can derive the closed-form expression with MR com-
bining. Firstly, we can compute the first part of Eq. (29) Dk =
√
κrκtpkA

H
k TkP

1
2

k with Tk = [T1k; · · · ;TMk] ∈ CMN×N ,
where Tmk = E

{
ĤH

mkHmk

}
= E

{
ĤH

mkĤmk

}
and the

(n, n′)-th element of Tmk can be shown as [Tmk]nn′ =
E{ĥH

mk,nĥmk,n′} = tr(R̂n′n
mk ). Then, we obtain the second

part Sk as

Sk = diag(E{VH
1kV1k}, · · · ,E{VH

MkVMk})
= diag(T1k, · · · ,TMk).

(47)

The last part in the denominator the (m,m′)-
submatrix of E{GklPlG

H
kl} can be repre-

sented as E{VH
mkHmlPlH

H
m′lVm′k}. Then

E{VH
mkHmlPlH

H
m′lVm′k} can be computed exactly

according to the following four cases.
Case 1: m ̸= m′, l /∈ Pk

Vmk and Hml are statistically independent and both have
mean 0 (i.e., combining of different APs and channels of
different UTs). So E{VH

mkHmlPlH
H
m′lVm′k} = 0.

Case 2: m ̸= m′, l ∈ Pk

E{VH
mkHmlPlH

H
m′lVm′k} =

E{VH
mkHml}PlE{HH

m′lVm′k} = ΠmklPlΠm′lk while
E{VH

mkHml} and E{HH
m′lVm′k} are independent

respectively. We can find that

Πmkl = E
{
VH

mkHml

}
= E

{
ĤH

mkĤml

}
=

tr
(
Υ11

mkl

)
· · · tr

(
ΥN1

mkl

)
...

. . .
...

tr
(
Υ1N

mkl

)
· · · tr

(
ΥNN

mkl

)
 ,

(48)

Πm′lk = E
{
HH

m′lVm′k

}
=E

{
ĤH

m′lĤm′k

}
=

tr
(
Υ11

m′lk

)
· · · tr

(
ΥN1

m′lk

)
...

. . .
...

tr
(
Υ1N

m′lk

)
· · · tr

(
ΥNN

m′lk

)
 ,

(49)

where
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E
{∣∣∣ĥH

mkhml

∣∣∣2} = E

{∣∣∣∣SH
mk

(
xp
mk +

√
κrκtτpplΩ̃

1
2

l hml +
√
κre

UT
l hml

)H
hml

∣∣∣∣2
}

= E
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p
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H
hml
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+ κrE
{∣∣∣(Smke

UT
l hml
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hml

∣∣∣2} .

(50)

Kmkl,(1) = E
{
Smkx

p
mk (Smkx

p
mk)

H
}
= Smk

(
Ψmk − κrκtτpplΩ̃

1
2

l RmlΩ̃
1
2

l − κre
UT
l Rml

(
eUT
l

)H)
SH
mk,

Kmkl,(2) = E
{
SmkΩ̃

1
2

l hml

(
SmkΩ̃

1
2

l hml

)H}
= SmkΩ̃

1
2

l RmlΩ̃
1
2

l S
H
mk,

Kmkl,(3) = E
{
Smke

UT
l hml

(
Smke

UT
l hml

)H}
= Smke

UT
l Rml

(
eUT
l

)H
SH
mk.

(51)

Υmkl ≜ E
{
ĥmlĥ

H
mk

}
=
√

p̂kp̂lκrκtτpΩ̃
1
2

l RmlΨ
−1
mkRmkΩ̃

1
2

k ,
(52)

Υm′kl ≜ E
{
ĥm′kĥ

H
m′l

}
=
√
p̂kp̂lκrκtτpΩ̃

1
2

kRm′kΨ
−1
m′kRm′lΩ̃

1
2

l .
(53)

Case 3: m = m′, l /∈ Pk

In this case, Ĥmk and Hml are incorrelated and Γ
(1)
mkl ≜

E
{
VH

mkHmlPlH
H
mlVmk

}
= E

{
ĤH

mkHmlPlH
H
mlĤmk

}
∈

CN×N whose (n, n′)-th element can be represented as
[Γ

(1)
mkl]nn′ =

∑N
i=1 ηliE{ĥH

mk,nhml,ih
H
ml,iĥmk,n′}.

Due to the independence between ĥmk and hml, we can
get

E
{
ĥH
mk,nhml,ih

H
ml,iĥmk,n′

}
= tr

(
E
{
hml,ih

H
ml,i

}
E
{
ĥmk,n′ ĥH

mk,n

})
= tr

(
Rii

mlR̂
n′n
mk

)
(54)

Then, we can obtain[
Γ
(1)
mkl

]
nn′

=

N∑
i=1

ηlitr
(
Rii

mlR̂
n′n
mk

)
(55)

Case 4: m = m′, l ∈ Pk In this instance, Ĥmk

and Hml are not anymore independent and we make
definitions that Γ

(2)
mkl ≜ E{VH

mkHmlPlH
H
mlVmk} =

E
{
ĤH

mkHmlPlH
H
mlĤmk

}
whose (n, n′)-th element is

[
Γ
(2)
mkl

]
nn′

=

N∑
i=1

ηliE
{
ĥH
mk,nhml,ih

H
ml,iĥmk,n′

}
(56)

We notice that ĥmk and hml are not anymore inde-
pendent. Similar to [42] and [35], let xp

mk = yp
mk −

√
κrκtτpplΩ̃

1
2

l hml −
√
κre

UT
l hml and Smk = Ω̃

1
2

kRmkΨ
−1
mk,

so we can analyze E{|ĥH
mkhml|2} as Eq. (50).

Note that Smkx
p
mk ∼ NC

(
0,Kmkl,(1)

)
, SmkΩ̃

1
2

l hml ∼
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(
0,Kmkl,(2)

)
and Smke

UT
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(
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)
where Kmkl,(1), Kmkl,(2) and Kmkl,(3) are shown in Eq. (51).

So we can rewrite E{ĥH
mk,nhml,ih

H
ml,iĥmk,n′} as

E
{
ĥH
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H
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}
= κrκtτppkE

{
[Smkx

p
mk]

H

n
hml,ih

H
ml,i [Smkx

p
mk]n′

}
+

κ2
rκ

2
t τ

2
ppkplE

{[
SmkΩ̃

1
2

l hml

]H
n
hml,ih

H
ml,i

[
SmkΩ̃

1
2

l hml

]
n′

}
+κ2

rκtτppkE
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}
,

(57)
where [v]n is {(n− 1)L+ 1 ∼ nL : n = 1, · · · , N}-th rows
of v ∈ CLN .

For the first part, since Smkx
p
mk and hml are independent

mutually, we can compute

E
{
[Smkx

p
mk]

H

n
hml,ih

H
ml,i [Smkx

p
mk]n′

}
= tr
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E
{
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mkl,(1)

)
.

(58)

For the second part, we can indicate [SmkΩ̃lhml]{n,n′},[
Smke

UT
l hml

]
{n,n′} and hml,{i} into the equivalent form

[35] as [SmkΩ̃lhml]n =
∑N

z=1 K̃
nz
mkl,(2)qz , [SmkΩ̃lhml]n′ =∑N

z=1 K̃
n′z
mkl,(2)qz ,[Smke

UT
l hml]n =

∑N
z=1 K̃
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mkl,(3)qz ,
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l hml]n′ =

∑N
z=1 K̃

n′z
mkl,(3)qz and hml,i =∑N

z=1 R̃
iz
mlqz , respectively, where K̃nz

mkl,(2) denotes the
(n, z)-submatrix of (Kmkl,(2))

1
2 , K̃nz

mkl,(3) denotes the (n, z)-
submatrix of (Kmkl,(3))

1
2 , R̃iz

ml denotes the (i, z)-submatrix

of R
1
2

ml and qz ∼ NC(0, IL), respectively. To simplify it, hml

can be rewritten as

hml =

 hml,1

...
hml,N

 = R
1
2

ml

 q1

...
qN


=

R̃
11
ml · · · R̃1N
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...

. . .
...
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ml · · · R̃NN
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...
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 ,

(62)

and we also have Rij
ml =

∑N
z=1 R̃

iz
ml(R̃

jz
ml)

H =∑N
z=1 R̃

iz
mlR̃

zj
ml. So we can compute the second part as Eq.
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(61)

(59). According to [35], if at least one of zj , j = 1, · · · 4 is
different from the others, (59) will be zero. If z1 = z2, z3 = z4
and z1 = z4, z2 = z3, (59) will be non-zero.

If z1 = z2, z3 = z4, (59) can be rewritten as
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(63)
If z1 = z4, z2 = z3, (59) can be rewritten as Eq. (60). So
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(64)

Similarly,
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(65)

To sum up, the above results are added into (57), we can obtain
in Eq. (61).

In the end, we can have

Eµ

{
GklPlG

H
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}
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(66)

where Zkl,(1) = diag(Γ
(1)
1kl, · · · ,Γ

(1)
Mkl) and

Zkl,(2) =

{
Γ
(2)
1kl, m = M

ΠmklPlΠM2lk, m ̸= M
(67)
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