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Abstract—This work deals with the heterogeneous semantic-
native communication (SNC) problem. When agents do not
share the same communication context, the effectiveness of
contextual reasoning (CR) is compromised calling for agents
to infer other agents’ context. This article proposes a novel
framework for solving the inverse problem of CR in SNC using
two Bayesian inference methods, namely: Bayesian inverse CR
(iCR) and Bayesian inverse linearized CR (iLCR). The first
proposed Bayesian iCR method utilizes Markov Chain Monte
Carlo (MCMC) sampling to infer the agent’s context while being
computationally expensive. To address this issue, a Bayesian
iLCR method is leveraged which obtains a linearized CR (LCR)
model by training a linear neural network. Experimental results
show that the Bayesian iLCR method requires less computation
and achieves higher inference accuracy compared to Bayesian
iCR. Additionally, heterogeneous SNC based on the context
obtained through the Bayesian iLCR method shows better
communication effectiveness than that of Bayesian iCR. Overall,
this work provides valuable insights and methods to improve the
effectiveness of SNC in situations where agents have different
contexts.

Index Terms—semantic communication, semantics-native com-
munication, contextual reasoning, inverse contextual reasoning.

I. INTRODUCTION

Recent advancements in machine learning (ML) have ush-
ered in a new communication paradigm known as semantic
communication [1]-[8]. Semantic communication shows great
promise in breaking through the performance bottleneck of ex-
isting communication technologies and is envisioned as a key
enabler for the sixth-generation (6G) communication systems.
The fundamental difference between traditional and semantic
communication systems lies in their respective objectives.
Traditional communication systems (also known as Shannon’s
level A) are designed to deliver data accurately, whereas
semantic communication (also referred to as Shannon’s levels
B and C) aims to convey the meaning of data that is used to
effectively solve a task. In semantics communication, the ef-
fectiveness of the communicating agents’ task performance is
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measured to ensure that data semantics is correctly conveyed.
As a result, the primary goal of semantic communication is
to maximize communication effectiveness in terms of task
performance, while maintaining or improving efficiency [9].
In recent years, multiple studies have focused on addressing
the semantic-effectiveness problem, as evidenced by several
research works [1]—[8], [[10], [11]. These works approach the
problem from different perspectives but share a common goal
of seeking ways to extract meaningful information from data to
enhance communication effectiveness and efficiency. The first
such study, conducted by Seo et al. [1]], asserts that data seman-
tics is closely tied to the context within which communicating
agents operate. Specifically, the study proposed a stochastic
semantic communication model, called semantics-native com-
munication (SNC), which utilizes contextual reasoning (CR)
inspired by human communication to enhance communication
performance. The CR strategy allows communicating agents
to consider the context of the communication task, which leads
to a better understanding of the meaning of transmitted data.
Remarkably, the study demonstrated that the proposed SNC
model significantly improves communication effectiveness and
efficiency when both communicating agents share a communi-
cation context or have knowledge of each other’s communica-
tion context. The findings suggest that communication systems
that harness communication context can potentially enhance
communication performance and effectiveness.

Nonetheless, when communicating agents lack a shared
context, i.e., a heterogeneous SNC scenario, CR may become
less effective in achieving communication efficiency and ef-
fectiveness. To illustrate this scenario, as shown in Fig. E],
consider two agents, Alice and Bob, who are involved in tasks
that require coordination and share a task-oriented context
characterized by mapping between task-related actions and
concepts. Notions about actions and concepts will be explained
in the following section. To communicate with each other and
complete their tasks, Alice and Bob employ CR. Now, suppose
that a third agent, Carol, is introduced into the system. Carol
is unaware of Alice and Bob’s communication context and
the tasks they are performing. Instead, all Carol can do is
observe noisy samples of communication exchanged between
Alice and Bob. Therefore, Carol’s goal is to understand the
underlying communication context between Alice and Bob and
communicate with them based on CRP_-I To solve this challenge,

'Here, Carol can also be seen as an agent who eavesdrops on Alice and
Bob’s communication. However, in this study, we focus not on how to prevent
Carol from eavesdropping, but on how she can understand the context through
communication samples.
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Fig. 1. An illustration of the semantics-native communication (SNC) and
heterogeneous SNC scenario.

Carol must first infer the context from the noisy perceived
communication samples, then utilize the inferred context to
communicate with Alice and Bob using CR. It is crucial
to note that synchronization of context must occur before
the agents can communicate effectively. Once the context is
synchronized, the agents can communicate using CR even
when the context changes, as long as the agents are aware
of them.

This article focuses on addressing the problem of how a
novel agent, Carol, can communicate effectively with other
agents, Alice and Bob, who share a task-oriented context and
communicate based on CR. Specifically, we propose a solution
to the inverse CR (iCR) problem, which involves extracting the
ground-truth context from noisy communication samples. To
tackle this problem, we propose a Bayesian iCR method based
on a two-stage Metropolis-Hastings (tMH) algorithm, which
is a Markov Chain Monte Carlo (MCMC) sampling. The
tMH algorithm aims to provide samples that follow a target
distribution, which in our case is the posterior distribution of
inputs to the CR, i.e., the context and prior distributions of
concepts and actions, given the communication samples. The
algorithm is iterative, with each iteration drawing a candidate
sample from a proposal distribution and accepting or rejecting
it based on an acceptance probability computed from the
target and proposal distributions. To overcome the difficulties
of dealing with the intractable target distribution, we use a
samplable standard probability distribution for proposals. The
proposed algorithm is divided into two stages as the context is

a sparse matrix, while the prior distributions of concepts and
actions are vectors with coupled entries that sum to 1. In the
first stage, the proposed scheme samples the context entries
one by one to recover the sparse pattern of the matrix. Then,
in the second stage, the prior distributions of concepts and
actions are sampled as a whole from a probability simplex to
reconstruct the vectors.

The proposed Bayesian iCR method exhibits high context
inference accuracy and resultant SNC; however, its high com-
putational complexity poses a serious challenge. The primary
reason for this challenge is the computationally expensive
CR required when calculating the acceptance probability in
the tMH to decide whether to accept or reject a candidate
sample. To overcome this challenge, we propose to linearize
the CR by training a two-layer fully-connected linear neural
network model. The training of the linearized CR (LCR) model
is achieved by designing a loss function that includes loss
terms related to inference accuracy, SNC effectiveness, and
invertibility of the CR.

On the one hand, this trained LCR model can be used
instead of CR in the SNC. When LCR is used instead of the
original recursive CR, it enables more efficient communica-
tion through significantly faster computations. On the other
hand, by utilizing the LCR model, the iCR problem can be
transformed into an inverse LCR (iLCR) problem, which is
an under-determined linear system. As the context is a sparse
matrix, the iLCR problem can also be viewed as a compressed
sensing problem. To address this challenge, we propose a
Bayesian iLCR method that employs the tMH approach similar
to Bayesian iCR. The LCR model significantly enhances the
computational efficiency of the Bayesian iLCR method when
computing the acceptance probability in tMH. Moreover, the
LCR model is computationally efficient when performing
SNC.

The proposed Bayesian iCR and Bayesian iLCR will be
shown to effectively solve the iCR problem in heterogeneous
SNC situations. In particular, we corroborate the fact that
Bayesian iLCR performs better in context inference than
Bayesian iCR, although pre-training is required to linearize
CR. In addition, the effectiveness and efficiency of hetero-
geneous SNC based on the context restored using the two
methods are experimentally verified.

A. Related Works

The semantic-effectiveness problem was identified a year
after Shannon’s mathematical communication theory was
introduced [9]. Recently, with the help of advanced ma-
chine learning techniques, the problem has been re-examined
through the semantic communication framework, which can
be divided into three sub-directions [5], [6]. The first sub-
direction focuses on extracting semantically important infor-
mation for communication. Unlike classical compression in
source coding, meaningfulness is determined not only by raw
data characteristics [12], but also by receiver-centric metrics,
such as the age-of-incorrect information (Aoll) [3]], [4]], control
stability [2f], [[13]], and attention-based similarity [14] between
agents. The second sub-direction involves transforming the



raw data modality while maintaining its meaning. For instance,
image-to-text embedding via Transformer [7], [8] and con-
version from system states into the state evolution law using
the Koopman operator [15]. Lastly, the third sub-direction
involves building a knowledge base to exploit knowledge
as side information or leverage dependencies in target data,
which demonstrated a reduction in communication payload
sizes in speech-based communication, video streaming, and
holographic communication applications [16]], [[17].

However, existing semantic communication frameworks
have limitations, as they are often restricted to specific data
domains (e.g., images and natural languages) or environments
(e.g., control systems), and their ML-based internal operations
lack a principled and explainable approach. To address these
issues, [1] was the first to propose a stochastic model of
semantic communication based on conditional random fields,
called SNC, which is compatible with the standard Shannon
communication model. Nonetheless, as the SNC requires
agents to share the same context to be effective and efficient, it
is difficult for agents that do not know the context to participate
in communication for the first time to leverage SNC. This
study focuses on exploring ways to solve this challenging
problem.

The concept of CR refers to the human ability to grasp
implied meanings in communication, including linguistic am-
biguity and communication intent, by taking into account
the social interaction and local context of communication
[18]—-[21]]. One widely used approach for studying CR is the
rational speech act (RSA) framework [22]-[25]. The RSA
framework models the sender and receiver as stochastic mod-
els, simulating the CR in human communication. Recently,
researchers have explored the relationship between the RSA
model and optimal transport in [26], and investigated it from
an information-theoretic rate-distortion perspective in [27].
However, these computational approaches mostly focus on
the sender and overlook the receiver and their interaction
with the sender. In contrast, the SNC computational frame-
work emphasizes the CR of both the sender and receiver,
as well as their interactions. While effective and efficient
communication methods have been established based on CR,
no known method exists to understand the context based on
communication results. This article aims to address this issue
by enabling agents that do not share context to perform SNC.

B. Contributions and Organization

The key contributions of this article are summarized as
follows.

o This work is the first of its kind that discusses and solves
the inverse problem of CR-based SNC. Since SNC is
known to be efficient from a communication perspective,
its inverse problem is basically under-determined and dif-
ficult to solve. This article provides a couple of solutions
that effectively and efficiently infer the communication
context from SNC samples.

« To solve the iCR problem, we first introduce a Bayesian
iCR method, which is based on the tMH, which is akin
to MCMC sampling. The method first models CR as a

likelihood function, and by using the Bayes rule, the pos-
terior distribution can be found. Regarding the posterior
distribution as a target, the tMH provides samples that
follow the target distribution to enable communication
with a third agent.

o To reduce the computational burden of the Bayesian iCR
method, we linearize the CR by training a two-layer fully-
connected linear neural network model. The loss function
for training the model incorporates loss terms related
to inference accuracy, communication effectiveness, and
restricted isometry property (RIP) for CR invertibility.

o Based on the LCR model, we recast the iCR problem as
an iLCR problem and propose a Bayesian iLCR method
to solve it. The Bayesian iLCR also uses the proposed
tMH but uses the trained LCR model when computing
the acceptance probability, which results in lower com-
putational complexity compared to the Bayesian iCR.

o We provide numerical simulation results that corroborate
the communication effectiveness and computational ef-
ficiency of the proposed Bayesian iLCR. Although the
Bayesian iCR is a novel approach, we regard it as a
baseline and compare it with the Bayesian iLCR method.
The results show that the Bayesian iLCR outperforms the
Bayesian iCR method in terms of inference accuracy and
computational complexity.

The rest of this article is organized as follows. In Section
II, we provide preliminaries including the system model under
study and background knowledge to understand SNC and
MCMC sampling. In Sections III and IV, a Bayesian iCR and
Bayesian iLCR are proposed, respectively. Numerical results
are provided in Section V, and concluding remarks are given
in Section VI

II. PRELIMINARIES

This section first explains the system model under study
and then provides some fundamental background knowledge
about semantic coding in SNC and MCMC sampling.

A. System Model

Consider a world wherein multiple agents deal with arbi-
trary tasks in the form of a referential gameE] To coordinate,
agents communicate in pairs, each of which consists of a
sender and receiver agents. The sender’s goal is to induce the
corresponding receiver to take a specific task-related action,
which will hereafter be referred to as a rarget action. Let A
be the finite set of possible actions that the receiver can take,
where one of them is the target and the others are distractors.
We assume that there are no pre-agreed symbols representing
actions among agents, and as a result, the agents cannot
directly communicate the target action. Denote by A € A

2The referential game is a specific type of communication game that
involves two players: a sender and a receiver. The sender is given an object,
and its goal is to convey a message to the receiver so that the receiver can
identify the object among a set of distractors. This game has been used to
study the emergence and evolution of language, as it allows researchers to
investigate how meaning is shared and how communication systems can arise
from individual interactions.



the random variable of the target action chosen by the sender,
and p(A) its prior distribution.

In the meantime, let C be the finite set of concepts that
the agents commonly learn and understand while solving the
given tasks. Here, a concept can be seen as a fundamental unit
feature (meaning) that composes actions. Each action in A has
one or more relevant concepts in C. For fixed sets of actions A
and concepts C, context is defined as the relevance of concepts
in C to actions in A. Note that the context is determined by the
tasks that the agents are carrying out. Throughout this article,
a context is expressed as a matrix X = (2.,) € X, where X C
{0, 1}ICI¥IAl is the set of all possible context configurations
in the world. The entry z., € [0,1] indicates the relevance of
the concept ¢ to the action a, ¥(c,a) € C x A. For instance,
2., = 1 means that the concept c is relevant to the action a
(or ¢ and a are in context), while x. , = 0 means the concept
c is irrelevant to the action a (or ¢ and a are out of context).
In general, since each action will not be associated with all
concepts, the context matrix referred to here is a sparse matrix.

Suppose a sender intends to induce the corresponding
receiver to take a target action A = a* € A under a
communication-limited environment, in which only a symbol
of one concept can be sent at a time. We suppose that there is
a unique symbol representing each concept. In order to convey
the communication intent (or semantics), the sender concep-
tualizes a* into multiple relevant concepts, chooses the most
relevant one, and symbolizes it for communication purposes.
Denote by C' the random variable of the chosen concept, and
p(C) its prior distribution. The symbolized concept is sent
to the receiver, and upon receiving the symbol, the receiver
first takes the inverse process of symbolization to retrieve the
concept. Then, the receiver takes an action & € A which is the
most relevant to the obtained concept. Here, what the sender
and receiver technically communicate are the symbols of con-
cepts (symbolized concepts), where the symbols can be seen as
codewords in traditional communications. Indeed, the process
of obtaining a symbolized concept from the intended action at
the sender and its inverse process at the receiver can be jointly
designed end-to-end. However, the conceptualization process
is separately considered in this work to focus on the impact
of CR which will be introduced later. If the receiver’s action
after communication coincides with the sender’s intention, i.e.,
a* = a, then communication is said to be effective and the
meaning was conveyed correctlyE]

B. Background: Semantic Coding in SNC

The process of conceptualization is referred to as semantic
encoding, while its inverse process is referred to as semantic
decoding. Next, we explain two different semantic coding
methods which are stochastic in nature. One is naive semantic
coding and the other is rational semantic coding. A key
difference is that the latter leverages CR for more efficient
and effective communication. Specifically, we focus on the
CR of rational semantic coding in the rest of this article.

3Strictly speaking, the effectiveness of communication is task-oriented, and
thus, it should be designed based on the task goal that the agents are solving.
Here, we assume that the communication is effective when the receiver’s
action @ is exactly the same as the target action a*.

1) Naive Semantic Coding: A naive pair of agents obtains
and leverages a naive semantic encoder and decoder. Here, the
term naive is used to describe the opposite notion of rational
agents who leverage CR, which will be explained after. A
naive sender’s semantic encoder is defined by a matrix S =
(s¥,) € [0,1]I€I<IA1 which is derived by normalizing each
column vector of the context X as sl = z.q/|[x_ 4| for
all a € A, where x_, = (%14 Z2,0" " T|c|,0) is the a-
th column vector of X. In consequence, S is a stochastic
matrix wherein each column summing to 1. Similarly, a naive
receiver’s semantic decoder is defined by a matrix R =
(r,) € [0, 1]I€1<IA1 where i, = Ze.a/l|Xe, || forall ¢ € C;
Xe,— = (Te,1 Te -+ a)) is the c-th row vector of X, which
makes R also a stochastic matrix wherein each row sum to
1.

Upon obtaining S® and R!® respectively at the sender
and receiver, the agents communicate as follows. First, the
sender chooses a concept that is relevant to the target ac-
tion a* based on the distribution formed by the vector
s = (Ve sple Si?c]|.a*)T' Simply speaking, the
sender chooses that a concept ¢ is relevant to the target
action a* with probability S[Z]a*~ On the other communication
end, the receiver carries out semantic decoding by taking
an action based on the distribution formed by the vector
ro_ = (¢ roy oo 7|4 In other words, the receiver takes
an action a with probabﬂity r[:’]a for some given concept ¢ € C.
As a matter of fact, naive semantic coding is not of concern
in this article. Instead, we focus on rational semantic coding

explained next.

2) Rational Semantic Coding with Contextual Reasoning:
As mentioned earlier, leveraging context when communicating
brings rationality to the agents. One prominent approach
that views such rationality through the lens of a simple
computational stochastic model is rational speech act model
(RSA) [22[]-[25]]. In brief, the RSA model involves a recursive
process in which the sender and receiver reason about each
other’s beliefs for updating their own. This resembles human
reasoning when communicating with others, e.g., I think of you
thinking of me thinking of you and so on when their beliefs
are commonly grounded.

Suppose that both sender and receiver are commonly
grounded by the same context X. Then, the sender can
reflect the receiver’s way of taking actions when designing
its semantic encoder, and the receiver can do likewise for
its semantic decoder. To this end, the sender and receiver
independently implement a recursion that results in obtaining
a rational semantic encoder and decoder. To explain, let
St = (si,) € [0, 1]ICI>IA1 and R = (rh,) € [0, 1]ICIxIA]
be the matrices describing the rational semantic encoder and
decoder at the recursion depth t € Z., respectively. The
entries of the rational semantic encoder and decoder matrices

respectively follow the recursion [[1]]
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where 65 > 0 and 6, > 0 determine the rationality degree of
the sender and receiver, respectively. The function u,(r%,", c)
is the sender’s utility function about the receiver’s seman-
tic decoder in the previous recursion depth, and similarly,
ur(ri,Y, ¢) is the receiver’s utility function about the sender’s
semantic encoder in the previous recursion depth.

The recursion (I is initialized with the naive semantic
decoder R given that S™ and R™ are also stochastic
matrices for all ¢ € Z,. The way of leveraging the obtained
rational semantic encoder and decoder for communication is
similar to that of leveraging the naive semantic encoder and
decoder. For example, having a rational semantic encoder S!*!
at the recursion depth ¢, for given target action a*, the sender
supposes that a concept ¢ € C is relevant to a* with probability
s, while the receiver randomly deconceptualizes G with
probability r ., for some given concept c € C.

The convergence of recursion (I) depends on how the
utility functions are designed. For example, when the utility
functions are deﬁned by us(rfz") = log(rl,"p(c)) and
up(stoM) = log(st,p(a)), itis known that both the semantic
encoder S™ and decoder R converge respectively to some
stochastic matrices as the recursion depth approaches infinity
t — oo [27]E] In this article, consider such a utility func-
tion design to let the recursion (I) converge and provide a
converged rational semantic encoder and decoder S* and R*,
respectively. Meanwhile, for given context X and priors p(A)
and p(C'), since the recursion (I)) is a deterministic algorithm
which gives a unique solution, define by

S,RZXXP‘A‘,l XPl(C‘fl — [0,1]‘C‘X‘A| (2)

the mapping functions such that S* = S(X,p(A),p(C))
and R* = R(X,p(A),p(C)), respectively, where P, de-
notes the standard M -dimensional probability simplex, i.e.,
Z%+11pm =1land p,, € [0,1] forall m € {1,2,..., M +1}.

3) A Referential Game Example: To illustrate the impor-
tance of CR, we provide the following example. Consider an
instance of a world with a sender and receiver. Suppose there
are three different actions that the receiver can take: pointing
out to an image of a rabbit sitting (a;), rabbit jumping (as),
and rabbit jumping into a ring (a3). In addition, there exists a
set C = {Crabbit> Cjumping: Cring } Of the three atomic concepts that
are equivalently developed at each agent as illustrated in Fig.[2]
Consider a communication-limited environment in which the
sender can communicate one symbolized concept at a time.
Suppose the goal of the sender is to induce the receiver to
take as. Under such a communication-limited environment, a
naive sender who should communicate two concepts relevant
to ag cannot induce the receiver to take as.

By contrast, a rational sender, assuming its receiver is also
rational, would select the concept Cjumping to induce ay. The
rationale behind the selection is as follows. If the sender
communicates Cppbic, then a rational receiver will take a1, since
Crabbit 18 the only relevant concept of a1, and thus its symbol is

“Especially, if the cardinalities of C and A are the same, the recursion
implements the Sinkhorn-Knopp’s (SK) matrix scaling algorithm [28]—[30]
and as long as the context X contains sufficient non-zero entries, the encoder
and decoder converge to a doubly stochastic matrix such that S* = R*,
which is a diagonal scaling of X.

the most efficient and effective representation of a;. Likewise,
if the sender communicates the symbol of c;ne, the receiver
will take a3, since cpg is the unique concept of ag. These
two counter-examples justify the choice cjumping Of the rational
sender. Meanwhile, upon receiving the symbol of Cjumping, @
naive receiver cannot identify which action the sender refers to
unless it additionally receives the symbol of cpppic. A rational
receiver, by contrast, can directly take ay by reasoning in the
same way as the rational sender. In conclusion, the rational
agents can exchange only a single symbol of Cjumping When
referring to ao, which significantly improves communication
efficiency without compromising accuracy.

C. Background: MCMC Sampling

The Bayesian inference methods proposed in this article are
based on MCMC sampling. Here we briefly introduce basic
concepts about MCMC sampling.

1) Monte Carlo sampling: Monte Carlo (MC) sampling
is a technique for approximating a desired quantity by ex-
tracting samples from a probability distribution. MC sampling
is applicable to any probability distribution but is especially
useful for intractable probability distributions in the context
of inference. Representative examples of MC sampling are
rejection sampling and importance sampling. Both sampling
techniques generate a sample z’ from a simpler distribution
q(z) when it is difficult to obtain samples directly from a
target probability distribution p(x). Then, the weight assigned
to the sample 2’ obtained from the simpler distribution is set
as the ratio of g¢(z’) and p(z’), i.e., p(z’)/q(z’), to adjust
the distribution of samples to the target distribution. For
instance, by using a simpler distribution, the estimation of the
expected value of a function f () with respect to an intractable
probability distribution p(x) is expressed as

f1=[ faw 3)

_ 7)
/q()<><>. @

However, both sampling techniques rely heavily on ¢(x) used
in the sampling process, which can lead to slow convergence
or inaccurate sample extraction. Moreover, these techniques
are mainly applicable to univariate distributions because they
require many iterations to converge.

2) Markov Chain Monte Carlo sampling: Markov Chain
Monte Carlo (MCMC) sampling is a variant of Monte Carlo
sampling that leverages Markov processes to asymptotically
converge to a unique stationary distribution 7(x) that matches
the target distribution p(z). A Markov process is defined by
its transition probability T'(«’|x), representing the likelihood
of transitioning from one state x to another state x’. The
process achieves a unique stationary distribution 7(z) under
two conditions. First, the reversibility condition (also known
as detailed balance) requires that each transition z — 2’ is
reversible, meaning 7(x)T' (¢ |z) = 7(2")T(x|z"). Second, the
ergodicity condition ensures that the process is aperiodic (does
not repeatedly return to the same state at fixed intervals) and
positive recurrent (the expected number of steps to return to
the same state is finite).
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Fig. 2. A referential game example with three types of actions having different concepts.

The Metropolis-Hastings (MH) algorithm [31]], [32], a pop-
ular MCMC sampling method, involves designing a Markov
process with transition probabilities that satisfy the above
conditions, ultimately leading to a stationary distribution 7 (x)
equal to the desired target distribution p(x). The algorithm’s
derivation begins with the reversibility condition:

p(@)T (@' |x) = p(a)T (x[a’). )

Similar to other Monte Carlo sampling techniques, a proposal
distribution ¢(z’|z) is introduced, representing the conditional
probability of proposing state z’ given the current state x.
If g(2'|x) itself satisfies the reversibility condition (3)) for all
x and 2’ and symmetric g(2'|x) = g¢(x|z’), it can directly
be used as the transition probability distribution (T'(z'|x) =
q(z'|x)). However, in most cases, ¢(z’|z) does not fulfill this
condition, leading to an imbalance expressed by the inequality:

p(x)q(x’|z) > p(a’)g(z|2"). (6)

Informally, this indicates that the process transitions from z to
2’ too frequently, while transitioning from z’ to x occurs too
rarely. To rectify this, an acceptance probability o, < 1 is
introduced to control the number of transitions from z to .
It should be noted that o, _,,- is not a conditional distribution
but a probability function of = and z’. In the context of the MH
algorithm, o, is referred to as the acceptance probability in
an acceptance-rejection process. Consequently, the transition
probability becomes:

x# . 7

Returning to the inequality (€), it indicates that transitions
from ' to x are insufficient. To address this, the acceptance
probability «,/_,, is set to its maximum value, a,/—, = 1.
Applying the reversibility condition, we have:

T(a?/\x) = Q(xll‘T)O‘m%w’a

p(x)q(xqw)awaw' :p(x/)Q(t'E'x/)aw’%a: (8)
= p(a')g(z]z"). 9)

Consequently, the MH algorithm sets the acceptance probabil-
ity as:

p(@")q(z]a’) } 7 (10)

— 1 1
oo mm{ " p(@)g(a]x)

assuming p(z)q(x’|x) # 0. If the inequality in (6) is reversed,
Qz—y 18 set to 1, and a,/—,, is derived accordingly. It is
worth mentioning that, later on, we use a notation «,, instead
of o, for the sake of brevity.

In the MH algorithm, repeated proposal and acceptance-
rejection steps generate a Markov chain (zg, z1,...,2¢, ... ).
After a sufficient burn-in period (typically denoted by & steps),
the chain approaches its stationary (target) distribution p(x),
yielding samples (xg41,Tk+2,...) ~ p(x). Compared to
other MC sampling methods, the MH algorithm and MCMC
sampling, in general, offer the advantage of approximating
intractable and multivariate probability distributions.

III. BAYESIAN INVERSE CONTEXTUAL REASONING

Now, we address the problematic scenario presented earlier
in Section [l We first restate the problem in terms of the
rational semantic coding described in Section [[I-B2} Suppose
Alice and Bob are grounded in the same context X and
communicate based on the rational semantic encoder and
decoder. Carol is not aware of X, but can only collect samples
from SNC between Alice and Bob. Here, one sample consists
of a symbolized concept of Alice communicating with Bob
and the corresponding action taken by Bob upon receiving it.
Then, the problem is reduced to finding a method for Carol to
estimate the context X, and priors p(A4) and H(C) which well-
approximate the ground truth X, p(A) and p(C), respectively.
To address such a problem, we propose a method dubbed
Bayesian iCR that infers the context and prior distributions
from SNC samples based on Bayesian inference and MCMC
sampling. To this end, we assume that X, p(A4) and p(C) are
independent random variables throughout this section, and use
vector notations y = p(A) and z = p(C) to avoid confusion
and for simplicity. In addition, we let T = (X,y,z) be
the tuple of random variables X, y and z, for the sake of
convenience.

To begin with, suppose that Carol has obtained a set of
noisy data samples D = {¢4,aq}2_, from observing what
Alice sends and how Bob reacts. Here, ‘noisy’ encompasses
all errors that may occur during the communication process
between Alice and Bob or during Carol’s observation process.
By counting the number of each concept-action pair in the
samples set, and dividing it by the total number of samples



D, Carol obtains an empirical decoder R, which is corrupted
by a zero-mean additive Gaussian random noise matrix N €
RICIXIAl with i.i.d. entries of variance o2, that is

R = R(T)+N
R*

(1)

Such an assumption depicts that R is structured based on a
large number of samples thereby following the Central Limit
Theorem (CLT). The likelihood of the empirical decoder R is

p(R|T) = p(R|R(T), T) (12)
= p(N|R(T), T) (13)
= p(N) (14)
ocexp( 5o 5 llvee(N |2) (15)

where (I2) holds since R* = R(T) is deterministic when
T is given; (I3) holds from (TI); (I4) holds since the noise
is independently generated; and is from the probability
density function of multivariate normal distribution while
vec(N) is the vectorization of N. Moreover, from Bayes’ rule
and @I), the posterior distribution of T is

. p(N)(T)
(T[R) = = (16)
= o (- gpallvee ™)) pT) an
= o (- gpavecR = RIT)IE ) o(T). (18)
where U = [exp (—5%|[vee(R — R(T))||3) p(T)dT is a

normalization term and (I8)) holds from (TI).

Having the posterior distribution (18]), one promising ap-
proach for iCR is the maximum a posteriori (MAP) point
estimation. In detail, given that the prior p(T) is known and
tractable, the MAP method finds the point which maximizes
the posterior, i.e.,

Tyap = arg max p(T|R). (19)
T
However, in general, it is difficult to obtain the MAP estimate
if the prior p(T) is unknown or intractable. As an alternative
approach for Bayesian iCR, sampling from the numerator
of (I8) can approximate the posterior distribution and also
provide a point estimate. Specifically, we propose a two-stage
Metropolis-Hastings (tMH) algorithm as shown in Algorithm
[[l In brief, the algorithm finds X in the first stage by
applying the MH method entry-by-entry and then finds y
and z in the second stage as a whole. The overall target
distribution of the algorithm is the posterior distribution (I8)
and we use an overall proposal distribution ¢(T’|T), where
"= (X’,y’,2’) is a random variable denoting an update
proposal of T. The proposal distribution is chosen among a list
of standard samplable probability distributions. Typically, in
the MH algorithm, an index representing the iteration number
is used, but for the sake of simplicity and clarity in notation,
this article will omit it. The sampling procedures in each stage
are detailed as follows.

1) Stage 1 (Sparse Pattern Reconstruction of X): In the
first stage of the algorithm, each entry of X is updated one
by one based on the premise that the other entries are true
values. To this end, when updating z.,, other entries in T
are fixed so that the target posterior distribution reduces to
P(2ealR, T\Ze0), V(c,a) € Cx A, where T\z,. , denotes the
entries of T except for z. . Similarly, the proposal distribution
becomes g(z.. ,|T), ¥(c,a) € C x A, where x, , is the update
proposal of z. .

The procedure of updating z., can be briefly described
as follows. First, z, , which follows g(x; ,|T) is generated.

c,a
Then, . , is accepted as an update of z., with probability

Oy, , =min |1 (xi;7a|f{, T\zc,a) 4(Te,a| T\Z e 0, 2,0
Teya )p(l'c,a|R7 T\xc,a) q(x/c,a|T) 7
(20)

and rejected otherwise. Each entry of X is updated for K; > 1
iterations in the first stage of the algorithm. The notation o, ,
is used instead of a, s for the sake of brevity. '

2) Stage 2 (Reconstructlon of y and z): In the second stage
of the algorithm y and z are updated. In contrast to the first
stage, both y and z are updated as a whole. Thus, the target
distributions for ¢ and z are p(y|R, X, 2) and p(z|R, X, y),
respectively. Similarly, the proposal distributions for updating
y and z are ¢(y’|T) and ¢(2'|T), respectively.

Update candidates y’ and 2’ are generated by sampling from
the proposal distributions ¢(y’|T) and ¢(2'|T), respectively,
and their acceptance probabilities are

/R X X /
ay:min (17p(y |B? ,Z) q(y‘ ;y7z)) , (2])
PR, X, 2z)  q(y'|T)
and
/D !
Oéz — miIl (1, p(z |§{7X) y) q(z|X/’ y? z )) , (22)
p(zR,X,y) q(z'|T)

respectively. Both y and z are updated for Ko > 1 iterations
in the second stage of the algorithm.

The first and second stages are repeated K > 1 times. As
mentioned, one of the advantages of the proposed algorithm
is that it works regardless of whether the posterior distribution
is tractable or not. It is worth noting that when we have
a samplable posterior distribution, we can apply the Gibbs
sampling method [33[] instead. The algorithm has been divided
into two stages due to the nature of the input data. Specifically,
the context is represented as a sparse matrix, while the prior
distributions of the concept and action are represented as
vectors, in which the entries are coupled to each other and
the sum of the entries is constrained to be unity. By dividing
the algorithm into two stages, it becomes possible to handle
these different types of data in a more efficient and effective
manner. Moreover, it enables the design of different proposal
distributions for different components and overcomes the curse
of dimensionality.

IV. BAYESIAN INVERSE LINEARIZED CONTEXTUAL
REASONING

One critical problem with the SNC-based framework using
CR is that running the iterative recursion until its conver-
gence is computationally expensive. This problem becomes



Algorithm 1 Two-Stage Metropolis-Hastings (tMH) for Bayesian iCR and iLCR

Set target and proposal distribution: p(T|R) and ¢(T’|T) respectively.

Initialize: T = (X, y, 2)
for K iterations do
for K iterations do
for 1 <c<|C|and 1 <a<|A| do
Generate z;, , ~ q(z.. ,|T)

> Stage 1. Sparse Pattern Recovery of

x, , (accept) with probability a, ,

xc,a =

Z¢,q (reject)  otherwise
end for

end for

for K, iterations do

Generate y' ~ ¢(y'|T)
y’ (accept)

y (reject)
Generate z’' ~ ¢(z'|T)

with probability a,
Y= .
otherwise

z' (accept) with probability
z =

z (reject)  otherwise

end for
end for

> Stage 2. Recovery of y and z

more pronounced in the Bayesian iCR introduced in the
previous section because the CR must be repeatedly done for
the accept/reject processes in tMH. One way to avoid such a
problem is to linearize the CR to obtain the rational encoder
and decoder without recursive and iterative computation. In
this section, we propose a Bayesian iLCR method on the basis
of the LCR model obtained from training a two-layer fully-
connected neural network and the tMH.

A. Linearizing Contextual Reasoning

Assuming that the mapping function R is linearized, the
rational semantic decoder can be written as

vec(R(T)) = ®vec(T) (23)

for some |C||A| x (|C||A| + |C| + |A]) dimensional matrix
®, where R(T) = (7.q) € [0,1]I°%I4] is the matrix that
approximates R(T) incorporating the impact of perturbation
that comes from the linearization. In addition, vec(R(T)) €
RICIAI and vec(T) e RICIAHICIHIAL are the column vectors
obtained by vectorizing 7@(T) and T, respectively. The ratio-
nal semantic encoder obtained through a single iteration of (TJ
upon R(T) is denoted by S(T) = (5.,4) € [0, 1]ICI<IA,

One effective way to obtain the matrix ® is to train a
two-layer fully-connected neural network without non-linear
activations which takes T as input and R(T) as output.
In general, it is difficult to train such a matrix that lin-
earizes a given recursive non-linear evolution with small
misfit ||vec(R(T)—R(T))||3. However, in the scenario under
consideration, it is possible to obtain ® since both vec(R(T))
and vec(T) are sparse vectors from the structure. Later on, we
show that whether the recursion is linearizable or not depends
on the sparsity of the context X. Moreover, when training
® (or designing loss function for training the linear neural
network model), our focus is not only on minimizing the

misfit |[vec(R(T) — R(T))||? but also ensuring the commu-
nication effectiveness of the approximated rational semantic
coding pair (S(T),R(T)), as much as the original pair
(S(T),R(T)) provides.

The LCR model is trained as follows. First, generate data
samples (T;, R(T);)}Y, for a fixed prior distribution, i.e.,
T, ~p(T), 1 <Vi < N, and then obtain the neural network
model weights that minimize the loss function defined by

N
L1="> {AmisLumis(Ti) + AerrLerr(Ts) } (24)
i=1

for some constants Amis, Aefr > 0 such that Amis + Aer = 1,
where Li(T) = [[vec(R(T) — R(T))||3 and Lekx(T) =
>aeapla) (1 =3 cc Sc,afe,a) are misfit and effectiveness
loss term, respectively. It is worth mentioning that the loss
function can be defined in various ways, for example using
cross-entropy for each row vector of R(T) and R(T), how-
ever, we used mean squared error (MSE) misfit function to
obtain the linearized form of the CR in (23). The original
CR model does not have a one-to-one relationship between
input and output. However, the LCR model can be seen as a
one-to-one mapping function. Therefore, from the perspective
of invertibility, it can be understood that utilizing the LCR
model instead of the CR model is more advantageous. On the
other hand, in a situation where Carol acts as the eavesdropper
and Alice and Bob aim to prevent eavesdropping, it is more
advantageous to use CR.

B. Invertible Linearized Contextual Reasoning

Recall that the dimension of vec(T) is larger than that of
vec(R(T)), which in turn makes the linear system (23) un-
derdetermined. In addition, note that the entries of T (strictly
saying X) are sparse. In consequence, having the LCR model,

the iCR problem is recast as an iLCR problem (or compressed



sensing problem), where vec(R(T)) is a noiseless observation
vector, ® is a measurement matrix, and vec(T) is an unknown
vector which requires to be reconstructed. Considering the
additive noise in (T3), a noisy empirical decoder R corrupted
by a zero-mean additive Gaussian random noise N € RICI<IA|
is R = R(T) + N, and in a vectorized form

vec(R) = vec(R(T) + N)
= ®vec(T) + vec(N).

(25)
(26)

For the sake of convenience, instead of notations vec(R),
vec(T), vec(X) and vec(N), we use vectors 7, t,  and n
throughout this section, thereby having the following simpli-
fied equation

7= &t +n, Q7

which is equivalent to (26).

Now, suppose that ¢ is a s-sparse vector, which means that
the number of non-zero entries in the vector is (at most) s €
Z. Then, according to the compressed sensing theory, the
matrix ® should satisfy the (s, 0)-restricted isometry property
(RIP) condition in order to correctly estimate the unknown
vector. The matrix ® is said to satisfy the (s, d)-RIP if there

1

exists 0 € (0, 5) such that every s-sparse vector v holds

(1=0)[lv[l5 < @3 < (1+8)[v]3. (28)

In normal terms, ® behaves like an isometry (orthonormal)
matrix, even though it is not a square matrix. As a matter
of fact, obtaining ® that meets the RIP condition @ is a
strongly NP-hard problem [34]. Moreover, the matrix ® in
our case must also linearize the CR, which makes it harder to
obtain such a matrix. However, it is known that some random
matrices, for example, the Gaussian or Bernoulli distribution,
satisfy the RIP condition with high probability. Considering
that the linear neural network for ® that minimizes £; is
trained based on a stochastic optimization such as stochastic
gradient descent (SGD) method under Gaussian random ini-
tialization, it is likely that the trained ® meets the (s, d)-RIP
condition.

Nevertheless, in order to further ensure an invertible CR,
we propose an alternative loss function that incorporates the
(s,0)-RIP constraint to train the linear neural network. The
proposed loss function can be written as

N
Lo :£L+)\2Z£RIP(T1')7
@ =1

(29)

2 2
for some constant Ay > 0, where Lrip = Hlmllz — 1) . When
2

minimizing Lo, the new regularization term forces the ® to
satisfy , for all vectorized data samples T, To,..., Ty,
which we call a quasi-RIP condition. Since it does not fully
characterize the original (s, d)-RIP condition, in the sense that
the condition only holds for the data samples, the regular-
ization term still cannot fully guarantee that the matrix ®
trained by using (29) holds the (s, §)-RIP condition. However,
compared to that trained with £4, it is more likely to hold the
condition if the constant A\ is chosen appropriately.

C. Inverse Linearized Contextual Reasoning via Compressed
Sensing

Now, let us go back to the iCR problem. Supposing that the
LCR model ® is well-trained and known to all agents, what
remains is to solve an underdetermined system, i.e., an iLCR
problem. To solve it, we use the tMH described in Algorithm
but with a different target distribution.

With a known ®, the likelihood of R given T can be written
as

p(R|T) = p(7|®t, 1) (30)
= p(n|®t, 1) (1)
=p(n) (32)
1
o exp (—WHT"H%) : (33)

From the Bayes’ rule, the posterior distribution of T given R
is

P(TIR) =

o (—grsll @l )i,
where U’ = [exp (— 52z |7 — ®t||3) p(t)dt. Regarding (34)
as a target distribution, T (or equivalently ¢) can be sampled
by using the tMH. Since the first stage of the tMH finds
the sparse pattern of X and the second stage finds the prior
distributions y and z, the overall process can be seen as
solving a compressed sensing problem. In fact, the problem
at hand can be solved using the existing compressed sensing
method of the orthogonal matching pursuit (OMP) family
[35]. However, in order to maintain consistency with the
previous Bayesian iCR method, tMH is used. The existing
OMP family follows a process of finding the entry of an
unknown vector that is most likely to be non-zero in the
first iteration, and then repeating the process of finding the
entry of the residual vectors that are most likely to be non-
zero in the subsequent iterations. In contrast, the proposed
method updates every unknown vector entry in every iteration.
Although the proposed method requires greater computational
effort, it has the advantage of being robust to error propagation.

V. NUMERICAL RESULTS

This section aims to validate the performance of the pro-
posed Bayesian iCR and iLCR methods through numerical
simulations. To validate the Bayesian iCR, we assumed that
the agents utilize the original CR model for SNC. On the other
hand, for validating the Bayesian iLCR, the agents utilize the
trained LCR model. We assume that the random variables
y = p(A) and z = p(C) follow the symmetric Dirichlet
distribution of order |A| and |C]|, respectively, with parameters
04 and §¢, respectively. It is worth noting that the probability
density function of the symmetric Dirichlet distribution of
order M > 2 with a parameter § with respect to the Lebesgue
measure on the Euclidean space R ! is given by

f(p17p2a .-

T(6M) =
- PM;0) = 1“((5)1\4) 11 - 35)
m=1
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Fig. 3. (a) Comparison between the target (posterior) and the empirical distribution of a randomly chosen entry of X obtained via Bayesian iCR, (b)

distance between the estimator empirical distribution and the estimated target distribution with respect to the number of concepts, and (c) comparison of T
reconstruction errors (RMSE) versus the number of iterations K between MAP, tMH with known prior (i.e., Bernoulli for X and Dirichlet for y and z)
distribution, and tMH with the uninformative prior (uniform) distribution. (d), (e), and (f) correspond to experiments similar to those of (a), (b), and (c),
respectively, performed using the Bayesian iLCR method instead of the Bayesian iCR.

where {p,,}}_, € P _;. Further we supposed that the

entries of X are independently, identically and Bernoulli(s)
distributed, i.e., p(zcq = 1) = s and p(z., = 0) = 1 — s,
Y(c,a) € C x A, for some real value 0 < s < 1. Thus,
X is generated based on the distribution. However, if X is
generated to have more than two actions have the same set
of relevant concepts, such actions are regenerated to make
the matrix X full rank. The parameters 65 and 6, in (I)) are
set as #; = 0, = 1.1. The impact of the parameters on the
performance of SNC was shown in detail through experiments
in [1]. Moreover the utility functions in (]I[) are defined as

Us (rc,a) = log(rc,ap(c)) and ur(sc,a) = log(sc,ap(a))'

1) Inference Accuracy: The inference accuracy of the
Bayesian iCR and iLCR methods for solving an iCR prob-
lem is compared in Fig. 3] First, Figs. B(a) B(b)l and
show the performance of the Bayesian iCR method based on
Algorithm [I] introduced in Section [[TI} Specifically, Fig. 3(a)]
shows the target and empirical distribution of an arbitrarily
chosen entry of X when s = 0.3. As shown in the figure,
the two distributions exhibit a small amount of difference,
however, they have nearly similar shapes. Fig. 3(b)] shows
the distance between the estimator empirical distribution and
the estimated target distribution with respect to the number
of concepts |C|. The distance is measured using the Jensen-
Shannon divergence and averaging it over all matrix/vector
entries, assuming that |C| = |A|. The distance is measured

separately for each X, y and z. In addition, Fig.[3(c)|compares
the T reconstruction error (RMSE) between MAP, tMH with
known and uninformative prior (uniform prior) with respect
to the number of tMH iterations K, with fixed K; = 10
and Ky = 10. Here, because the MAP was obtained through
independent operations regardless of K, it is represented
as a constant in the figure. To obtain the numerical result
of MAP, we assumed that the prior distribution is known,
however, it is impractical to implement MAP since the prior
distribution is unknown. From the figures, we corroborate that
the Bayesian iCR method based on tMH provides relatively
strong performance in terms of inference accuracy.

On the other hand, Figs. 3(d)} B(e)] and [3()] demonstrate
the performance of the Bayesian iLCR method based on the
tMH by presenting the results of experiments conducted in the
same format as those in Figs. 3(a)] B(b)] and [B(c)} respectively.
Comparing the experimental results, it can be observed that the
Bayesian iLCR method is capable of providing relatively more
accurate inference. For example, when comparing Figs. [3(d)]
and [3(e)] with Figs. 3(a)] and 3(b)] respectively, it is evident
that Bayesian iLCR provides an empirical distribution that is
closer to the target distribution than Bayesian iCR. Similarly,
when comparing Fig. 3()] with Fig. it can be observed
that Bayesian iLCR exhibits less reconstruction error.

The reason for the better performance of Bayesian iLCR
over Bayesian iCR can be attributed to the difference in
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Fig. 4. (a) Comparison of computational complexity between Bayesian iCR
and Bayesian iLCR, and (b) between conventional CR and trained LCR model
with respect to the number of defined concepts |C|.

invertibility between the two models. Specifically, the LCR
model offers better invertibility than the CR model since it
can be seen as a one-to-one function as mentioned earlier.
Furthermore, a loss function for training the LCR model was
intentionally designed to include a term related to invertibility,
which encourages the possibility of iCR. Therefore, Bayesian
iLCR based on the LCR model exhibits higher inference
accuracy compared to the Bayesian iCR.

2) Computational Complexity of Inference: As mentioned
earlier, the most significant advantage of the Bayesian iLCR
method is that it greatly reduces the computational cost by
using the LCR model instead of the traditional recursive
method. Fig. [(a)] compares the number of arithmetic oper-
ations required to perform Bayesian iCR and Bayesian iLCR
methods, respectively, with respect to the number of defined
concepts |C| (or actions |A|). As clearly shown in the figure,
it can be observed that Bayesian iLCR requires significantly
fewer arithmetic operations compared to Bayesian iCR. This is
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Fig. 5. (a) Learning curves of LCR model with respect to context sparsity
s and (b) invertibility of CR, LCR with different loss functions £1 and La.
Invertibility is measured by the success percentage of solving the iCR problem.

due to the difference in computational requirements between
the traditional CR and the trained LCR, as demonstrated in
Fig. fib)}

3) Linearizability and Invertibility of CR: As mentioned
earlier, the linearizability of CR depends on context sparsity.
Fig. [5(a)| shows the learning curve of the LCR model depend-
ing on context sparsity, where we can see that our intuition is
correct. The LCR model can learn faster when the non-zero
entries of the context are fewer, that is when the value of s is
smaller.

Based on a similar intuition, it can be understood that the
invertibility of CR and LCR is also dependent on context
sparsity. This intuition is particularly evident in the fact that
the inverse problem of LCR can be expressed as a compressed
sensing problem. Fig. 5(b)| shows the statistics on whether
Bayesian iCR and Bayesian iLCR methods can infer the
context and two prior distributions. Let’s define invertibility
as a percentage of success in solving the iCR problem. In
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particular, for the Bayesian iLCR method, invertibility was
tested for the LCR model learned through two different loss
functions, i.e., £1 and L5. Note that £, is a function that adds
a loss term related to the RIP condition to £;. From the figure,
it is shown that the loss function design involving the quasi-
RIP condition results in better invertibility of the LCR model.
Furthermore, it can be noted that the linearization of the CR
model itself leads to better invertibility.

4) Heterogeneous SNC Effectiveness: Consider the hetero-
geneous SNC problem involving Alice, Bob, and Carol men-
tioned earlier. In the following, we present experimental results
demonstrating the effectiveness of context inference and SNC
performed by Carol with Alice (or Bob) using Bayesian iCR
and Bayesian iLCR, respectively. Additionally, we provide
insights by examining the effect achieved when Alice and Bob
utilize the original CR and LCR models, respectively, for SNC.
Effectiveness is quantified as the probability that the receiver
correctly interprets the sender’s intended action through SNC.

From Fig. [6] it can be observed that the Bayesian iLCR
method yields greater effectiveness when Carol communicates
with Alice, compared to the Bayesian iCR method. It is worth
noting that obtaining the LCR model requires a pre-training
process, making a perfectly fair comparison unattainable.
However, considering that CR enhances invertibility when lin-
earized, we can observe an improvement in SNC performance
in terms of effectiveness, as illustrated in Fig. @

On the other hand, when comparing SNC between Alice
and Bob using CR and that between Alice and Carol based on
iCR, a significant difference in effectiveness can be observed.
This difference arises from the inability of iCR to infer a
sufficiently reliable context. In contrast, when examining SNC
between Alice and Bob using LCR and that between Alice
and Carol based on iLCR, the difference in effectiveness is
not significant. This is because, as mentioned earlier, the LCR
model enhances invertibility, allowing iLCR to infer context
effectively.
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effective SNC.

5) Heterogeneous SNC Efficiency: Worth noting is that the
reason for the decreased effectiveness of Bayesian iCR is that
it considers a situation where only one symbol is commu-
nicated at a time (a symbol per transmission), taking into
account the limited communication environment. Naturally,
the performance of Bayesian iCR will improve when more
than one symbol can be communicated. On the other hand,
Bayesian iLCR shows robust communication performance
even in a limited communication environment. This is because,
as explained earlier, the CR invertibility is improved during the
linearization process for obtaining LCR.

Fig. shows the average number of communicating
symbols (symbolized concepts) that are required to achieve
SNC effectiveness greater than 0.9 under the same set of
Fig. E] but in a communication-free environment, where the
agents can communicate more than one symbol for SNC.
Here, we compared the method of using naiv semantic coding,
which was mentioned earlier, together with Bayesian iCR and
Bayesian iLCR. Of course, if Alice and Carol use naiv se-



mantic coding, they need to exchange many more symbolized
concepts. On the other hand, we can see that even with a
much smaller number of symbolized concepts, Bayesian iCR
and Bayesian iLCR can perform effective SNC.

As was done in [1f], if we consider symbolized concepts
as information sources in traditional communication, we can
use binary uniquely decodable source coding to determine
the minimum bit-length of each symbol. Fig. shows the
average number of bits that must be transmitted for effective
heterogeneous SNC, assuming no randomness in the channel
and noiseless source coding. The trends of the curves for
each method shown in Fig. are similar to those in Fig.
While naive semantic coding requires a large number of
bits for communication, effective SNC can be achieved with
relatively few bits through context inference using Bayesian
iCR and Bayesian iLCR. Therefore, the context-based hetero-
geneous SNC obtained through the proposed iCR solution is
proven to be efficient.

VI. CONCLUSION

In this article, we addressed the iCR problem in a hetero-
geneous SNC scenario using two different approaches. Firstly,
we formulated the iCR problem as a Bayesian inference
problem and proposed a Bayesian iCR method that utilizes
the tMH algorithm. The proposed method guarantees a certain
level of inference performance, yet comes with a considerable
computational cost. To obviate this, we linearized the CR using
a neural network to obtain the LCR model and replace the iCR
problem with a compressed sensing problem. Similar to the
previously proposed method, we further proposed the Bayesian
iLCR method to solve this compressed sensing problem. As a
result, we solved the iCR problem with minimal computational
cost and enabled SNC between agents with different contexts.
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