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Optimal Design of All-Pass Variable
Fractional-Delay Digital Filters

Wei Rong Lee, Lou Caccetta, and Volker Rehbock

Abstract—This paper presents a computational method for the
optimal design of all-pass variable fractional-delay (VFD) filters
aiming to minimize the squared error of the fractional group delay
subject to a low level of squared error in the phase response. The
constrained optimization problem thus formulated is converted
to an unconstrained least-squares (LS) optimization problem
which is highly nonlinear. However, it can be approximated by a
linear LS optimization problem which in turn simply requires the
solution of a linear system. The proposed method can efficiently
minimize the total error energy of the fractional group delay while
maintaining constraints on the level of the error energy of the
phase response. To make the error distribution as flat as possible,
a weighted LS (WLS) design method is also developed. An error
weighting function is obtained according to the solution of the
previous constrained LS design. The maximum peak error is then
further reduced by an iterative updating of the error weighting
function. Numerical examples are included in order to compare
the performance of the filters designed using the proposed methods
with those designed by several existing methods.

Index Terms—All-pass filter, constrained least-squares (LS) de-
sign, variable fractional-delay (VFD) filters, weighted LS (WLS)
design.

I. INTRODUCTION

VARIABLE fractional-delay (VFD) filters are filters with a
variable fractional group delay. During the last decade, the

design and implementationof suchfiltershave received consider-
able attention due to their many applications in signal processing
such as in communication, array processing, speech processing,
and music technology [1]–[9]. A survey of fractional-delay filter
design is presented in the tutorial paper [10]. VFD filters can be
designed either using finite-impulse response (FIR) filters or infi-
nite-impulse response (IIR) all-pass filters. So far, many methods
have been developed for designing and implementing FIR VFD
filters because of their relative simplicity [6], [7], [11]–[15]. In
contrast, all-pass VFD filters are much more difficult to design.
Because all-pass VFD filters are IIR filters, stability issue must be
taken into account and the design of such filters usually involves
nonlinear optimization. However, all-pass VFD filters have some
advantages. Firstly, they have unity magnitude at all frequencies
which isdesirable insomeapplications.Secondly, thecomplexity
of VFD filters, that is, the number of multipliers and delays re-
quired to implement the overall filters, is significant smaller for
all-pass VFD filters when compared to FIR VFD filters [16]. Re-
cently, several methods have been developed to design all-pass
VFD filters [17]–[21]. In [17] and [18], Makundi et al. have intro-
duced a so-called gathering structure, and a closed form method
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has been developed. In this structure, the filter coefficients are
polynomials of the fractional-delay parameter. The method pro-
vides an analytic solution and is easy to use. However, the solu-
tion obtained in this method is not optimal. To increase the de-
sign accuracy, Tseng in [19] has extended the method developed
in [22] and [23] for all-pass fixed fractional-delay filters to the
all-pass VFD filter case. The method can achieve higher accu-
racy when compared with the previous methods. However, the
algorithm proposed in this method does not converge in some
cases. To further improve the method, Deng in [20] has developed
a noniterative weighted least-squares (WLS) design method. In
this method, a weighted squared error of variable frequency re-
sponse with fixed denominator is used as the cost function to be
minimized. The method can achieve even higher accuracy solu-
tions than the method proposed in [19]. However, there are no
clear rules to determine an appropriate weighting function.

In this paper, we have developed a new method for the all-pass
VFD filter design. Firstly, we reformulate the design problem.
The cost function chosen to be minimized is the squared error of
the fractional group delay, since the group-delay error should be
the major consideration when designing a nonlinear phase dig-
ital filter. In contrast, the cost function in [19] is the squared
error of the phase response and the cost function in [20] is
the weighted squared error of the modified frequency response
(with fixed denominator). Our method directly minimizes the
squared error of the fractional group delay and at the same time
keeps the squared error of the phase response at a low level. The
constrained LS optimization problem thus formulated is then
converted to an ULS optimization problem. The ULS optimiza-
tion problem is highly nonlinear. Fortunately, it can be effec-
tively approximated by a linear LS optimization problem which
is then solved via the solution of a linear system. To make the
error distribution as flat as possible, many WLS methods have
been proposed; see [19], [20], [27], [29], and [30]. In this paper,
a WLS design is also developed. A weighting function is ini-
tially obtained according to the solution of the previous con-
strained LS design. The maximum peak error is then further re-
duced through an iterative update of the weighting function.

The paper is organized as follows. The constrained LS design
problem is formulated in Section II. The solution method for the
problem is developed in Section III. The WLS design method is
then developed to further reduce the peak error in Section IV. In
Section V an all-pass VFD filter is designed using the proposed
methods. Section VI concludes the paper.

II. CONSTRAINED LS DESIGN

Let the desired frequency response of a VFD filter be
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Authorized licensed use limited to: CURTIN UNIVERSITY OF TECHNOLOGY. Downloaded on July 8, 2009 at 03:18 from IEEE Xplore.  Restrictions apply.



LEE et al.: OPTIMAL DESIGN OF ALL-PASS VFD DIGITAL FILTERS 1249

Here, is the desired phase response, is
a fixed integer group delay, is a VFD in the range

and is the angular frequency in the range

where .
The VFD filter chosen to approximate is an
th-order all-pass filter with the transfer function

given by

where the denominator is defined by

Here, the first coefficient of is fixed to be one
and the remaining ones are variable.
Because of the mirror symmetric property of all-pass filters, the
phase response and the group delay of this all-
pass VFD filter are

respectively, where is the frequency response of
.

The variable coefficient is assumed to be a polynomial
function of the parameter

for (1)

Here, is the degree of the polynomials. The coefficient con-
straint proposed in [20], i.e., , for is also
imposed here to reduce the filter complexity. Our objective is
to find the coefficients
such that the error energy of the fractional group delay is mini-
mized while the error energy of the phase response is kept low.

Define the error functions in the phase response and the frac-
tional group delay as

(2)

(3)

respectively. The design problem can then be formulated as: find
the filter coefficients to
minimize

(4)

such that

(5)

where is a small positive number. Here, the lower limits of in-
tegration with respect to the frequency for the both integrals
in (4) and (6) are taken to be zero because of the symmetric
property of both integrands. Let this constrained LS (CLS) op-
timization problem be referred to as Problem CLS . Because
the fractional group-delay error should be the major considera-
tion, the cost function (4) is to be minimized, and, at the same
time, the error energy (5) of the phase response is kept at a low
level.

III. SOLUTION METHOD

To solve Problem CLS, we append constraint (5) to the cost
function (4) as a penalty, so thus we now minimize

(6)

where the positive multiplier controls the contribution of the
constraint penalty term. needs to be chosen sufficiently large
so that the solution obtained from minimizing (6) satisfies the
constraint (5). We start by picking a value for and minimizing
(6). If the resulting error energy of the phase response is greater
than , we can increase and minimize (6) again. If it is much
lower than , we can reduce and minimize (6) again. This
process can be repeated several times until the constraint (5) is
just satisfied. For each value of , Problem CLS is converted to
the following ULS optimization problem: given a positive mul-
tiplier , find the filter coefficients

to minimize (6). Let this ULS optimization problem
be referred to as Problem ULS.

The frequency response of can be expressed
as

(7)

where . Because of the
symmetry property of this filter, the phase response of
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can be given as

(8)
For an all-pass VFD filter to be stable, it is desirable that

has the following properties [24]: 1) for
; 2) for ;

and 3) decreases monotonically with for each
. To approximate these requirements well, we

let . If an all-pass VFD filter approximates the desired
one accurately, the first and third requirements will be satisfied,
and the absolute phase-response error of this filter at frequency

for all will be less than . As pointed out
by Jing in [25], the designed all-pass VFD filter will be stable
in this case. Since , the above equation for
simplifies to .

From (8), the phase-response error in (2) can be
specified as

(9)

or

(10)

where

is the magnitude of the
frequency response . When the absolute value of

is very close to zero, the term in (10) can be
readily approximated by

(11)

Since in the cost function (6)
will be minimized as a penalty term, and since the absolute value
of will be very small for all points in

, the above approximation is justified
at the solution of this optimization problem.

Substituting (9) into (3), we have

(12)

where

and

are the real and imaginary parts of the frequency response
, respectively.

Since is very small as mentioned above,
the term is also very small, and

is very large compared to the
term for all points in

. Consequently, the
error of the group delay in (12) is dominated by
the term

. We can therefore approximate
in (12) with

(13)

Furthermore, we note that

(14)

We then have the following simplified version of Problem
ULS: given a value of , find the filter coefficients

such that

(15)

is minimized. Here, we omit the multiplier 4, which has no in-
fluence on the optimization process.

Because of the presence of the denominator term in
(15), the above LS optimization problem is nonlinear. To over-
come this difficulty, Tseng, in [19], has introduced a method
based on the so-called Steiglitz–McBride iteration [26]. The
method can achieve higher design accuracy than the maximally
flat design in [18] even in the high-frequency band. However, the
convergence properties of Steiglitz–McBride iteration have not
been established yet, see [27] and [28]. As we can observe from
Fig. 1, the magnitude of the frequency response
in the range , which is
obtained from minimizing (15) with fixed to be 1, is
always close to 1, thus suggesting a stable filter. We therefore
approximate in (15) with the constant number 1. This is
equivalent to multiplying the integrand in (15) by , re-
sulting in a WLS design with as a weighting function.
Problem ULS can then be simplified, resulting in a modified
Problem ULS: given a specified , find the filter coefficients
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Fig. 1. Magnitude of the frequency response ���� ��.

such that

is minimized. Here

(16)

(17)

Substituting (1) into (16) and (17), we have

respectively, where
,
,

, stands for transposition and

...
. . .

...

It is easy to verify that and can be
written as

respectively, where

Since and are both vectors, we can
rename their components as follows:

Hence, the cost function can be rewritten as

(18)

where the matrix , the vector
and the scalar are given by

(19)

(20)

and

(21)
respectively. Because is a quadratic function in , the optimal
solution of the modified Problem ULS is unique and can be
obtained by solving the following linear system:

(22)

The Matrix is symmetric and positive definite. Consequently,
it is nonsingular and has a Cholesky factorization. The linear
system (22) can therefore be readily solved.

IV. WLS DESIGN

To make the error distribution as flat as possible, we define a
new objective function

(23)

where is a weighting function and is a specified
value of . If in (23), is reduced to with

. The corresponding WLS optimization problem can be
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formulated as: given a specified and a weighting function
, find the filter coefficients

such that the cost function (23) is minimized. Let this
problem be referred to as Problem WLS. Given a specified ,
our objective in this section is to find an appropriate weighting
function and solve the corresponding Problem WLS
to further reduce the peak error of the fractional group delay
obtained from the solution of the modified Problem ULS with

. For simplicity, we will use the name ‘Problem ULS’
instead of the name ‘the modified Problem ULS’ from now on.

We now introduce an adaptive weighing function, which is
based on the optimal solution of Problem ULS. Let be the op-
timal solution of Problem ULS, and be the corresponding
value of obtained from (1). Then, we chose

if
otherwise

(24)

where

(25)

is the absolute value of the fractional group-delay
error at point resulting from the solution of Problem
ULS and is a fixed small positive number. has sev-
eral properties. Firstly, it is equal to one at most points except
those where the absolute value of the group-delay error
is larger than . Secondly, large weighting values will result at
the points where large peak errors exist, i.e., the weight is con-
centrated on the large peak ripples. Obviously, the value of af-
fects the reduction of the peak error at the solution of Problem
WLS. A large value of will result in a small reduction of the
peak error, and a small value of could result in a large reduc-
tion of the peak error if the choice of the value of is appro-
priate. From our numerical experience, a value of between
30% and 40% of the maximum peak error corresponding to the
solution of Problem ULS is appropriate.

The peak error of the fractional group delay for the solution
of Problem WLS will be reduced when compared with that of
the solution of Problem ULS. A further improvement can be
achieved if the first solution of Problem WLS is substituted
into (25) (replacing the ) and the corresponding from
(24) is then used to modulate the previous weighting function to
produce an updated weighting function. Problem WLS is then
solved again with this updated weighting function, resulting a
flatter peak error distribution. This second step can be repeated
several times to make the peak error distribution as flat as pos-
sible. The whole procedure can be summarized by the following
algorithm:
Data: Choose a positive multiplier for Problem ULS, and
the number of times, , that Problem WLS is to be solved.
Step 1) Find the optimal solution, , of Problem ULS.

Choose a small positive number for formula (25).

Calculate the weighting function using
and the formulas (24) and (25).

Step 2) Solve the Problem WLS with weighting function
in (23). Let be the

optimal solution. Set .
Step 3) Let . Calculate using in

place of in the formulas (24) and (25).
Step 4) Solve the Problem WLS with weighting function

in (23). Let be the
optimal solution. If , go to Step 3.

Step 5) is the final weighting
function and is the final WLS solution.

Remark 1: In Step 4), the weighting function
is the product of , , since
obtained in Step 3) is based on the optimal solution of the pre-
vious Problem WLS which employed the weighting function

.
Remark 2: The weighting function starts with , and

is constructed iteratively. The convergence could be claimed
when the difference, , of two consecutive WLS so-
lutions is less than a prescribed tolerance . For practical appli-
cations, we usually only need about 4–8 iterations to make the
error distribution sufficiently flat; see Table I.

We now calculate a discretized version of the above weighting
functions. Let , be a
dense set of points uniformly distributed in the region

. If the total number of points in the set is , we can
write the set as . For a given ,
the optimal solution, , of the corresponding Problem ULS can
be obtained immediately as stated in the previous section. The
value of at each for can then
be obtained from and the formulae (24) and (25).
for can be obtained in the same manner after the
corresponding Problem WLS has been solved.

To solve Problem WLS with a given and a weighting
function , we form the following
overdetermined linear system:

(26)

where

and

Here, ,
are two diagonal matrices

...
. . .

...

...
. . .

...

are two matrices, and
,
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TABLE I
THE DESIGN ERRORS OF VARIOUS DESIGNS USING VARIOUS METHODS

are two
vectors. The solution of Problem WLS can be obtained by
solving the following linear system:

(27)

Obviously, the matrix is symmetric and positive
definite. The linear system (27) can therefore be readily solved.

Remark: Clearly, we could use another similar weighting
function on the constrained penalty term to reduce the peak error
of the phase response.

V. DESIGN EXAMPLE

The design methods described in the previous sections are
illustrated by the following 35th-order IIR all-pass VFD filter
which was considered for testing the existing iterative and non-
iterative WLS methods in [19] and [20], respectively.

Example: The design specification is

where

and

The filter order and polynomial degree are

respectively, which are the same as those considered in [19] and
[20].

The filter is designed using the proposed CLS design. The
value for the constraint (5) is chosen to be 0.0022. To solve
this problem, the problem is converted to a sequence of Prob-
lems ULS. Initially, the penalty weight is chosen to be 1,
and the corresponding Problem ULS is solved. The resulting
error energy of the phase response is 0.00233, which is larger

than the allowed value 0.0022. We then change the penalty value
and solve the corresponding Problem ULS several times until
the constraint (5) is just satisfied. The sequence of the penalty
values used is ( , , , , and

). The corresponding sequence of the error energies of
the phase response is (0.0033, 0.001996, 0.002129, 0.002213,
0.002190 and 0.002199). The final error energy of the phase
response is 0.002199 which is just under the allowed value of
0.0022.

The filter is also designed using the proposed WLS design.
Problem ULS with is initially solved. To create the
weighting function (24) and (25) for Problem WLS, is chosen
to be 0.002, because the maximum peak error of the fractional-
delay of the Problem ULS is 0.00528. The number of times, ,
that Problem WLS is to be solved are 2, 4, 8, and 16, respec-
tively. To calculate the weighting functions and the solutions of
Problem WLS, 201 sample points were used in the frequency
range and 51 sample points were used in the parameter
range to discretize frequency value and
parameter value, respectively.

To evaluate the accuracy of the filters designed, the normal-
ized root mean square (RMS) fractional-delay error and
maximum fractional-delay error defined by

(28)

(29)
and the normalized RMS phase-response error and max-
imum phase-response error defined by

(30)

(31)
are used. In (28) and (29), is defined by (3) and in (30)
and (31), is defined by (2). Table I lists the design errors
of the proposed methods. For comparison, the design errors of
the methods in [19] and [20] are also listed in the table. It can be
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TABLE II
COEFFICIENTS, � , OF THE DENOMINATOR ���� �� OF THE PROPOSED LS DESIGN

Fig. 2. CLS design with � � ������: (a) the fractional-delay error, and (b) the
phase-response error.

seen that the proposed CLS design (without weighting function)
can produce both smaller error energy and maximum peak error

Fig. 3. Maximum pole radius (CLS design with � � ������).

of the fractional group delay than the non-iterative WLS design
in [20] as well as the iterative WLS design in [19]. In particular,
the maximum peak error of the fractional group delay is reduced
to 0.005276, which is 21% and 81% lower than the non-iterative
WLS design in [20] and WLS design in [19], respectively.

In [21], a minimax method has been proposed for designing
an all-pass VFD filter with minimum phase-delay. Generally
speaking, it is not fair to compare an LS (or WLS) design with
a minimax design because the objective of the minimax design
is to minimize the worst-case (maximum) error, while the ob-
jective of the LS (or WLS) design is to minimize the total error
energy. In some applications, the LS (or WLS) design is more
important than the minimax design because the total error en-
ergy from the LS (or WLS) design is much smaller than that
from the minimax design. On the other hand, if one wants to
determine the worst-case error, the minimax design is preferred.
Moreover, the delay used in the cost function in this paper is the
group delay, , while the delay used in the cost
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Fig. 4. WLS design with Problem WLS solved eight times. (a) Fractional-
delay error. (b) Phase-response error.

Fig. 5. Maximum pole radius (WLS design with Problem WLS solved eight
times).

function in [21] is the phase delay, . Phase delay and
group delay can be very different for some frequencies in a same
design, since the filter, , designed to approximate the
desired linear phase VFD filter, , is an all-pass filter
which is usually highly nonlinear.

Fig. 2 depicts the absolute errors of the fractional group delay
and the phase response from the proposed CLS design with

for the constraint (5). Table II lists the coefficients of the

filter designed. Fig. 3 depicts the maximum radius of the poles of
the designed all-pass VFD filter as the function of the fractional
delay . 500 points are used for plotting the figure. Because the
pole is always inside the unit circle, the designed all-pass VFD
filter is stable as expected.

Fig. 4 depicts the absolute errors of the fractional group
delay and phase response from the proposed WLS design with
Problem WLS being solved 8 times. It can be seen that the
maximum peak error of the fractional group delay is further
reduced, and peak error is distributed more evenly than it is
for the solution of the CLS design. It can also be seen that the
proposed CLS design has a lower error energy of the fractional
group delay than the proposed WLS design. If one seeks to
minimize the error energy of the fractional group delay, the
proposed CLS design is preferred. Fig. 5 depicts the maximum
radius of the poles of the designed all-pass VFD filter using the
proposed WLS design. The designed all-pass VFD filter is also
stable as expected since the pole is always inside the unit circle.

VI. CONCLUSION

We have presented a CLS design and a WLS design for all-
pass VFD filters, respectively. The methods have several im-
portant features. Firstly, the methods directly minimize the error
energy of the fractional group delay. Consequently, the methods
can produce smaller peak error and error energy of the fractional
group delay than the methods published in the previous papers.
Secondly, the highly nonlinear optimization problem formu-
lated in the CLS design is converted to a linear LS optimization
problem, which simply requires the solution of a linear system.
Thirdly, an adaptive weighting function is introduced which is
easy to calculate and leads to a further reduction in the peak
error of the fractional group delay. Finally, it is reasonable to
expect that the methods can be extended to the two dimensional
all-pass VFD filter design.
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