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Abstract—This paper propose a decoder architecture for low- error performance and the encoder/decoder complexity may
density parity-check convolutional code (LDPCCC). Specifically, have to be taken into consideration. High data rate optical
the LDPCCC is derived from a quasi-cyclic (QC) LDPC block oo mmynications require powerful error correction codes with

code. By making use of the quasi-cyclic structure, the proposed . - .
LDPCCC decoder adopts a dynamic message storage in the mem_Iow redundancies to achieve an error floor lower than a bit

ory and uses a simple address controller. The decoder efficiently €rror rate (BER) ofl0~'?, preferablyl0~'° [5], [6]. Motivated
combines the memories in the pipelining processors into a large by such applications, the goal of this work is to design and
memory block so as to take advantage of the data-width of the jmplement an efficient decoder architecture such that codes can

embedded memory in a modern field-programmable gate array ; : ; ; Fohi
(FPGA). A rate-5/6 QC-LDPCCC has been implemented on an ﬁ)c\:,clg\r/g?%g;?rothputhlgh coding gainhigh code rateand

Altera Stratix FPGA. It achieves up to 2.0 Gb/s throughput with o ) )
a clock frequency of 100 MHz. Moreover, the decoder displays ~ Designing high-throughput decoder architectures for LDPC
an excellent error performance of lower than 107! at a bit- block codes has been extensively studied. In [7], a high-
energy-to-noise-power-spectral-density ratio £, /No) of 3.55 dB.  throughput memory-efficient decoder architecture that jointly

optimizes the code design, the decoding algorithm and the

Index Terms—Decoder architecture, FPGA implementation, architecture level has been proposed. A practical coding

LDPC convolutional code, QC-LDPC convolutional code system design approach has been presented in [8] Whereby
the LDPC codes are constructed subject to decoder hardware
I. INTRODUCTION constraints. Simulation results have shown that the codes

. . . constructed suffer from only minor performance loss compared
Low-density parity-check (LDPC) codes, first invented b% y P s

ith trained . In [9], i-cyclic LDPC (QC-
Gallager in 1960’s [1], have been found to be capable {E unconstrained ones. In [9], a quasi-cyclic @

. ) ) PC) decod hitecture that achi th hput»f
approaching the channel capacity. Later, LDPC convolutio ) decoder architecture that achieves a throughp

ps has been studied. The high throughput is achieved by
codes (LDPCCCs) have been shown to outperform LDF ducing the critical path through modifying the decoding al-

block codes in terms of error performance (e.g., lower err brithm as well as the check-node and variable-node processor

floor_s and higher coding gains) under a similar decoding co rchitectures. In [10], the throughput of a QC-LDPC decoder
plexity [2]. The comparisons between LDPCCCs and I‘DP| further improved by parallelizing the processing of all layers

block codes from the perspectives of hardware complexim yered decoding. Subsequently, the decoder can achieve a

delay requirements, memory requirements have been disc:usi,?]%1 imum throughput o.2 Gbps with an operating frequency

in [3] and [4]. . oo X
. . . . of 950 MHz and 10 min-sum decoding iterations. In [11],
LDPCCC has inherited the basic structure of convolutiong|,  +hors have proposed a high-speed flexible shift-LDPC

code and enaples a continuous encoding and decoding of toder that can adapt to different code lengths and code
Sages O.f varying Igngt_hs. Such a pr_operty has made LDPC ates. The decoder employs the Benes network to handle the

né;bmplicated interconnections for various code parameters. It

an LDPCCC for an application, furthermore, many factor&dopts the single-minimum min-sum decoding and achieves a

such as code rate, sub-block length, coding gain, through%"oughput 0f3.6 Gbps with an operating frequency 860
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pipeline decoder withl0 processing units. Nonetheless, itdhe implementation complexity of the decoder architecture
register-intensive architecture has limited its powercgdficy. The FPGA simulation results are also presented in this@ecti
In [15], [16], a low-cost low-power memory-based decoddfinally, Section V concludes the paper.

architecture that uses a single decoding processor has been

proposed. On one hand, theerial node operation uses a Il. REVIEW OF LDPC CONVOLUTIONAL CODES

small portion of the field-programmable gate array (FPGAQ. Structures of LDPCCC and QC-LDPCCC

resources. On the other hand, such a design has posed a sigy,, parity-check matrix of an unterminated time-varying
nificant limitation on the achievable throughput. Subsedjye periodic LDPCCC is shown in (1) where, is termed as

tbhe memory—b%sed :jjersllgns Ivvc|1j>I'c1traIIeI nogetoptgr?tl_ons havethe memory of the parity-check matrix; ar,(t), i —
€en proposed and have fed 10 a substantial Improvem - ,mg, are(c —b) x ¢ sub-matrices with full rank. An

in throughput [17]-[19]. The high throughput accomplishe?’ o

: . : DPCCC is periodic with period” if H;(t) = H;(t + T)
under these designs, however, is achieved at the cost of &, . _ 0.1, .my. If T =1, the code is time-invariant:
complicated switch network.

To the best of the authors' knowledge, the previouletherWise’ it is time-varying. The code rate of the LDPCCC
. . ¥ given by R = b/c. Moreover, a coded sequeneg, .| =
proposed LDPCCC decoder architectures mainly handle r D’B Vi, o] With vi = [01, 009, ore] (= 0,1,2,..)
dom time-varying LDPCCCs. In this paper, we propose}hﬂ’sﬁés ’ The o Tk T
decoder architecture for LDPCCCs with regular structulres.
particular, the proposed decoder caters for a class of LOFXCC
that have a quasi-cyclic structure and can be derived fromGiven a quasi-cyclic LDPC (QC-LDPC) block code with a
a QC-LDPC block code [20]. The motivation of considerindpase matrix of size.. x n,, and an expansion factor ef[23],
codes with regular structures is twofold. First, LDPCCCthwi we can construct a QC-LDPCC@s follows.
regular structures have recently attracted much interet b 1) Expand the parity-check matrix of the QC-LDPC block
theoretically and empirically [21], [22]. Second, follavg the code into azn. x zn, matrix HO.
insights from LDPC block codes, regular codes can make the2) Represent then. x zn, parity-check matrixH® as a
decoder structure much simpler and at the same time achieve )/ x M matrix, whereM is the greatest common divisor
good error performance. Therefore, developing an efficient  of . andn,, i.e., M = ged(ne,ny). Then we have
architecture for regular codes is of high importance in ficac

H[07OO]V[7(;700] = O

The contributions in our paper are distinct from previous Hi, - HILM
works in many aspects including complexity, throughpuiare H’ = : : , (2)
bility and scalability. Firstly, we eliminate all switch tveorks, HS, , - H .,
which are included in most of the previous implementations " "
and are very complex for a high-rate LDPCCC. Instead, we ~ WhereH? ; is aZf= x 2 matrix, fori, j = 1,2,--- , M.

propose the use of dedicated block processing units, with3) SplitH? into H} andH?, which correspond to the lower

which we can provide higher throughput with similar decoder ~ triangular part and the strictly upper triangular part of
complexity. Second, the quantized sum-product algorithm  H°, respectively. H} and H!, are therefore denoted,

(QSPA) applied in our LDPCCC decoder is more reliable  respectively, by

compared with the min-sum-based LDPCCC decoder, i.e., H?
QSPA outperforms the min-sum-based decoder in terms of
error performance. Furthermore, our proposed QSPA imple-

1,1

b b
b H2,1 H2,2
1 . .

mentation has a complexity only linearly proportional t@ th Hb' Hb. H?

. o . M1 M,2 MM 1 prxmr
check-node degree. Third, it is known that more decoding and
iterations can enhance the error performance of the dedoder 0 HY, ... Hli v

our decoder design, each decoding iteration is accomplishe Hg3 HS ,,
by one processor and the processors are serially connected. HY .
Our decoder architecture also enables us to change the numbe :
of processors easily without re-designing the whole decode Hllj\l—l.,M

Thus, our decoder is scalable in terms of the number of 0 Mx M
processors. We have implemented our decoder architecture f 4) Unwrap the parity-check matrix of the block code to
a rate5/6 LDPCCC in an Altera Stratix FPGA. The decoder ~ Obtain the parity-check matrix of a QC-LDPCCC in the

has produced a throughput 0 Gbps with a clock running form of (1), i.e.,

at 100 MHz. Moreover, the LDPCCC has an excellent error HY

performance, achieving an error of lower theim '3 at a bit- H! H!
energy-to-noise-power-spectral-density rati, (Ny) of 3.55 f(ioo] = “ H' H! ) 3)
dB.

The rest of the paper is organized as follows. Section Il
reviews the construction of QC-LDPCCCs and the decoding, _ -
We define a QC-LDPCCC as an LDPCCC in which all the elemERy&.)

process fOI’. such codes. -Sec.tion Il describes the propc&ed iq the parity-check matriH are composed of identity matrices, cyclic-right-
coder architecture and pipeline schedule. Section IV jpiteseshifted identity matrices or zero matrices.



H(1 Hy(1)
H,, (m.) Hp,_i(m.) - H (m,)

H,, (ms+1) H, _i(ms+1) - Ho(ms +1) 1)

H, ()  H. () - H)

The above construction process is illustrated in Fig. 1. B¥1(n)\m is the setM(n) excluding check node.. Finally,
comparing (1) and (3), it can be observed that the period thie a posteriori probabilities(APPs) for thec variable nodes
the QC-LDPCCC isT' = M and the memorymn, satisfies v;_(;_1)(m,4+1)-m. l€aving the last processor are computed
M = m4+1. It can also be observed that the relative positionssing
between the variable nodes and the check nodes do not change. Bn = An + Z Qm/n, (6)
Hence the girth of the QC-LDPCCC is no less than that of m'eM(n)

the original QC-LDPC block code [24]. Therefore, we cal . . o .
construct a large-girth QC-LDPCCC by first designing thesuEiZiﬂsoge\;ver;lrﬁ?nge binary value of each individual variable

matrices to obtain a large-girth QC-LDPC block code and thenThus, eactdecoding stemonsists of inputting new channel

performing the unwrapping operation. messages to the decoder, shifting messages, updating-check
to-variable messages, updating variable-to-check messag

B. Decoding Algorithm for LDPCCC computing APPs and decoding the output bits. As a result,

fter an initial delay of(ms + 1)I decoding steps, there is a

LDPCCC has an inherent pipeline decoding process [ ntinuous output of the decoded bits

The pipeline decoder consists é#fprocessors, separated by
¢(ms + 1) code symbols, withl being the maximum number

of decoding iterations. Throughout the decoding process, w I1l. DECODER ARCHITECTURE
assume that messages in log-likelihood-ratio (LLR) form ar
being used. In the hardware design of an LDPCCC decoder, the pro-

At the start of each decoding step (say at tim the Cce€ssor complexity, memory requirement, throughput anorerr
incoming channel messages associated with: thew variable performance are closely related. It is worthwhile to study
nodesvy, = [Usy.1,Vi0.2, - »Vty.c] €NtEr the first processor. their tradeoffs so as to design a decoder meeting the appli-
Moreover, the corresponding variable-to-check messages ¢ation requirements. Following the notations presentetthén
these variable nodes have the same values as the inconfigstruction of a QC-LDPCCC, we can roughly characterize
channel messages. At the same time, the messages associbgedactors affecting the decoder as follows. Suppose the
with the variable nodes;, ;.1 are shifted from the-th decoding process is divided int& stages. A smaller
processor to théi+1)-th processor, where=1,2,--- , 1—1. provides a higher level of parallelism that the decoder can

Then, each processor updates the- b) check nodes corre- achieve. The error performance of an LDPCCC improves as
sponding to thét, — (i — 1)(m, + 1))-th block row of Hy, ., increases and/af increases and/ak decreases. Furthermore,

in (1) using the information throughput is proportional teR/G while
the memory usage is proportional tan?(1 — R). Also,
1 Bmn the processor complexity in terms of combinational logics
Qmn = 2tanh [I tanh( ) ) 4 s proportional tozIn?(1 — R)/G. More details about the

/€N (m)\n complexity of memory usage are shown in Section IlI-B.

wherea,,,, is the check-to-variable message from check nodelt can be seen that the error performance of an LDPCCC
m to variable node:; 3,,, is the variable-to-check messagean generally be improved at the cost of a higher processor
from variable noden to check noden; N (m) is the set of complexity, more memory usage or a lower throughput. For
variable nodes connected to check nedeand N (m)\n is instance, with the sub-matrix size x z fixed, as the code

the set\/(m) excluding variable node. Next, the processorsrate R decreases, the error performance becomes better at the

perform variable-node updating fot, _;_1)(m,+1)-m.,» ¢ = cost of a lower information throughput. Furthermore, bdté t
1,2,...,1, using processor complexity and the memory requirement become
B = Ayt Z o (5) higher due to an increase in the nur_nber of check node_s.
mmn " v mn With the code rate and the throughput fixed, as the sub-matrix

size increases, the error performance improves with theesam
where )\, is the channel message for variable negeM (n) processor complexity but more memory usage. The experiment
is the set of check nodes connected to variable ngdand results presented in Section IV will provide a rough guideli
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Fig. 1. lllustration of constructing a QC-LDPCCC from a QO{RC block code.

on how to choose the parameters in order to achieve a targeted NP | emecenn one
error performance, processor complexity and memory usage.

In most of the previous works, a generic processing unit |
such as that shown in Fig. 2(a) is applied in the LDPCCC [ |=nnen s [we ]
decoder. For this type of design, a switch network and some (@) e Procassing Ui
corresponding control logics are required. The complexity
overhead of the switch network is not a concern in the previou
works mainly because the number of edges between the check Fied comnecton BUO | emeeee Fixed connocion -
nodes and the variable nodes is small. When the number of | |
edges between the check nodes and the variable nodes I | ===-- [ J=eee- e [we J-oee- [ e ]-een- [we ]
large, e.g., for a high-throughput and high code-rate LDECC PP Fecessne e
the routing and hardware complexity of the switch networKg. 2. Generic Processing Unit and Dedicated Block Pracgdsnit.
becomes a critical issue.

In our proposed decoder, we use dedicated Block Pro-

cessing Units (BPUs) instead of generic processing unifs. gection Ii is m. = M — 1, the variable nodes and the

Consequently, the complexity of routing and switching thgyaci nodes in each processor are separated by a maximum
messages are no longer required i.e., the complex swighy, 1 time instants. Denote the— b check nodes and the

networ_k is eliminated. As shown_ in Fig. Z(b)’ we usé ¢ variable nodes that enter a particular processomuby =
BPUs in one processor. One BPU is used during each decodr g
0

- 0 17ut02a"'7utoc—b] and Vto = [Uto 17Ut0 27"',Ut0 C]a
step of one codeword antl’ BPUs are used to facilitate theyegnectively. Then the check nodes and the variable nodes th

pipeline of M distinct codewords simultaneously. In generahre about to leave the processor are givenuby r41 =
our approach can obtain & times speed-up in throughput[ N

with the pipeline of M distinct codewords. Details will be[
described in Section IlI-C.

Utg— M41,15 Utg—M+1,2> "+ s Utg—M+1,e—p] @NA Vi _prq1 =

Vtg— M+1,15Vtg—M—+1,2, " " * 5 Vtg—M-+1,¢), FESpPECctively. At each
decoding step, a BPU is responsible for processing the check
nodes that enter the processor (iwg,,) and the variable nodes

A. Architecture Design that are about to leave the processor (ivg,, 174 1).

A high-throughput decoder requires parallel processing of At the start of each decoding step;— b check nodes are
the LDPCCC. We propose a partially parallel decoder ae be processed. We divide them inf® groups and conse-
chitecture that utilizes parallelization on both the nodeel quently we divide a complete decoding step ifostages.
and the iteration level. The number of rows and the numbat the i-th stage { = 1,2,---,G), (¢ — b)/G check nodes
of columns of the sub—matriceng in (2) (corresponding [t (i—1)(c—b)/G+1> Uto,(i—1)(c—b) /G+25 " " > Utg,i(c—b)/G] @€
to H;(¢t) in (1)) arec — b = zn./M and ¢ = zn,/M, processed in parallel. The variable-to-check messages ex-
respectively. Our proposed decoder architecture is ilisti pressed in the sign-and-magnitude format are input to a
in Fig. 3. The decoder consists df processors wherd group of (¢ — b)/G check-node processors (CNPs). Among
is the maximum number of decoding iterations. Since thbe resulting check-to-variable messages, those between t
memory of a QC-LDPCCC constructed using the methatheck nodes inu,, and the variable nodesot in the set
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Fig. 3. Block diagram of the pipeline processors in the LDRCdzcoder.
vi,—m+1 Will be written to the local RAMs, waiting to be use d. = 24) in our design. We can observe that it is

further processed by other BPUs. On the other hand, timpractical to implement such an enormous LUT. Here, we

updated check-to-variable messages between the check nguaepose to implement the CNP with quantization (QSPA) by

in u;,, and the variable nodes ir,_/+1 are converted first pairing up the input messages and then calculating the

to the format of 2's complement before being processed bytrinsic messages excluding the input itself. More speadifj,

the variable-node processor (VNP). Since each check naigpose the variable nodes connected to check noiddisted

is connected to a total of/z variable nodes invy,_ar4+1, as[ni,ne,...,ng and the corresponding input messages are

((c=b)/G)x(¢/z) = ¢(c—b)/Gz variable nodes ivy, ;11 denoted by|[si, ss,...,s4]. The updated check-to-variable

are connected to the newly updated check nodes and hemm@ssage to variable nodg is then calculated as

¢(c—b)/Gz VNPs are needed in one BPU. Finally, the updated

variable-to-check messages are converted back to the forma Q{avmn,} = Olsi-, sit) )

of sign-and-magnitude and they will be shifted to the nexghere

processor together with their associated channel messages i j

the next decoding step. 0@,j) = Q {2 tanh ™! (tanh 3 tanh 5) } (8)
In the BPUs, the CNPs update the check nodes accord-

ing to (4). However, in practical implementations we need si- = O0(0(0(s1,52),53), - 5i-1) ©)

to quantize the messages to reduce the complexity. In our siy = O(0(0(sd,54-1),8d4-2), - sit1) - (10)

‘mp'emer?ta“"”' we ado_pt a four-bit quantizgtion, Wh_ere t hus, (7) can be implemented based on a simple LUT tree,

quantization step is o_Ierlved based_ on density eVOIUt'(?'j [2%5 shown in Fig. 4. In fact, it can be easily verified that

and differential evolution [26]. Empirical results shovattits each LUT is of size2® — 256 and the total number of units

error performance _is only 0.1 dB worse than the ﬂoating'p()iﬂaquired is alway&d — 48. Thus, our proposed tree-structured
sum-product algorithm (SPA). implementation ensures that the CNP complexity remains low

We_ C(:jngigzr aPcSrwicK n(Tde With_ degrr;de Forh a I(];uclllla namely inO(d.). Moreover, the VNP is basically an adding
quantlze } Q@ ) 'mp ementation, there shou eoperation which can be implemented using an adder tree.
inputs, each of lengthl-bits. Consequently, the size of the

look-up table (LUT) becomeg8*?, which equal2’® (as we



Consequently, a total ofn,,/G RAMs are needed for storing
—q the edge-messages passing between the check nodes in
and their connected variable nodes to avoid the collisions
of memory access. Further, each processor hasets of
— % such check nodes, .8, U1, ..., Uyy—pr4+1- AS @ result,
zn,M/G RAMSs are allocated in one processor to store the
o, edge-messages, i.e., check-to-variable or variabléwaic
messages. In addition, the data-depth and the data-width of
the RAMs are equal ta7 and the number of quantization
! bits, respectively.

——mn 2) Storage of channel messagésr the channel messages,
the memory storage mechanism is similar. The setzof
variable nodes corresponding to every z sub-matrix are

a first divided intoG groups. Then:/G RAMs, each of which
havingG entries, are allocated to store the channel messages.
Moreover, the variable nodes in, correspond to, /n. sub-

% — |_«a, matrices and each processor contaiisvariable-node sets

L denoted byvy,,vi,—1,...,Vi,—m+1. Consequently, a total

S _ — of zn,M/n.G = zn,/G RAMs are allocated to store the

Ser | °°° j] °=c _ | —%m channel messages in one processor. The data-depth and the
Su2 i3 S Ss S data-width of the RAMs are equal t@ and the number of

guantization bits, respectively.

]

]

[]

}O(U) ' For a general case whefd is not necessarily equal to.,

E zn.n, /G RAMs are needed to store the edge-messages and
"""""""""""""" zn,M/n.G RAMSs are required to store the channel messages
in one processor. In modern FPGASs, the total number of
internal memory bits is usually sufficient for storing thesne
sages of codes with a reasonable length and with a reasonable
number of decoding iterations. However, the number of RAM
blocks is usually insufficient. Note that the operationsha t

For clarity of presentation, we first assumé& = n.. Hence pipeline processors are identical, the connections betwres
we havec — b = z andc¢ = zn,/n.. As mentioned earlier, RAMs and the BPUs are the same and the addresses of
we divide the decoding step intG' stages withz/G check accessing the RAMs are the same. By taking advantage of the
nodes being processed in parallel. We considetdtth block homogeneity of the processors, we can combine the RAMs in
row of H[C(ioo] shown in Fig. 1. This block row consists ofdifferent processors into one large RAM block. In particula
1 x (n,/n.) sub-matrices, each having a sizezof 2. Thus, for the RAMs handling edge-messages, we can combiné the
this block row corresponds te check nodes andn,/n. Sets ofzn.n,/G RAM blocks distributed in thd processors
variable nodes in the Tanner graph. We also assume that i@ one set of zn.n,/G RAM blocks. Similarly, for the
1 x (n,/n.) sub-matrices are either the identity matrix oRAMs storing the channel messagédssets of zn, M /n.G
cyclic-right-shifted identity matrices. Supposg, andv;, just RAM blocks are combined intoneset of zn, M /n.G RAM
enter a particular processor amg, ;1 andvy, 41 are blocks. The data-depth of the RAMs remains the same while
about to be shifted out of the same processor. The memdlng data-width becomestimes wider. Note that the memory
requirement is explained as follows. combination is a unique feature of LDPCCC and is not boasted
1) Storage of check-to-variable and variable-toby LDPC block codes

check messages:We denote the check nodes by Another advantage of such a memory storage mechanism
Uy, = [Ugo,1, U2, -+ Us,z]. We further divide them js that the address controller is a simple counter increimgnt
into G groups with thei-th group being denoted byby one at every cycle, thanks to the quasi-cyclic structure.
(Ut 14 (i—1)2/ G Ut 24 (i—1)2/ G - - - Utg 2 JG+(i—1)z/c] (1 = Specifically, at the start of each decoding step, the adesess
1,2,...,G). As explained previously, in processing;,, of accessing the RAMs are initialized based on the parity-
(Ut 14(i—1)2/Gs Yto, 24 (i—1)2/G - - -  Ytg,2 /Gt (i—1)2/C] are check matrichg‘oo]. As the decoding process proceeds, the
processed in parallel at theth stage of a decoding step.addresses are incremented by one after every stage, until al
Therefore in order to avoid the collisions of memory accesg; stages are completed.
z /G different RAMs are needed for storing théGG messages
on the edges if each of the/G check nodes is connected
to only one variable node. From the construction of the QC-, - o _

For block codes, sophisticated memory optimization has Ipeeposed in
LDPCCC, moreover, each check node has a regular degre?z?]f. High complexity is involved and memory efficiency ishieved at the
ny, .., each check node is connectedntp variable nodes. cost of a lower throughput.

S+

Fig. 4. Implementation of a CNP using a tree of look-up tables

B. Memory storage



C. Pipeline scheduling more decoding stages, i.€5, increases, the throughput tends

, . t? (ny —ne)zf /MG bits/s with a running clock of Hz.
Conventional LDPCCC decoder architectures [13] [12] [14] A, iustrative example of the RAM storage and decoding

adopt the pipeline design shown in Fig. 5. Each processor ﬁ%cess

guentially does the following: shift the messages in, upda¢ Example: we consider a QC-LDPCCC withG = 2

check nodes, write the data to memories, input the messages , . _ 9 andn. — 4. Since M — ged(n n_) _
to VNP and update the variable nodes. This pipeline schedyle ., .1, Torocessor had/ — 2 BPUs. In each Sroces-

only utilizes pipelining on the iteration level followindhe sor, zn.n, /MG — 8 RAMs are dedicated to store edge-

standard decoding process. In this paper, we propose a "mr@ssages andn, /n.G = 4 RAMs are dedicated to store

efficient pipeline scheduling based on our dynamic MeMOogY, 2 nnel messages. Assume that the check nagdes —

storagg structurg. o ) [Uig,1, Uty 2, - - -, Uty,4] JUSt €Nter a processor and the variable
We first describe the pipeline schedule for a single COdﬁ(')dESvt L = [Up_11,Vs—19 vi,_1.5] are about to
0— o—4,L» 0o—41,2 9 0o—4,

word. Instead of writing the updated messages from CNEsve The decoding step of processiBEU; (i = 1,2) is

and those from VNP in two separate stages, we combifgiged intoG = 2 stages. Figure 7 shows the dynamic storage
them with the shifting operation. The updated messages frjfype edge-messages in the RAMs at different time instances
VNP and the channel messages associated with the updatingtep 1) It shows the RAM storage at the start of processing
variable nodes are directly output to the next processoigtwh u,, andvy,_1 by BPU;. It can be seen that RAM 1 to 8
cqmpletes the writing and shifting operations at the same.ti giore the variable-to-check messages tigy which is ready
Since some of the updated messages from CNP need no{Pge processed. RAM 13 to 16 store the latest check-to-
processed by VNP, they are written to the local memories @japle messages fow, 1, which are updated in the previous
the same time. Note that the memory locations into Whl%coding step byBPU,. RAM 9 to 12 store the variable-
the messages are shifted are exactly those storing thealigiy_cneck messages that are newly updated in the previous
messages loaded by the BPU. Therefore, there would not hge.oding step and are shifted from the previous processor.
any memory collisions during the process. Step 2) It shows the RAM storage after the first stage of
It can also be inferred from this process that the types fpU,; processing. At the first stagBPU; will processuy,
messages stored in the memories are dynamically changiggg us, » and their connected variable nodesvip,_;, e.g.,
The messages associated wiily, are all variable-to-check [Ut0—1.8) Vto— 1.4, Uty —1.5, Uty —1.8). CNP reads the variable-to-
messages by the time,, first enters a processor and is read¢heck messages from the first set of entries located in RAM 1
to be processed by CNP. After each decoding step, somet®®. The newly updated check-to-variable messages between
the messages are substituted by the updated variableetech,, andv,, from CNP are input to the first set of entries in
messages from the previous processor. Wiiéndecoding RAM 1 to 4 (i.e., from where the check-to-variable messages
steps are completed, all the check-to-variable messaggs Ogre read), while the newly updated check-to-variable ngessa
inally associated witha;, will be completely substituted by petweenu,, andv,,_; are input to the VNP and the resulting
variable-to-check messages. Yet, they are now messages,ffable-to-check messages are shifted to the next process
uy,41+1 and are ready for CNP in a new round of decoding\s a result, the updated variable-to-check messages betwee
Figure 6(a) describes the pipeline for a single codewoxd ., anduy, - are written to RAM 5 to 8 and those between
assumingz = 3 and M = 4. Comparing Fig. 5 and Fig. 6(a), v, 1 anduy,;1 are written to RAM 13 to 16.
it can be observed that decoding a group of check nodesstep 3) It shows the RAMs after the second stagBBiJ;
using the proposed pipeline scheduling only takg¢s of the processing. At the second stageéPU; will process uy, 3
time cost in conventional scheduling. The homogeneity ef ttand «,, , and their connected variable nodesvip_1, e.g.,
pipeline processors also facilitates a pipeline processin v, _11,v4, 1.2, V1,—1.6,V1,—1.7]. CNP reads the variable-to-
multiple codewords. As shown in Fig. 6(a) where a singleheck messages from the second set of entries located in RAM
codeword is being decoded, the processing time of differento 8. The newly updated check-to-variable messages betwee
BPUs are separated in the sense that while one BPUugs andv;, from CNP are input to the second set of entries in
processing, the other BPUs remain idle. To further increaRaM 1 to 4 (i.e., from where the check-to-variable messages
the throughput, we can schedule other BPUs to process othgs read), while the newly updated check-to-variable nigssa
codewords. Since the total number of blocks in a processomistweenu;, andv;, ; are input to the VNP and the resulting
M, we can incorporate a maximum 6f different codewords variable-to-check messages are shifted to the next process
in one processor, i.e., allowingPU; to process Codeword- As a result, the updated variable-to-check messages betwee
fori=1,2,..., M. Depending on the number of codewords,; ., anduy, ., are written to RAM 5 to 8 and those between
incorporated, the throughput can be increased by a factorvgf ., andu,, ., are written to RAM 13 to 16.
M at the cost of additional memory storage and additional The RAM updating at the decoding step ®&PU, is
hardware complexity of the BPUs. Figure 6(b) illustrates thanalogous to Steps 2) and 3) above. After the second stage of
pipeline schedule for four codewords with= 3 andM = 4. BPU,, RAM 1 to 8 will have the variable-to-check messages
Using our proposed pipeline schedule, the throughput fady foru,, 2> and their connected variable nodesvif ;.
the decoder ign, — n.)z/M information bits for everyG + The RAM storage is similar to that in Step 1) with the time
d cycles, whered is the time delay for each pipeline stagenstances incrementing by/ = 2. A new round ofBPU,
such thatG + d cycles are used by one BPU. As there arepdating will follow according to Steps 2) and 3).
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Fig. 5. Conventional pipelining. S: Shift messages betwgmtessors; CNR: Input messages to CN; CNP: CN processiNgy:@utput messages from
CN; VNR: Input messages to VN; VNP: VN processing; VNW: Outmessages from VN.
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(b) Multiple-codeword pipeline.

Fig. 6. Proposed Pipeline.;Bprocessing of block; S-W: Shift messages and write messages to the next proc&daoput messages to the block processing
unit; CNP: check-node processing; VNP: variable-node gssing.

Also note that once the address controller is initialized 8ER performance of the QC-LDPCCCs under different de-
the start of theG stages, the read/write address of accessiegding iteration numbers. Specifically, we have implemente

the RAMs are simply incremented by 1. LDPCCC decoders with the following parameters:{a} 422
and/ = 18; (b) z = 512 and I = 18; (c) z = 1024 and
IV. EXPERIMENTAL RESULTS I =12; (c) z = 1024 andI = 10. Recall thatz x z represents

We have implemented the QC-LDPCCC decoder on Alhe sub-matrix size of each entry in tHex 24 base matrix
tera Stratix IV. All the BER results for the QC-LDPCCCwhile I denotes the number of iterations (i.e., processors) used
decoder are hence obtained from FPGA experiments undethe LDPCCC decoders.
additive white Gaussian noise (AWGN) channels antit Table | shows the hardware complexity of the decoders
guantization. Based on a QC-LDPC block code with:a24 when combined with the noise generator. The complexities
base matrix, we construct QC-LDPCCCs of different sulfer a single-codeword implementation as well as a four-
matrix sizes. Moreover, the sub-matrices of the block codedeword pipeline implementation are shown. We observe tha
are chosen such that the girth equals’hen we simulate the the hardware complexity increases as the code length and the
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Fig. 7. Example of RAM storagez: = 4 and G = 2.

Ready for BPU, to update check nodes ., and their connected variable nodes in \.1
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TABLE |
IMPLEMENTATION COMPLEXITY FORQC-LDPCCCOF DIFFERENT SUBMATRIX SIZES. CODE 1-S:z = 422, | = 18, SINGLE-CODEWORD. CODE 2-S:
z =512, 1 = 18, SINGLE-CODEWORD. CODE 3-S:z = 1024, I = 12, SINGLE-CODEWORD. CODE 4-S:z = 1024,] = 10, SINGLE-CODEWORD. CODE
1-P:z =422, ] = 18, FOUR-CODEWORD PIPELINE CODE 2-P:z = 512, I = 18, FOUR-CODEWORD PIPELINE CODE 3-P:z = 1024, [ = 12,
FOUR-CODEWORD PIPELINE CODE4-P:z = 1024, I = 10, FOUR-CODEWORD PIPELINE THE IMPLEMENTATION COMPLEXITY OF THEQC-LDPC

BLOCK DECODER IN[9] IS SHOWN FOR COMPARISON

Stage No.| Memory | Combinational| Registers| Memory Clock Throughput| RequiredEy,/No
G depth ALUTs bits frequency| (info bits) | at a BER of10~*°
Code 1-S| 422 512 106288 68609 4402268 | 100 MHz | 0.5 Gbps | 3.42 dB
Code 2-S| 512 512 104938 68634 4402268 | 100 MHz | 0.5 Gbps | 3.40 dB
Code 3-S| 1024 1024 73066 50087 5829352 | 100 MHz | 0.5 Gbps | 3.48 dB
Code 4-S| 1024 1024 62823 43745 4844140 | 100 MHz | 0.5 Gbps | 3.60 dB
Code 1-P| 422 512 175420 105427 | 17558528 | 100 MHz | 2.0 Gbps | 3.42 dB
Code 2-P| 512 512 170102 105505 | 17558528 | 100 MHz | 2.0 Gbps | 3.40 dB
Code 3-P| 1024 1024 134102 86654 23283712 | 100 MHz | 2.0 Gbps | 3.48 dB
Code 4-P| 1024 1024 120804 80342 19348480 | 100 MHz | 2.0 Gbps | 3.60 dB
Wang [9] | — — 28229 26926 5800000 | 190 MHz | 0.2 Gbps | 4.40 dB
10E+00 ! role in the error performance of the LDPCCC.
Based on the above results, the following guidelines can be
1.06-02 1 = used in designing a LDPCCC decoder.
o To increase the decoder throughput while maintaining
1.0E-04 — a similar BER performance and the same number of
\\ memory bits, we can reduce the memory de@tlat the
1.0E-06 N cost of more combinational logics.
& == \-\ To reduce the cost of combinational logics while main-
10608 o2 10 == ~ taining a similar BER performance and throughput, we
' ~ S = can increase: and use a smaller number of processors
1.08-20 1 e 2=1024;1=12 N 3 I. Under such circumstances, the total memory bits may
22422, 118 X S increase.
1.0E12 7 ety 11 &S To reduce the memory bits while maintaining a similar
‘ . ‘ . BER performance and throughput, we can use a smaller
1.0E-14 . . .
3 - 34 e 36 z and a largell at the cost of combinational logics.

In addition, we attempt to compare our implementation
results with those found from the literature. Since the ciije
of our work is to achieve high throughput and good error
performance, the code length and code rate of the codes used
in our experiments are relatively large. While we can find
quite a number of decoders in the literature, none of them
number of processors increases. Figure 8 further shows tumsider codes with length comparable to the ones we use.
BER results for the LDPCCCs. All of them assume lengths which are relatively short and

Based on Fig. 8 and Table |, we can see a tradeoff betwemmsequently they have high error floors and small coding
(i) the BER performance, (ii) the code length and (iii)) thgains. The “closest” one we can find is the QC-LDPC block
number of processors (i.e., the number of iterations). Vecoder described by Wang and Cui [9], who target a high-
compare the performance of LDPCCC with= 1024 but speed decoder and adopt a leng§tit6 QC-LDPC code in the
with different number of decoding iterations We can see experiment. In Table |, we add the implementation results of
that the LDPCCC withl = 12 is more than0.1 dB better the decoder in [9]. Although the decoder in [9] seems to be les
than that with/ = 10 at a BER of3 x 1071%. We further complex than our designs, its throughpQt2(Gbps) is only
compare the error performance of codes with similar praresd /10 of ours @ Gbps). If 10 decoders in [9] are put together
complexity. We observe from Table | that the LDPCCC usinigp order to achieve the same throughput as our decoders, the
z = 1024 and I = 12 has a similar complexity with the onestotal complexity of the decoders will become larger thansour
using (i) z = 422 andI = 18 or (i) z = 512 and I = 18. Furthermore, the decoder in [9] displays an error floor at a
Figure 8 shows that the LDPCCC using= 1024 andI = 12 BER of 10~'° while our decoder does not. In fact, at a BER
is outperformed by the ones using £i)= 422 andI = 18 or of 107'°, our decoders can achieve an extra coding gain of
(i) z =512 andI = 18, even though the latter two codes havé.8 dB to 1 dB over the decoder in [9]. Thus, our proposed
smaller sub-matrix sizes. It is therefore obvious that gdar decoder is superior in achieving high throughput, high ogdi
number of decoding iterations can help reducing the eriter rggain and low error floor.
even when a smaller sub-matrix size is used. In summary, wéle also compare the BER performance of LDPCCCs and
find that the number of decoding iterations plays an impartatteir block-code counterparts under similar processor-com

Fig. 8. Bit-error-rate (BER) results for the LDPCCCs wittifelient sizes.
The results are obtained from FPGA experiments under AWGacbls and
4-bit quantization.
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V. CONCLUSION

An efficient partially parallel decoder architecture for QC
LDPCCC has bheen proposed in this paper. The dedicated

1.00E-04

-3
i
o0

1.00E-06 LDPCCCs ; > Block Processing Unit is also proposed such that the com-
~zeA22; IR1E ~eeS12; 118 plexity overhead of the switch network can be removed. Rate-
Ty 5/6 LI_DPCCC decoders of different sub-m_atrix sizes have

LO0E-08 = —e=72077; =18 = ~#-z=512; =18 | \ been implemented on an Altera FPGA with our proposed
RS, e AT architecture. It is found that our decoders can achieve a

‘ throughput of2.0 Gb/s. Experimental results further show that

L0E20 » TWEE 14 a5 ‘ QC-LDPCCCs outperform their block-code counterparts unde

the same throughput and similar overall decoder complex-
ity. Moreover, the QC-LDPCCCs derived from well-designed
Fig. 9. Comparison of BER results between LDPCCCs and LDRCKbl plock codes can achieve an error floor of lower tham'3.
code counterparts under AWGN channels. The results of th®QCCs
and the LDPC block codes are represented by solid lines amstheda
lines, respectively. The results of the LDPCCCs are obthifiem FPGA REFERENCES
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