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Abstract—In this paper we present the Standard Cell Delay-

based Dual-rail Pre-charge Logic (SC-DDPL), a novel logic style 

which is able to counteract Power Analysis Attacks (PAAs) also in 

the presence of capacitive mismatch at the output of dual-rail 

gates. The SC-DDPL is based on a standard-cell design flow and it 

is suitable to be implemented on ASICs or FPGAs without any 

routing constraint on differential lines, supporting the Time 

Enclosed Logic protocol along with a DPL structure. The security 

provided by SC-DDPL has been firstly investigated in simulation 

on some basic logic gates, which have been designed referring to a 

commercial 40nm CMOS technology, and then validated with 

experimental results on a real cryptography circuit implemented 

on a 65nm Intel FPGA. Simulated experiments have highlighted 

the capability of SC-DDPL gates to guarantee a high level of 

security also in presence of extreme capacitive mismatch, 

exhibiting strongly reduced NED/NSD metrics, as well as a 

reduction of the FED, compared to a reference RTZ-based WDDL 

implementation. In order to compare the proposed logic style 

against other state of the art countermeasures we have 

implemented a 4bit PRESENT crypto core adopting several logic 

styles and we have evaluated different security metrics on the same 

Intel Cyclone-IV FPGA. Experimental results have confirmed that 

the SC-DDPL outperforms other gate-level countermeasures in 

terms of security metrics with a reasonable area and power 

consumption overhead. 

 
Index Terms— power analysis attack; CMOS; DDPL, WDDL; 

FPGA; cryptography; side channel attack; TEL; ASIC, security. 

I. INTRODUCTION 

INCE Kocher demonstrated in [1] that it is possible to use 

physical emissions of CMOS implementations of 

cryptographic algorithms or functions as source of information 

leakage, Side Channel Attacks (SCAs) have gained a key role 

in the design of such secure devices. Many physical emissions 

have been analyzed in the context of SCAs, such as time 

execution [1], electro-magnetic emission [2] and power 

consumption [3]. Power Analysis Attacks (PAAs) are 

considered to be the most common and used among the others, 
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since they require no expensive equipment to be performed. 

PAAs are based on the strong relationship between input/output 

transitions and power consumption in CMOS circuits, which 

can be exploited by means of statistical tools. In literature, there 

are several PAA procedures that are actually used to recover 

secret information from a device, such as Differential Power 

Analysis (DPA) [3] and Correlation Power Analysis (CPA) [4]. 

In the context of thwarting PAAs, several approaches have been 

proposed, acting at each abstraction layer of a cryptographic 

implementation design. The leading philosophy is to make the 

power consumption independent from the processed data, 

breaking the possibility to recover information through de-

correlation. To achieve this result, one of the most popular 

approach is to use Dual-rail Pre-charge Logic (DPL) styles, 

which aim to provide a constant power consumption at each 

clock cycle at gate-level using differential signaling. In 

literature, there are several DPL styles used to de-correlate 

power consumption from the processed data; such as Wave 

Dynamic Differential Logic (WDDL) [5], Sense Amplifier 

Based Logic (SABL) [6] Masked DPL (MDPL) [7]. Recently 

dual-spacer dual-rail delay-insensitive asynchronous logic [8] 

and Dynamic and Differential Swing-Limited Logic (DDSLL) 

[9] have been also proposed.  

All these logic styles require special attentions during the 

design flow, since their capability to protect and balance the 

power consumption is limited by several factors, such as 

electrical mismatch due to capacitive unbalance [10]-[11]. To 

overcome the issue of capacitive unbalance due to imperfect 

routing without any constraint on the routing of complementary 

wires, in [12] authors propose the Delay-based Dual-rail Pre-

charge Logic (DDPL). The DDPL makes use of DPL approach 

using the Time Enclosed Logic (TEL) [13] signaling instead of 

the classical Return-to-Zero (RTZ). In TEL protocol, the datum 

is encoded in the time domain instead of the differential logic 

level domain, which is able to provide higher immunity to 

capacitive unbalance compared to RTZ. A recent work presents 

an improved version, namely improved DDPL (iDDPL) [14], 
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where the effectiveness of the TEL to tolerate capacitive 

mismatch has been demonstrated on an experimental 65nm 

ASIC. 

In this paper we propose and evaluate, from a security 

perspective, a novel logic style named Standard Cell Delay-

based Dual-rail Pre-charge Logic (SC-DDPL). SC-DDPL is 

based on a standard-cell DPL approach using TEL encoding 

scheme to process the data. Being based on a standard-cell 

design flow, SC-DDPL is suitable to be implemented on ASICs 

or FPGAs without any routing constraint on differential lines, 

supporting the Time Enclosed Logic (TEL) protocol along with 

a DPL structure and a synchronous behavior (evaluation starts 

always at the rising edge of the clock signal). 

In Section II, the TEL protocol is briefly reviewed, along 

with the underlying assumptions on the adversary capabilities. 

The SC-DDPL logic gates are introduced in Section III. An 

analysis of energy metrics on combinational gates is presented 

in Section IV. The security evaluation of SC-DDPL gates and 

of a 4-bit PRESENT S-BOX is presented in Section V, 

considering different measurement setups and adversary 

capabilities. The FPGA implementation of a 4-bit PRESENT 

crypto-core referring to different PAA resistant logic styles is 

presented in Section VI. Experimental results, adopting real-

world CPA attacks, are discussed in this section, along with 

Signal-to-Noise Ratio, Mutual Information analysis and t-test 

on real traces, comparing the SC-DDPL against WDDL and 

MDPL implementations. Finally, conclusions are reported in 

Section VII. 

II. REVIEW OF THE TIME ENCLOSED LOGIC PROTOCOL 

The Time Enclosed Logic (TEL) principle, firstly introduced 

in [12] and then formalized in [13], has the purpose to mitigate 

the influence of the electrical mismatches on the data 

dependence of the current consumption in a dual rail design. In 

DPL implementations, the presence of capacitive mismatches 

on two differential wires (see Fig. 1) impacts critically on the 

security level of the device, since information leakage still 

exists through dynamic power. Denoting as 𝐶𝐿1 and 𝐶𝐿2 the total 

parasitic capacitance at the true and false output nodes of a logic 

gate respectively and referring to Fig. 1, it is evident that 

unbalanced routing and mismatches in active devices result in 

𝐶𝐿1 ≠ 𝐶𝐿2, and then: 

 𝑉𝐷𝐷
2 𝑓𝑐𝑘𝐶𝐿1 ≠ 𝑉𝐷𝐷

2 𝑓𝑐𝑘𝐶𝐿2. (1) 

Differently from the conventional RTZ protocol adopted in 

DPL implementations which encodes the logic value as an 

amplitude level, the logic value is encoded as a time difference 

(more specifically the sign of the time distance between the 

edges of the two dual rail signals) when adopting the TEL 

protocol. The operation of this signaling style is based on three 

phases for each clock cycle: 

 Pre-charge phase, with time duration tpre; 

 Evaluation phase, with time duration teval; 

 Post-evaluation phase, with time duration tpost. 

Referring to Fig. 2, during tpre, both signals 𝐴 and �̅� are low and 

all parasitic capacitances are at the same voltage.  

 

Fig. 1. Capacitive mismatch on a RTZ-based DPL logic gate.  

 

(a) 

 

(b) 

Fig. 2. TEL signaling for logical ‘1’ (a), logical ‘0’ (b). 

During teval, both signals 𝐴 and �̅� make a low to high transition 

encoding a logic ‘1’ if 𝐴 rises before �̅� (see Fig. 2a) and a logic 

‘0’ if 𝐴 rises after �̅� (see Fig. 2b). Finally, during tpost, both 𝐴 

and �̅� remain high. Thanks to this post-evaluation phase 

information leakage due to memory effect is ideally avoided.  

TABLE I shows the comparison of the dynamic power 

consumption over a clock cycle for RTZ and TEL encoding for 

𝐶𝐿1 ≠ 𝐶𝐿2, (𝑌 and �̅� denote the true and false outputs of a 

generic dual rail logic gate, 𝑃𝑑𝑦𝑛
1𝑠𝑡

, 𝑃𝑑𝑦𝑛
2𝑛𝑑

 and 𝑃𝑑𝑦𝑛,𝑇𝑂𝑇 denote the 

power consumption during the first semiperiod, the second 

semiperiod and the whole clock cycle respectively). 

As we can notice from TABLE I, the TEL encoding allows 

to ensure a constant dynamic power consumption 𝑃𝑑𝑦𝑛,𝑇𝑂𝑇 over 

a clock period, providing the power balancing also in presence 

of capacitive mismatch due to unbalanced routing. 
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TABLE I.  

COMPARISON OF THE DYNAMIC POWER CONSUMPTION OVER A CLOCK CYCLE 

FOR RTZ AND TEL ENCODING IN THE PRESENCE OF CAPACITIVE MISMATCH 

(𝐶𝐿1 ≠ 𝐶𝐿2) 

 (𝒀, �̅�) 
1st Semiperiod 2nd Semiperiod 

𝒀 �̅� 𝒀 �̅� 

RTZ 
(0,1) 0 → 0 0 → 1 0 → 0 1 → 0 

(1,0) 0 → 1 0 → 0 1 → 0 0 → 0 

TEL 
(0,1) 0 → 1 0 → 1 1 → 0 1 → 0 

(1,0) 0 → 1 0 → 1 1 → 0 1 → 0 

 𝑷𝒅𝒚𝒏
𝟏𝒔𝒕

 𝑷𝒅𝒚𝒏
𝟐𝒏𝒅

 𝑷𝒅𝒚𝒏,𝑻𝑶𝑻 

RTZ 
0 𝑉𝐷𝐷

2 𝐶𝐿2𝑓𝑐𝑘 𝑉𝐷𝐷
2 𝐶𝐿2𝑓𝑐𝑘 

𝑉𝐷𝐷
2 𝐶𝐿1𝑓𝑐𝑘 0 𝑉𝐷𝐷

2 𝐶𝐿1𝑓𝑐𝑘 

TEL 
𝑉𝐷𝐷

2 𝐶𝐿1𝑓𝑐𝑘 𝑉𝐷𝐷
2 𝐶𝐿2𝑓𝑐𝑘 𝑉𝐷𝐷

2 (𝐶𝐿1 + 𝐶𝐿2)𝑓𝑐𝑘 

𝑉𝐷𝐷
2 𝐶𝐿1𝑓𝑐𝑘 𝑉𝐷𝐷

2 𝐶𝐿2𝑓𝑐𝑘 𝑉𝐷𝐷
2 (𝐶𝐿1 + 𝐶𝐿2)𝑓𝑐𝑘 

 

The most important property of the TEL encoding is that all the 

relevant information leakage is enclosed in the duration of the 

evaluation phase teval. To better clarify this point, let us assume 

that that the attacker has limited resources in terms of time 

resolution (and bandwidth) for monitoring the power 

consumption of the cryptographic device, as will be further 

discussed in Section V-C. If the sampling period of the Digital 

Storage Oscilloscope (DSO) used to record the current traces is 

greater than teval, no relevant power samples can be captured, 

and the attacker will not be able to get useful information. This 

simple consideration can be enforced by the presence of other 

low-pass effects (e.g. power grid RC parasitics), which can 

filter off relevant information directly on-chip or on-board.  

From the above discussion it is evident that in order to 

maximize the security level we have to design teval to be as short 

as possible. 

To understand the factors that limit the possibility to shorten 

teval, we have to focus on the behavior of the TEL flip flop and 

on the concept of critical path of a time encoded logic [13]. 

The behavior of a TEL flip flop can be summarized as follows: 

- The TEL flip flop detects the TEL datum (‘1’ if 𝐷 rises 

before �̅� ‘0’ if 𝐷 rises after �̅�); 

- The TEL flip flop regenerates the TEL datum at the 

output (the time distance between 𝑄 and �̅� is set to the 

nominal teval at the output of the flip flop). 

According to this definition it is evident that the “setup time” of 

a TEL flip flop is related to the ability of discriminating which 

signal rises first between D and �̅�. If we consider a certain 

number N of cascaded gates between two TEL flip flops (i.e. a 

combinatorial path), at each level of logic we have that the 

effective teval can be reduced with respect to the nominal teval due 

to process variations and mismatch effects. In this context the 

critical path is defined as the path which results in the minimum 

value of the effective teval across the whole design. A TEL 

design operates properly if the effective teval of the critical path 

is sufficient for a TEL flip flop to detect the logic value encoded 

in time domain. 

Therefore, the nominal teval of a TEL design represents a sort of 

time margin which is degraded across a logic path: for a given 

technology node, reducing teval reduces the maximum number 

of gates which can be reliably cascaded in a combinatorial path. 

III. STANDARD CELL DELAY-BASED DUAL-RAIL PRE-CHARGE 

LOGIC 

In the literature, two logic styles that are based on the TEL 

principle have been previously presented: the DDPL [12] and 

iDDPL [14][15]. Both these logic styles are intended to be 

implemented in ASICs, since they require full custom cells to 

be compatible with the TEL signaling. The proposed SC-DDPL 

style aims to provide a solution for thwarting PAAs at gate-

level, being TEL compatible and standard-cell based. 

A. TEL Compliance 

The TEL encoding scheme requires that the logic circuitry 

has to meet the property of completeness. The completeness is 

the property of a logic circuit to be represented by symbolically 

complete logic expression, and a set of Boolean function is said 

functionally complete if and only if all other Boolean functions 

can be constructed from this set [16]. In TEL encoding, the 

differential datum is coded into a mutually exclusive value 

assertion domain, and only one single-ended wire in a TEL 

signal is asserted during the evaluation phase. In order to make 

the Boolean logic symbolically complete, the NULL value is 

added to the value domain, (TEL NULL value is when both 

complementary wires have the same value throughout the entire 

clock cycle), ensuring the completeness of the input set. The 

completeness of the input set allows to automatically 

synchronize the signals at the output of a combinational path, 

because a gate asserts data only when a complete set of input 

data values is presented at its input [16]. 

The property of completeness implicitly requires that each 

gate has to satisfy following Eq. (2):  

 {
𝑜𝑢𝑡 = 𝐹1(𝐷1, 𝐷2, … , 𝐷𝑛, 𝐷1

̅̅ ̅, 𝐷2
̅̅ ̅, … , 𝐷𝑛

̅̅̅̅ )

𝑜𝑢𝑡̅̅ ̅̅̅ = 𝐹2(𝐷1, 𝐷2, … , 𝐷𝑛, 𝐷1
̅̅ ̅, 𝐷2

̅̅ ̅, … , 𝐷𝑛
̅̅̅̅ )

 (2) 

and that each signal has both a low to high and a high to low 

transition in a clock cycle. These requirements can be satisfied 

if the NAND operator is used as basic function to derive every 

Boolean function needed in a cryptographic device. In [5], a 

simpler expression is used for RTZ-based WDDL, where F1 

depends only on non-asserted inputs and F2 depends only on 

asserted inputs. As additional requirement [5], functions F1 and 

F2 have to be positive monotonic [17]. 

If Eq. (2) is satisfied, the positive monotonic property holds 

and it provides the correctness of the pre-charge and post-

evaluation values. In fact, during the pre-charge, when the input 

values (𝐷𝑖 , 𝐷�̅�) (with i=1,...,n) are set to logic ’0’, the output 

values of F1 and F2 are ’0’. In the post-evaluation, all input 

values are set to logic ‘1’, and the output values are set, in turns, 

to ‘1’. In TEL encoding, all signals have a 0 → 1 and 1 → 0 

transition within a clock cycle, making the switching behavior 

of TEL-compatible gates strictly positive monotonic. This 

property has an important consequence on how a TEL-

compatible gate has to be designed. In fact, each compound of 

a TEL-compatible gate can be designed using the NAND 

operator, and since the NAND function is the minimum 

complete function, it can be adopted to design a self-

synchronized TEL-based gate. 
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B. Standard-cell based TEL implementation 

Since the NAND function is able to provide a suitable basis 

for building a TEL-compatible gate, we have chosen to design 

SC-DDPL gates using the NAND function as building block. In 

order to satisfy Eq. (2), the SC-DDPL  combinational gate 

template is designed on two evaluation levels using all-NANDs 

approach, as shown in Fig. 3. Basic Boolean operands are re-

written using product of products, by means of DeMorgan’s 

equivalences. In the following, the AND/NAND functions are 

given to better explain the philosophy behind the SC-DDPL 

gate design: 

 𝐹1 = 𝐴 ∙ 𝐵̅̅ ̅̅ ̅̅̅̅ ̅̅ ̅̅ = 𝐴 ∙ 𝐵 = 𝐴𝑁𝐷 (3) 

 

𝐹2 = (�̅� ∙ �̅�)̅̅ ̅̅ ̅̅ ̅̅ ̅ ∙ (�̅� ∙ 𝐵)̅̅ ̅̅ ̅̅ ̅̅ ̅ ∙ (𝐴 ∙ �̅�)̅̅ ̅̅ ̅̅ ̅̅ ̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
= 

= [(𝐴 + 𝐵) ∙ (�̅� + 𝐵) ∙ (𝐴 + �̅�)]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 

= [𝐴 + 𝐴 ∙ (𝐵 + �̅�)] ∙ (�̅� + 𝐵)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 

= 𝐴 ∙ �̅� + 𝐴 ∙ 𝐵̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 𝐴 ∙ 𝐵̅̅ ̅̅ ̅̅ = 𝑁𝐴𝑁𝐷 

(4) 

Eq. (4) represents the equivalence of non-minimal NAND 

function, using formalism in Eq. (2). Using Eq. (3)-(4), we can 

design the AND/NAND in SC-DDPL style, adopting all-NAND 

design. The first evaluation level will be composed by four 2-

inputs NAND (namely NAND2), that will compute the NAND 

of each combination of the single-ended inputs composing TEL 

pairs. The second evaluation level can be implemented using 2 

3-inputs NAND (namely NAND3). The resulting design is 

shown in Fig. 4. On the F1 branch, the NAND3 has been adopted 

to preserve the symmetry of the design. It has to be noted that 

the AND/NAND operator is designed using minimum NAND2 

and NAND3 CMOS gates. 

It has to be noted that this design is not able to guarantee 

internal symmetry in terms of propagation delay between the 

two output paths. In fact, the NAND2 that computes 𝐴 ∙ 𝐵̅̅ ̅̅ ̅̅  has a 

fan-out which is three times greater than the fan-out of the others 

NAND2 gates’ one. In order to make the AND/NAND gate 

internally symmetric, the design in Fig. 4 has been modified 

according to Fig. 5a. This fan-in balancing technique is similar 

to the load-balance DIMS in asynchronous logic [8]. Anyway, it 

is worth noting that SC-DDPL exhibits a synchronous behavior 

(evaluation starts at the rising edge of the clock) and fan-in 

balancing is not used to guarantee the correct functional 

behavior of the logic, but to improve the symmetry in order to 

allow a very short teval thus moving the leakage at very high 

frequencies [13] (where it can be filtered out by means of on chip 

capacitances) as specified by the TEL protocol.  

At functional level, the presence of VDD on two unused inputs 

of the NAND3 on F1 branch will not alter the functionality of 

the gate while providing the correct internal uniformity of the 

output time constant on the 1st evaluation layer. Therefore, the 

OR/NOR and XOR/XNOR gates have been designed 

accordingly, and their schematic are reported in Fig. 5b-c 

respectively. 

 

Fig. 3.  SC-DDPL  2-inputs combinational gate template. 

 
Fig. 4.  SC-DDPL AND/NAND gate designed with the formulation in Eq.(3)-

(4). 

 

(a) 

 

(b) 

 

(c) 

Fig. 5.  SC-DDPL basic 2-input combinational gates, with internally 

balanced time constants: AND/NAND (a), OR/NOR (c) and XOR/XNOR (c). 
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(a) 

 

(b) 

Fig. 6.  CMOS-to-TEL converter and time diagram. 

 

(a) 

 

(b) 

Fig. 7.  Block scheme (a) and time diagram (b) of the SC-DDPL flip-flop in 

[18]. 

C. CMOS-to-TEL Standard-cell converter 

A simple solution to design a CMOS-to-TEL converter is 

depicted in Fig. 6. The single rail signal A is used as selection 

signal for two 2:1 multiplexers, that receive CK and CKD as 

inputs, in a cross-coupled fashion. The signal CKD is a shifted 

replica of CK. The time delay between CK and CKD is set to 

teval. Depending on the value of signal A, the output of the two 

multiplexers will be CK/CKD or CKD/CK. Two AND2 gates 

perform the Boolean product of these multiplexed signals with 

CK, providing the synchronization needed for a correct TEL 

encoding of converted signals 𝐴_𝑇𝐸𝐿 and 𝐴_𝑇𝐸𝐿̅̅ ̅̅ ̅̅ ̅̅ ̅. 

D. SC-DDPL Flip-flop 

To complete the library, we briefly recall the structure of the 

adopted standard-cell TEL-compatible flip-flop, which has 

been previously presented by some of the authors in [18]. The 

flip-flop is composed by 4 cascaded layers, as shown in Fig. 7, 

delivering a master-slave sequential element. The first layer is 

a NAND SR-latch, which maps the incoming TEL signal into a 

RTZ pair. The second and the third layers are designed as OR-

gated NOR SR-latches, driven by opposite phases of master 

clock CK. An output layer will reconstruct the TEL signaling, 

by OR-ing and AND-ing the signal with CKD and CK 

respectively. 

IV. ENERGY AND FREQUENCY SECURITY METRICS 

The design of a secure implementation has to be evaluated 

through the assessment of the information leakage. In the 

context of gate-level countermeasures, it is useful to analyze the 

power variability due to data-dependency through an energy 

analysis throughout the clock cycle. In this work, we have 

adopted both energy and frequency domain security metrics to 

evaluate the capability of the SC-DDPL combinational gates to 

counteract PAAs. 

In the literature, one of the most common approach to 

evaluate the data-dependency of the power consumption of a 

digital circuit is to use the energy variability. We define the 

energy per cycle as: 

 𝐸 =  ∫ 𝑉𝐷𝐷𝑖(𝑡)𝑑𝑡
𝑡𝑐𝑘

0

 (5) 

Using the definition in [6], we define the Normalized Energy 

Deviation (NED) as follows: 

 𝑁𝐸𝐷 =
max(𝐸) − min (𝐸)

max (𝐸)
 (6) 

where min(E) and max(E) are the minimum and maximum 

value of the energy regarding the input vectors, and the 

Normalized Standard Deviation (NSD): 

 𝑁𝑆𝐷 =
𝜎𝐸

𝐸𝐴𝑉
 (7) 

where EAV and σE are the average and standard deviation of the 

energy per cycle respectively. 

Since the SC-DDPL is a TEL-based logic style, it is 

necessary to evaluate the frequency contents of the information 

leakage. In [13], Bongiovanni et al. have introduced a new 

criterion for assessment of the information leakage in the 

frequency domain. In TEL compatible circuits, the duration of 

the evaluation phase teval is directly related to the frequency 

content of the dynamic power consumption. Shorter the 

evaluation phase, higher will be the frequency at which the 

information leakage can be detected. A preliminary evaluation 

of the leakage distribution in the frequency domain can be 

performed using the squared absolute value of the difference of 

the Fast Fourier Transform (FFT) of the current absorption of a 

reference gate (e. g. inverter or XOR) for the two data 

transitions: 

 ∆𝐹𝐹𝑇 = |𝐹𝐹𝑇0 − 𝐹𝐹𝑇1|2 (8) 

In order to get a generalized evaluation for N input vectors, 

we adopt the Frequency Energy Deviation (FED), which is 

defined as follows:  
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 𝐹𝐸𝐷 = [𝜎1 𝜎2 …  𝜎𝑓 … 𝜎𝐹] (9) 

 𝜎𝑓 =
1

𝑁
√∑[𝐹𝐹𝑇𝑖(𝑓) − 𝐹𝐹𝑇̅̅ ̅̅ ̅̅ (𝑓)]2

𝑁

𝑖=1

 

 
 

(10) 

where f=1,2,…f…,F are the frequency bins at which the FFT of 

the current consumption traces is computed and 𝜎𝑓 is the 

generic sample f of the FED vector computed as in (10). The 

one dimensional vector 𝐹𝐹𝑇̅̅ ̅̅ ̅̅  contains the averages over the N 

input vectors of the points of the FFT of the current traces. 

According to this definition, the FED represents a trace made up 

of F bins in which each bin is the standard deviation in the 

frequency domain of the information leakage in the dynamic 

power consumption due to data-dependency. 

V. EVALUATION OF THE SECURITY LEVEL OF THE SC-DDPL  

A.  Logic Gates 

A first evaluation of the security level of the proposed SC-

DDPL gates has been carried out by accurate simulations in 

Cadence Virtuoso, using the 40nm STMicroelectronics design 

kit, which supports BSIM4 models for the best accuracy. 

Schematics in Fig. 5 have been implemented using only 

standard-cells from the CMOS standard cell library with 

minimum driving capability. The power supply has been set to 

1V and the teval has been set to 1ns. The clock frequency has 

been set to 10MHz, according to previous works [13], [19], 

[20], [21]. The time resolution of the simulation has been set to 

10ps, providing a bandwidth of 50GHz. In order to simulate 

capacitive mismatch, output load capacitors have been varied 

according to the Mismatch Factor (MF) defined as follows: 

 𝑀𝐹 =
𝐶𝐿2

𝐶𝐿1
 (11) 

with MF varying from 1 to 4 and CL1 set to 1fF. MF=1 

represents no mismatch condition, while MF=4 represents 

extreme mismatch. To get a fair comparison, we have adopted 

the WDDL [5] as DPL standard-cell-based reference. Also 

WDDL combinational gates have been designed using standard 

cells from the same library, adopting the same simulation setup. 

Results for NED and NSD values for both logic families are 

reported in TABLE II and TABLE III. It has to be noted that 

also for MF=1, both NED and NSD for SC-DDPL  are strongly 

reduced compared to WDDL. The presence of mismatch 

impacts critically on WDDL implementation, since both NED 

and NSD increase significantly as MF increases. In the SC-

DDPL  implementation, the NED and NSD is approximatively 

constant with increasing MF, remarking the capability of the 

proposed logic style to limit the possibility to mount a 

successful PAAs even in the presence of capacitive mismatch. 

The maximum values of the NED and NSD for SC-DDPL  are 

2.87% and 1.30% respectively, which means a meaningful 

reduction compared to WDDL.  

The simulation testbench used for the evaluation of ∆𝐹𝐹𝑇 and 
FED metrics is shown in Fig. 8. 

 

 
Fig. 8. Testbench used to evaluate ∆𝐹𝐹𝑇 and FED plots. 

 

TABLE II 

NED AND NSD VALUES FOR SC-DDPL COMBINATIONAL GATES 

 MF=1 MF=2 MF=3 MF=4 

 NED 

AND/NAND 2.58% 2.20% 1.92% 1.71% 

OR/NOR 2.87% 2.48% 2.18% 1.94% 

XOR/XNOR 2.27% 1.93% 1.69% 1.51% 

 NSD 

AND/NAND 1.11% 0.95% 0.83% 0.73% 

OR/NOR 1.20% 1.03% 0.91% 0.81% 

XOR/XNOR 1.30% 1.10% 0.97% 0.86% 

 

TABLE III 

NED AND NSD VALUES FOR WDDL COMBINATIONAL GATES 

 MF=1 MF=2 MF=3 MF=4 

 NED 

AND/NAND 11.13% 35.03% 50.24% 59.67% 

OR/NOR 11.24% 35.18% 50.94% 60.52% 

XOR/XNOR 5.33% 19.63% 71.00% 39.79% 

 NSD 

AND/NAND 4.86% 18.09% 27.94% 34.50% 

OR/NOR 4.95% 20.83% 37.61% 51.60% 

XOR/XNOR 2.32% 10.84% 47.26% 27.00% 

 

Since there are no explicit inverter gates in SC-DDPL  and 

WDDL, we have used the XOR/XNOR gate to compare the 

∆𝐹𝐹𝑇, setting one of the input to logical ‘1’ in each respective 

encoding scheme.  

We have used 2M points to get an approximated resolution 

of 50kHz for each bin to compute the FFT of current traces from 

the simulations. ∆𝐹𝐹𝑇 plots are shown in Fig. 9 and Fig. 10 for 

different mismatch conditions.  

At low frequency, ∆𝐹𝐹𝑇 is around -115dB for SC-DDPL  

neglecting the mismatch factor. The slope for MF=1 remains 

approximately flat, while for MF>1 the slope becomes positive 

for a certain cutoff frequency 𝑓𝑐 ≈ 30𝑀𝐻𝑧. Beyond this cutoff 

frequency, differences due data-dependency start to increase in 

magnitude. Higher is the mismatch factor, higher will be the 

slope. It is worth noting that some lobes are visible at multiple 

of 1GHz, due to higher order effects, which are not relevant for 

our analysis. 
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Fig. 9.  ∆𝐹𝐹𝑇 vectors for SC-DDPL XOR/XNOR gate used as inverter, with 

teval=1ns. 

 
Fig. 10. ∆𝐹𝐹𝑇 vectors for WDDL XOR/XNOR gate used as inverter.  

 

The WDDL shows approximately the same ∆𝐹𝐹𝑇 value of the 

SC-DDPL at low frequency in no mismatch condition. If MF>1, 

∆𝐹𝐹𝑇 plots shows higher values even at low frequency 

(+10dB). 

At extreme condition (MF=4), the low frequency ∆𝐹𝐹𝑇 is 

approximately -99dB, which is significantly higher than the 

respective SC-DDPL. These results are in accordance with 

TABLE II and TABLE III since it is sufficient a slight mismatch 

(MF≥2) to strongly increase information leakage that the 

adversary can exploit from dynamic consumption. Moreover, 

the low-frequency side of ∆𝐹𝐹𝑇 is extremely relevant from the 

adversary point of view [13].  

In general, the presence of on-chip and off-chip filters limits 

the useful bandwidth to mount the attack. In order to remove 

the information leakage due to capacitive mismatch in SC-

DDPL, we can implement a simple low-pass filter with the aim 

to flatten the ∆𝐹𝐹𝑇 plots with MF>1.  

Assuming 𝑅𝑠 = 100𝛺 in the testbench of Fig. 8, the minimum 

value of the on-chip capacitor to flatten ∆𝐹𝐹𝑇 plots is expressed 

according to [13] as: 

 𝐶 = 𝐶𝑜𝑝𝑡 ≈
1

2𝜋𝑓𝑐𝑅𝑠
≅ 53𝑝𝐹 (12) 

As a further validation we have carried out 500 Monte Carlo 

mismatch simulations in the ADE XL environment and using 

accurate statistical models of MOS transistors provided by the 

IC manufacturer. In these simulations the nominal teval has been 

set to 1ns (by setting the delay between the CK and CKD signals 

at the input of the SC-DDPL Gates), and the output evaluation 

time for SC-DDPL AND/NAND, OR/NOR and XOR/XNOR 

gates has been analyzed.  

TABLE IV 

𝑡𝑒𝑣𝑎𝑙̅̅ ̅̅ ̅̅  AND 𝜎𝑡𝑒𝑣𝑎𝑙
OF  SC-DDPL GATES 

 AND/NAND OR/NOR XOR/XNOR 

𝑡𝑒𝑣𝑎𝑙̅̅ ̅̅ ̅̅  998.51ps 995.12ps 992.02ps 

𝜎𝑡𝑒𝑣𝑎𝑙
 5.83ps 5.48ps 4.49ps 

CV 0.58% 0.55% 0.45% 

TABLE V 

 𝑁𝐸𝐷̅̅ ̅̅ ̅̅ /𝑁𝑆𝐷̅̅ ̅̅ ̅̅  AND 𝜎𝑁𝐸𝐷/𝜎𝑁𝑆𝐷 OF SC-DDPL GATES  

MF=1 AND/NAND OR/NOR XOR/XNOR 

𝑁𝐸𝐷̅̅ ̅̅ ̅̅  0.036 0.041 0.033 

𝜎𝑁𝐸𝐷 0.0012 0.0079 0.0051 

𝑁𝑆𝐷̅̅ ̅̅ ̅̅  0.0134 0.0158 0.0151 

𝜎𝑁𝑆𝐷 0.0012 0.0033 0.0025 

MF=3 AND/NAND OR/NOR XOR/XNOR 

𝑁𝐸𝐷̅̅ ̅̅ ̅̅  0.0366 0.0373 0.0347 

𝜎𝑁𝐸𝐷 0.0114 0.0076 0.0098 

𝑁𝑆𝐷̅̅ ̅̅ ̅̅  0.0142 0.0145 0.0149 

𝜎𝑁𝑆𝐷 0.0043 0.0031 0.0042 

The average 𝑡𝑒𝑣𝑎𝑙̅̅ ̅̅ ̅̅  and the standard deviation 𝜎𝑡𝑒𝑣𝑎𝑙
 of the 

output evaluation time of the aforementioned combinational 

gates, as well as its coefficient of variation (CV) are reported in 

TABLE IV. Additional Monte Carlo simulations have been 

carried out in order to thoroughly extend the analysis for intra-

gate mismatch. The NED/NSD of the SC-DDPL gates under 

process variations have been collected over a sample of 500 

Monte Carlo runs for two different values of MF. TABLE V 

reports the average values 𝑁𝐸𝐷̅̅ ̅̅ ̅̅ /𝑁𝑆𝐷̅̅ ̅̅ ̅̅  and the standard 

deviations 𝜎𝑁𝐸𝐷/𝜎𝑁𝑆𝐷 of the NED/NSD security metrics for 

MF=1 and MF=3. The results in TABLE V highlight the 

robustness of SC-DDPL gates to mismatch variations. 

B. Present S-BOX 

To compare SC-DDPL  and WDDL on a cryptographic 

function we have implemented the S-BOX in PRESENT-80 

algorithm [22] in both logic styles. The S-BOX has been 

designed adopting K-map synthesis and using only 2-input 

Boolean operands. For this comparison we have chosen MF=3 

since it can be suitable to model the two following scenarios 

[18]: 

 ASIC implementations without routing constraints; 

 FPGA implementations without optimized place&route. 

 The testbench used for the evaluation of FED is the same of 

Fig. 8. Results of the FED analysis are shown in Fig. 11. It has 

to be noted that the behavior of the SC-DDPL  implementation 

of the S-BOX is similar to ∆𝐹𝐹𝑇 plots in Fig. 9. In this case, the 

cutoff frequency is approximately 50MHz, and the Copt is 

approximately equal to 31.83pF. The low-frequency FED for 

the WDDL implementation has been found higher than the 

respective SC-DDPL (+5dB), remarking that the novel logic 

style is able to provide a PAA resistant design library using only 

standard cells, which is also capacitive mismatch tolerant. A 

resume of area and power overhead of the SC-DDPL versus the 

WDDL implementation of the Present S-BOX is reported in 

TABLE VI. 

C. Adversary modeling 

The use of highly accurate SPICE-level simulations is very 

important from a pre-silicon assessment perspective [23].  
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Fig. 11. FED plots of the implementation of the PRESENT-80 S-BOX in SC-

DDPL (blue), SC-DDPL with Copt=32pF (green) and WDDL (red) style for 

MF=3.  

 

Nevertheless, such high-accuracy simulations allow the 

designer to evaluate the capability of a Perfect Adversary to 

extract information from the device. The Perfect Adversary 

model has the following properties: 

 Infinite bandwidth in collecting the specific side-channel. 

 Infinite storage capability (unbounded sampling 

complexity). 

However, this model does not hold in practice, since the entire 

measurement equipment and the device itself (e.g. presence of 

on-chip filter and/or analog countermeasures [24]) provide a 

limited bandwidth from an adversarial point of view. 

Furthermore, regarding the measurement setup, a Digital 

Storage Oscilloscope (DSO) used to collect and digitize the 

power consumption of the device under test/attack, is equipped 

with a real analog front-end, that has a limited bandwidth. 

Moreover, the DSO’s analog-to-digital converter has a limited 

time resolution and number of bits to represent the sampled 

data, that implies limited ability to observe fast phenomena and 

upper bounded minimum detectable signal. In addition, the 

sampling complexity of a real adversary is always limited, and 

thus it limits the possibility to filter-off noise by averaging. For 

all these reasons, in the context of TEL signaling, our 

assumptions on the adversary model are more realistic and 

closer to a real-world scenario: the adversary has limited 

resources in time resolution and bandwidth. 

Leveraging on this aspect, we have performed simulations 

with a time resolution of 20ps (50GS/s) on the 4-bit crypto-core 

based on the first round of PRESENT-80 reported in Fig. 12 

and implemented with the proposed SC-DDPL  and with 

WDDL, as reference. Registers have been implemented 

according to the secure standard-cell TEL-compatible in [18].  

We distinguished three practical scenarios, that aim to 

represent typical DSO limitations:  

 Case 1: high-grade DSO, with sampling rate of 10GS/s; 

 Case 2: mid-grade DSO, with sampling rate of 1GS/s; 

 Case 3: low-grade DSO, with sampling rate of 500MS/s. 

The working conditions have been set as in Section V-A, and 

we have chosen MF=3 as in Section V-B. No additional 

capacitance has been added on the supply line, to guarantee a 

simple interpretation of the results. The evaluation phase teval 

for the SC-DDPL has been set to 1ns.  

 

TABLE VI 

AREA AND POWER CONSUMPTION COMPARISON FOR THE PRESENT-80 S-

BOX IMPLEMENTATION. 

Implementation 
# 

Device 

Area 

Overhead 

PAV 

(@10MHz) 

Power 

Overhead 

CMOS 132 x1 0.60µW x1 

WDDL 360 x2.72 1.02µW x1.7 

SC-DDPL (This work) 948 x7.18 2.52µW x4.2 

 
Fig. 12. RTL-level schematic of the implementation of the 4-bit PRESENT 

crypto-core. 

For both implementations, the key has been set to (5)2 and 

the output value of the S-BOX has been used as target for the 

CPA attacks adopting the Hamming Weight power model: 

 𝑜𝑢𝑡 = 𝑆𝐵𝑂𝑋(𝑘𝑒𝑦 ⊕ 𝑝𝑙𝑎𝑖𝑛𝑡𝑒𝑥𝑡) (13) 

We generated 100k traces for each core and for each case 

study. It has to be noted that we did not consider explicitly the 

presence of timing uncertainty of the DSO, which may 

represent a source of additional limitation to the adversary’s 

capability in extracting information. We left this point as an 

open question for future research. 

1) Case 1: the sampling rate has been reduced by a factor of 5 

before mounting the CPA attack. The final time resolution is 

100ps/pts, which allows the attacker to collect 10 samples for 

the evaluation phase. The CPA attack yields to a successful 

attack with ~37k measurements for the SC-DDPL  core and 

with ~1000 for WDDL, as shown in Fig. 13. It has to be 

mentioned that for the SC-DDPL core, the correct key’s peak 

can be observed exactly on during the evaluation phase (9 

samples out of 10), which confirms TEL’s properties in Section 

II. In the WDDL implementation, we have two correlation 

peaks, but the relevant one takes place during the transition 

from the evaluation to the pre-charge phase. 

2) Case 2: In the mid-grade DSO case study, the sampling rate 

is reduced down to 1GS/s, which means a time resolution of 

1ns/pts. Case 2 can be considered as the DSO common choice 

(1GS/s DSOs have a cost in the range 5-10k€). The evaluation 

phase for the SC-DDPL implementation is now sampled with 

only a single time sample. In fact, in this case, the CPA attack 

is still successful at ~77k traces, but the margin between the 

correct key and the highest ranked wrong key is very small, as 

shown in Fig. 14. We believe that the DSO jitter performance 

could have a strong impact in this case, since the evaluation 

phase is sampled with the minimum number of time samples 
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possible. The WDDL crypto-core has shown a distinct peak for 

the correct key with ~1100 traces. 

3) Case 3: the final sampling rate has been reduced to 

500MS/s, which means no relevant time samples have been 

captured for the SC-DDPL implementation. DSOs with similar 

sampling rates are widely diffused, since they do not have a 

prohibitive cost. As expected, the CPA attack was not able to 

retrieve the correct key within the data set generated for the 

simulated experiment (measurement to disclosure higher than 

100k), as shown in Fig. 15. According to TEL assumptions in 

Section II, the sampling rate of the simulated DSO in Case 3 is 

not enough to capture data-dependency in the SC-DDPL 

implementation. Moreover, the correlation coefficient of the 

correct key is way lower compared to the first ranked wrong 

key. Regarding the WDDL implementation, we have found that 

the number of traces needed to recover successfully the key is 

~6.6k. This result is perfectly in accordance with the FED 

analysis, where the WDDL shown higher date-dependency at 

low-frequency compared to the TEL-compatible circuit. In the 

SC-DDPL, the correlation coefficient of the correct key has 

been found reduced of a factor of 6.43 compared to its WDDL 

counterpart. 

We have then performed additional simulated attacks on the 

4-bit crypto-core in Fig. 12, adopting a reduced nominal teval, 

which has been set to 500ps. With teval set to 500ps the mid-

grade DSO with sampling rate of 1GS/s is not adequate to 

reveal the secret key. It has to be noted that the MTD does not 

change with high-grade oscilloscope (sampling rate of 10GS/s), 

which corresponds to 38k traces in this case. This last 

experiment showed, as expected, that a reduction of the 

evaluation period leads to a more demanding minimal sampling 

rate that the adversary shall use to perform a successful attack.  

VI. FPGA IMPLEMENTATION AND EXPERIMENTAL RESULTS  

To evaluate and assess the security of the proposed SC-DDPL  

by means of experimental results, the 4-bit crypto-core based 

on the first round of PRESENT-80 shown in Fig. 12 has been 

implemented in FPGA referring to SC-DDPL , WDDL and 

MDPL logic styles. An additional implementation referring to 

the conventional CMOS logic style has been considered as 

reference.  

Secure designs for FPGAs suffer from several problems 

related to the intrinsic nature of these reprogrammable devices. 

In fact, the degrees of freedom for designers are quite limited 

compared to the ASIC world, enforcing our choice of using a 

FPGA platform for the validation and comparison of the 

proposed standard-cell approach. 

In literature, several solutions have been proposed to balance 

capacitive load for dual-rail secure designs. In [11], authors 

presented a methodology to get a balanced routing on Xilinx 

FPGAs based on the set of APIs named RapidSmith. After a 

standard place and route of the design with the standard flow, 

RapidSmith allows to repair the imbalanced routing, 

minimizing net delay differences in complementary wires, 

reducing the effective information leakage due to capacitive 

mismatch. 

 
Fig. 13.  Correlation coefficient curves versus number of measurements for 

WDDL and SC-DDPL implementations, adopting the output of the S-BOX as 

target intermediate function with sampling rate 10GS/s. 

 
Fig. 14.  Correlation coefficient curves versus number of measurements for 

WDDL and SC-DDPL implementations, adopting the output of the S-BOX as 

target intermediate function with sampling rate 1GS/s. 

 
Fig. 15.  Correlation coefficient curves versus number of measurements for 

WDDL and SC-DDPL implementations, adopting the output of the S-BOX as 

target intermediate function with sampling rate 500MS/s. 

The set of APIs implemented in RapidSmith can be used only 

for a limited set of devices, as the output .XDL file can be 

interpreted by Xilinx products. Amouri et al. [25], propose a 

methodology for mesh-style FPGA similar to the "fat wire" 

method proposed in [10] for ASIC applications. However, the 

outcome of these methods will formally not ensure a good 

balancing in terms of security for deep-scaled FPGAs, since 

they still suffer the same (and most probably, even worst) 

critical problem of intra-die variations observed with ASICs. 

So, it appears clear that FPGAs are the best (and fastest) 

benchmark to test effectiveness of SC-DDPL to deal with 

unavoidable capacitive mismatches due to routing unbalance. 

As target FPGA device, we have used an Intel Cyclone-IV 

(65nm technology). To avoid redundancy needed to implement 

the PRESENT core in SC-DDPL implementation, we have used 
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syn_keep attribute on internal signals of combinational gates, 

dont_touch and REMOVE_DUPLICATE_LOGIC_OFF on 

NAND3 instances. To implement SC-DDPL Flip Flops we rely 

on the architecture presented in [18]. The Latches required by 

the architecture in [18] have been implemented by means of 

interconnections of combinational elements to build a macro 

structure of NAND SR latches and NOR SR latches thus 

avoiding the usage of DFF primitives. The generation of CLK 

and CLKD has been delegated to the on-chip PLL macro, taking 

advantage of the capability of this building block to provide a 

stable phase shift.  

It has to be noted that no place & route constraints have been 

taken into account for DPL implementations, in order to 

guarantee a good coverage of the worst-case scenario, where 

the capacitive mismatch occurs at its most.  

The summary of the resource usage and power consumption 

for the three designs is reported in TABLE VII. Compared to 

WDDL, SC-DDPL requires more resources and more power 

consumption. Compared to the demanding MDPL, the SC-

DDPL requires half of the resources (it has to be noted that no 

fabric registers/flip-flops have been used) and 15% less power. 

A block scheme of the measurement setup is shown in Fig. 16; 

we measured the current absorption of the device under test at 

the core VDD pin, using a Tektronix CT1 inductive probe and a 

LeCroy WaveSurfer MX-104b, providing a sampling rate of 

5GS/s (that corresponds to 200ps/sample). It has to be noted 

that we have removed every filtering component on the FPGA’s 

board (mostly capacitors), that could filter off PAA signal. For 

each implementation we have collected 217 traces, running each 

implementation at 2MHz, with a core power supply of 1.2V. 

The teval of the SC-DDPL core has been set to 4.17ns, that 

corresponds to ~21 time samples at 5GS/s. The 4-bit key has 

been set to (6)2 on all implementations. 

Current absorption traces collected on the implementations 

are shown in Fig. 17 (the encryption takes three cycles). The 

clock signal in Fig. 17 has been added as a time reference to 

identify the pre-charge, evaluation and post evaluation (only for 

SC-DDPL logic style). When the clock signal is low all logic 

styles are in the pre-charge phase, whereas the evaluation phase 

starts at the rising edge of the clock signal. For all logic styles 

except the SC-DDPL the evaluation phase ends at the falling 

edge of the clock signal. In case of the SC-DDPL logic style, 

the evaluation phase starts at the rising edge of the clock, its 

duration time is teval, and after the evaluation phase we have the 

post-evaluation phase which lasts until the falling edge of the 

clock. As expected, the dynamic current absorption tends to 

assume higher values at the beginning of the evaluation phase, 

since all charging events occur at the rising edge of the clock. 

In WDDL and MDPL implementations we can notice that the 

current traces are different in the three different clock cycles 

showing a data dependence. Regarding the SC-DDPL 

implementation, we can notice that the current absorption tends 

to not vary from a cycle to another. This aspect can be expected 

observing that in a TEL implementation, every signal has the 

same switching activity of the clock signal, ensuring the power 

balancing property.  

 

 

TABLE VII 

RESOURCE USAGE AND POWER CONSUMPTION FOR THE ALTERA CYCLONE-

IV FPGA 

Implementation 
LUT 

Only 
Reg. Only 

LUT/Reg. 

Pair 

Pdyn
AVG  

(@1V2, 2MHz) 

CMOS 30 6 13 81.25µW 

WDDL 154 0 30 85.95µW 

MDPL 784 34 62 268.47µW 

SC-DDPL (This 

work) 
486 0 6 228.68µW 

 
Fig. 16. Block scheme of the measurement setup. 

 
Fig. 17.  Measurements on FPGA implementations of the 4-bit PRESENT 

crypto core (clock signal as temporal reference). The current absorption is 

converted to a voltage signal through the transresistance of the inductive probe. 

 

This simple power analysis is supported with practical 

evaluation of the NED and NSD values reported in TABLE 

VIII. We can notice that the SC-DDPL implementation exhibits 

lowest values for both NED and NSD compared to RTZ-based 

implementations, remarking that the effect of mismatches 

(unavoidable on FPGA) is strongly reduced. 
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TABLE VIII 

 SECURITY METRICS ON THE INTEL CYCLONE-IV FPGA 

Implementation 
NED/NSD 

[%/%] 

Min. Meas. 

To key 

recovery 

max(MI) 

[bit] 
max(SNR) 

CMOS 30.30/10.32 ~750 0.395 0.162 

WDDL 21.95/7.20 ~54.5k 0.022 0.010 

MDPL 22.03/6.85 ~2500 0.040 0.023 

SC-DDPL  (This 

work) 
8.32/2.87 >132k 0.013 0.002 

 

 
(a) 

 
(b) 

Fig. 18.  Correlation coefficient curves versus time for CMOS, WDDL, MDPL 

and SC-DDPL implementations, adopting the output of the S-BOX (a) and 

output of the XOR (b) as target intermediate function, using 100k traces. 

Correct key’s correlation coefficient curve is plotted in black, while wrong 

keys’ correlation curves are plotted in grey. 

CPA attacks results, adopting the output of the S-BOX and the 

output of the XOR as intermediate values and the Hamming 

Weight as power model (as widely used in literature [14][26]), 

are shown in Fig. 18-Fig. 20. It has to be noted that, using the S-

BOX as intermediate value, only the WDDL core has been 

attacked successfully, with a minimum number of traces for 

exhibiting the correct key of ~54.5k.  

 
Fig. 19.  Plots of correlation coefficient versus number of measurements for 

CMOS, WDDL, MDPL and SC-DDPL crypto-cores, adopting the output of S-

BOX as target intermediate value: correct key’s correlation coefficient curve is 

plotted in black, while wrong keys’ correlation curves are plotted in grey. 

 
Fig. 20.  Plots of correlation coefficient versus number of measurements for 

CMOS, WDDL, MDPL and SC-DDPL crypto-cores, adopting the output of 

XOR as target intermediate value: correct key’s correlation coefficient curve is 

plotted in black, while wrong keys’ correlation curves are plotted in grey. 

In this case, the correlation peak appears at the beginning of the 

third clock cycle with a maximum around 1.4µs, even if the 

distance with the best ranked wrong key is very poor (8x10-4). 

Attacks implying the output of the XOR have provided better 

results. In fact, we have successfully attacked the CMOS and 

the MDPL implementation at the beginning of the second cycle 

(the XOR operation is computed in that point in time, along 

with the S-BOX). The minimum number of traces needed to 

obtain the correct key in this setup is ~750 for the CMOS and 

~2500 for the MDPL. The SC-DDPL has not been successfully 

attacked in the two CPA setups even adopting the full dataset 

collected, exhibiting a strong PAA-resistance compared to 

reference WDDL and MDPL. 

For the sake of completeness also a DPA [3] attack has been 

carried out on all the four bits of the target word of the FPGA 

implementations. TABLE IX reports the MTD for the attack on 

each bit for all the considered FPGA implementations and 

shows that the SC-DDPL is robust also against single bit 

attacks. 
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TABLE IX 

DPA ATTACK ON THE INTEL CYCLONE-IV FPGA 

 
Bit0 

(LSB) 
Bit1 Bit2 

Bit3 

(MSB) 

Max 

abs.  

T-test 

CMOS 3.8k >132k >132k >132k 26.7 

WDDL 7k >132k >132k >132k 55.5 

MDPL 24.5k >132k >132k >132k 15.5 

SC-DDPL >132k >132k >132k >132k 3.4 

 

 

(a) 

 

(b) 

Fig. 21.  SNR (a) and estimated mutual information (b) curves for WDDL, 

MDPL and SC-DDPL implementations. 

Further investigation and analysis of the SC-DDPL  as a gate-

level countermeasure against PAA has been conducted 

adopting the signal-to-noise ratio (SNR) [17], information 

theoretic metric, the mutual information (MI) [27] and the 

popular t-test from the TVLA methodology [28]. 

 SNR: it is defined as the ratio between the variance of data-

dependent power consumption 𝜎𝑑𝑎𝑡𝑎
2  and the variance of the 

noise 𝜎𝑛𝑜𝑖𝑠𝑒
2 : 

 𝑆𝑁𝑅 =
𝜎𝑑𝑎𝑡𝑎

2

𝜎𝑛𝑜𝑖𝑠𝑒
2

 (14) 

 MI: it quantifies the amount of information leaked by 

hardware implementation of a cryptographic algorithm, 

making use of the definition of Shannon’s conditional 

entropy, assuming Gaussian distributed power samples: 

 
𝑀𝐼(𝑋; 𝐿)

= 𝐻[𝑋] − ∑ Pr (𝑥)

𝑥∈𝑋

∑ Pr𝑐ℎ𝑖𝑝(𝑙|𝑥) log2 𝑃𝑟𝑐ℎ𝑖𝑝(𝑥|𝑙)

𝑙∈𝐿

 (15) 

where H[X] is the entropy of the secret key X, 𝑃𝑟(𝑥) the 

probability of the secret key 𝑥𝜖𝑋, and 𝑃𝑟𝑐ℎ𝑖𝑝(𝑙|𝑥) is the 

probability of the leakage l given the key x. 𝑃𝑟𝑐ℎ𝑖𝑝(𝑥|𝑙) can 

be derived from 𝑃𝑟𝑐ℎ𝑖𝑝(𝑙|𝑥) by means of Bayes’ theorem. 

 T-test: it allows to efficiently assess the presence of data-

dependency based on a standardized difference of means 

(also known as Welch’s t-test). The comparison is 

performed on two classes A and B as follows: 

 𝑡 = (𝐿𝐴
̅̅ ̅ − 𝐿𝐵

̅̅ ̅) √
𝜎𝐴

2

𝑁𝐴
+

𝜎𝐵
2

𝑁𝐵
⁄  (16) 

where 𝐿𝐴
̅̅ ̅ (resp. 𝐿𝐵

̅̅ ̅) and 𝜎𝐴
2 (resp. 𝜎𝐵

2) represent the sample 

mean and sample variance of class A (resp. B), and 𝑁𝐴 (resp. 

𝑁𝐵) represents the cardinality of class A (resp. B). If, for a 

certain amount of traces, |𝑡| > 4.5 the device is considered 

as leaky. The partition of the traces between class A and B 

can be done following the fixed versus random approach 

[28] or with the fixed versus fixed approach [29]. 

SNR and MI plots for the DPL implementations are shown in 

Fig. 21. As we can see, the resulting curves of SNR and MI tend 

to be very similar, as seen in other works [26][30]. It is clear 

that the SC-DDPL is able to reduce both metrics, thus, 

confirming the efficiency in the data-dependency reduction also 

in presence of capacitive unbalance. The MDPL 

implementation exhibits higher values of SNR and MI 

compared to WDDL and SC-DDPL, especially in the interval 

600-1100ns, where the input and the key are processed together. 

Compared to reference WDDL, the SC-DDPL improves the 

SNR by a factor of 5, and the mutual information by a factor of 

2. The t-test leakage assessment has been carried on adopting 

the fixed versus fixed approach in [29] for efficiency reasons. 

The maximum absolute values we have obtained for the four 

implementations are reported in TABLE IX. The SC-DDPL has 

shown a t-score lower than the conventional 4.5 threshold, 

while the other three implementations have been found leaky 

with the same amount of traces (217 in this case). 

VII. CONCLUSION 

A novel standard-cell PAA resilient and mismatch tolerant 

logic style has been presented in this work. The new logic style, 

named Standard cell, Delay-based Dynamic Differential Logic 

(SC-DDPL), has been designed adopting the TEL signaling 

instead of the classical RTZ, used in most common DPL gate-

level countermeasures. The TEL encoding makes use of a very 

short evaluation phase duration to deal with security weakness 

due to capacitive mismatches on differential wires, which are 

unavoidable in deep scaled nanometer technologies. Since the 

evaluation phase is very short, the data-dependent component 

in the dynamic power consumption is relevant only at very high 

frequencies, as ∆𝐹𝐹𝑇 and FED analysis have shown. In the case 

of SC-DDPL, high frequency data-dependent leakage can be 

easily eliminated by means of proper on-chip filtering, as 

shown in Section V, or taking advantage of on-chip 

capacitances, by means of decap cells, MIM capacitors and 

other on-chip circuitry’s parasitics. A simulated comparative 

analysis adopting energy and frequency security metrics is 

given in the paper, performed on 40nm STMicroelectronics 

design kit, using the WDDL style as RTZ-based DPL reference. 

It has been shown that capacitive mismatches compromise the 

ability of WDDL to counteract PAAs. The SC-DDPL exhibits 

strongly reduced NED (down to a factor x42) and NSD (down 

to a factor x64) metrics, remarking its ability to tolerate 

electrical mismatches. The analysis performed by means of 

frequency-based metrics has confirmed the capability of the 
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proposed approach to move the residual data-dependency in the 

power consumption to high frequency also in presence of 

mismatch. Within this framework, we have simulated different 

attack scenarios, regarding an adversary with limited bandwidth 

and sampling rate. Our investigation has highlighted that the 

SC-DDPL is able to explicitly counteract PAAs, assuming that 

the adversary has some concrete (and practice in the real world) 

limitations, due to non-ideal measurement setups. 

As a further validation, we have implemented on a Intel 

Cyclone IV FPGA a 4-bit crypto-core based on the first round 

of PRESENT-80 referring to SC-DDPL, WDDL and MDPL 

logic styles. An extensive measurement campaign, comparing 

the proposed implementation against WDDL and MDPL 

counterparts, has shown that the proposed SC-DDPL 

outperforms both reference DPLs in the two CPA setups 

investigated. More specifically, the SNR and MI metrics are 

reduced by a factor of 5 and 2, compared to WDDL, which has 

shown the best performance among the two RTZ-based DPL 

cores. This confirms also under a leakage assessment 

perspective that the SC-DDPL can be considered PAA and 

mismatch tolerant.  

The resource utilization of SC-DDPL is about 2.7 times 

higher than that of WDDL, but it is almost halved compared to 

the demanding MDPL; power consumption of SC-DDPL is also 

about 2.7 times higher than that of WDDL, but it is 15% lower 

compared to the MDPL implementation. 

APPENDIX A 

For the sake of completeness and to further validate the 

proposed approach, we have designed and compared a full 

implementation of the PRESENT-80 algorithm with a loop-

iterative architecture and 64-bit parallel data-path, as in [20], 

adopting the technology in Section V. We have compared a 

WDDL and a SC-DDPL (with teval set at 1ns) design. We have 

also designed a non-cryptographic core, that is the s349 circuit 

from the ISCAS’89 benchmark, referring to both WDDL and 

SC-DDPL logic styles. This specific circuit is made up of a 

4x4bit add-shift multiplier. The gate count and the power 

consumption results, as well as the energy security metrics for 

both designs are reported in TABLE X. The overhead of the 

proposed logic style compared to WDDL is slightly less than 

x1.7 for the gate count and x2.8 in power consumption, but it 

delivers a strongly increased capability to mitigate data-

dependency in the power consumption.  

TABLE X 

ASIC results on full implementation of PRESENT-80 block cipher and 

ISCAS’89 s349 circuit 

Design Logic Style 
Gate Count 

[kG] 

PAV 

(@10MHz) 

NED/NSD 

[%]/[%] 

PRESENT-80 
WDDL 10.20 141 0.13/0.030 

SC-DDPL 17.54 372 0.02/0.007 

ISCAS’89 s349 
WDDL 0.86 13.53 2.83/0.65 

SC-DDPL 1.45 38.49 0.27/0.006 
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