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Abstract—Reduced-precision and variable-precision multiply-
accumulate (MAC) operations provide opportunities to signifi-
cantly improve energy efficiency and throughput of DNN accel-
erators with no/limited algorithmic performance loss, paving a
way towards deploying AI applications on resource-constraint
edge devices. Accordingly, various precision-scalable MAC array
(PSMA) architectures were proposed recently. However, it is
difficult to make a fair comparison between those alternatives,
as each proposed PSMA is demonstrated in different systems
and technologies. This work aims to provide a clear view of the
design space of PSMA and offer insights for selecting the optimal
architectures based on designers’ needs. First, we introduce a
precision-enhanced for-loop representation for DNN dataflows.
Next, we use this new representation towards a comprehensive
PSMA taxonomy, capable of systematically covering most promi-
nent state-of-the-art PSMAs, as well as uncovering new PSMA
architectures. Following that, we build a highly parameterized
PSMA template that can be design-time configured into a huge
subset of the design space spanned by the taxonomy. This
allows to fairly and thoroughly benchmark 72 different PSMA
architectures. We perform such studies in 28nm technology
targeting run-time precision scalability from 8 to 2 bits, operating
at 200 MHz and 1 GHz. Analyzing resulting energy and area
breakdowns reveals key design guidelines for PSMA architecures.

Index Terms—Deep neural networks, accelerator, ASIC, syn-
thesis, precision-scalable, multiply-accumulate, MAC array

I. INTRODUCTION

Deep learning inference on edge devices is quickly gain-
ing traction. However, the main hurdle holding back the
widespread deployment of embedded inference is the limited
available energy budget at the edge. Researchers are hence fo-
cusing on techniques improving energy efficiency of embedded
deep neural network (DNN) inference. A popular approach
to achieve high energy efficiency is reducing the precision
of the DNN operands (weight, input and output activation),
more commonly known as network quantization. Due to its
computational nature, DNNs are rather resilient to approxi-
mation errors [1], [2], and accordingly, can reduce parameter
precision without much penalty in inference accuracy [3]–[5].
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There are two approaches to DNN quantization: 1.)
Post-training quantization, which trains the network on
full-precision, then quantizes the pre-trained parameters
(with/without post fine-tuning) [6]; 2.) Quantization-aware
training, which directly trains the network with lower preci-
sions [7]. These approaches progressively enabled DNNs to
first be quantized to 16-bit fixed point [8], 8-bit fixed point
[9], and all the way down to binary precision [10]. The best
precision of DNN parameters, however, varies across different
NN models, and even across different layers within one model
[6], [11]. This leads to the trend of transferring from the
traditional fixed-precision MAC array to run-time precision-
scalable MAC arrays (PSMAs) in DNN accelerators, which
can at run-time tune to the desired precision mode so as
to effectively translate those low precision opportunities into
energy and performance gains.

Many precision-scalable accelerators were proposed in re-
cent years, some of which support weight-only (1D) precision
scalability [12]–[14], or input/weight (2D) precision scalability
[15]–[19]. As all these precision scalable MACs have been
demonstrated with different RTL coding styles, in different
silicon technologies, in different MAC array configurations,
and with different DNN workloads, it is hard to relatively
compare them in terms of their drawbacks and merits.

A comprehensive survey and comparison of precision-
scalable MAC units was presented in [20] at the MAC level.
However, this work only focused on a single MAC, and
did not study the implications of using such MACs in an
array. This study hence omitted two important efficiency
factors when integrating such MACs in a larger MAC array:
1.) Depending on the precision-scalable MAC architecture,
the scalability overhead can, or cannot, be amortized across
all MACs of the MAC array, strongly impacting resulting
energy and area overheads per operation; 2.) The precision-
scalable MAC architecture has an impact on which spatial
unrolling dimensions can be exploited across the MAC array
in low precision modes, again resulting in array-level energy
efficiency implications.

To overcome these shortcomings and enable a fair compari-
son of precision-scalable architectures at the MAC array level,
this paper makes the following contributions:

• Extension of the traditional 7 for-loop representation of
convolutional neural networks (CNNs) layer with 2 addi-
tional precision-enhanced bit-group loops. Discussion of
the implications of the two added bit-group loops on the
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Fig. 1. A simple 4-bit precision scalable multiplier.

underlying hardware and their spatial/temporal unrolling
options (Section II).

• Introduction of a new PSMA taxonomy, based on the
newly proposed 9-loop CNN representation. Mapping
of a wide range of start-of-the-art (SotA) PSMA archi-
tectures to the new taxonomy is conducted, and new
topologies are identified (Section III).

• Design of a uniform and highly parameterized PSMA
template, which can be design-time configured into a
huge subset of the design space spanned by the taxonomy.
(Section IV).

• Benchmarking this design space in terms of area and
energy, resulting in PSMA design insights. (Section V).

Source code and supplementary materials are available at:
https://github.com/KULeuven-MICAS/PSMA-benchmark.

II. PRECISION-ENHANCED CNN LOOP REPRESENTATION

This section introduces a precision-driven extension to the
traditional 7 CNN for-loop format that has been widely used
to represent the dataflow of different accelerators. First, the
motivation behind this extension is highlighted, after which
the resulting loops are categorized based on their effects on
the underlying hardware.

A. Motivation

To fully understand the motivation of extending the tradi-
tional 7 CNN loop representation, the concept of bit-groups
(BGs) is first explained. Precision-scalable accelerators typi-
cally compose the underlying MAC units out of reduced prec-
ision sub-multipliers [21]. The intermediate partial products
are then either shifted and added together to achieve the full
precision result, or treated as separate results when the MAC
operates in its low precision mode.

To illustrate this, a simple 4-bit precision-scalable multiplier
is shown in Fig. 1, which has a similar architecture to the
BitBricks found in BitFusion [15]. In the shown example,
the 4×4-bit multiplier consists of 4 sub-units, each being
a 2×2-bit multiplier. In full 4-bit precision, both inputs are
divided into 2 Bit Groups (BGs) of 2-bits each, which together
form the full 4-bit input resolution. These BGs are multiplied
in the different sub-units of the multiplier, and get shifted
and aggregated to obtain the final 4×4-bit multiplication
result. In the low precision 2-bit mode, 4 inputs of 2-bits
are each used independently, hence each consisting of only
a single BG. In this case, each sub-unit acts as a standalone

for b = 0 to B-1
for k = 0 to K-1
for c = 0 to C-1
for oy = 0 to OY-1
for ox = 0 to OX-1
for fy = 0 to FY-1
for fx = 0 to FX-1

for bi = 0 to Bi-1
for bw = 0 to Bw-1

O[b][k][oy][ox] += I[b][c][oy+fy][ox+fx][2bi+1:2bi](22bi)
                      x W[k][c][fy][fx][2bw+1:2bw](22bw)

Batch Size
O channel/W kernel
I/W channel
O row
O column
W kernel row
W kernel column

I Bit Groups
W Bit GroupsI:   Input

W: Weight
O:  Output

W Sharing
I Sharing
O Sharing
Bit Group
(shift-add)

Traditional 7 CNN Loops

Extra 2 BG Loops (assume 2 bits as a group)

Loop Type

Fig. 2. Introducing 2 extra bit-group (BG) for-loops.

multiplier, producing an independent result. In a sense, the
multiplier is hence considered as a mini-array that performs
spatial unrolling at the BG level at full precision, and enables
additional spatial unrolling capabilities at low precision.

This concept can now be introduced in the CNN dataflow
representation to unify across all precision scalability tech-
niques. The CNN accelerator dataflow, which refers to the spa-
tial unrolling (how CNN loops are spatially unrolled/mapped
onto the 2D MAC array) and temporal mapping (how CNN
loops are temporally scheduled/mapped upon the accelerator)
[22], is traditionally characterized as 7 nested for-loops. To
include the impact of precision scalability into this represen-
tation, 2 additional BG for-loops are added to the traditional
7 CNN for-loops, as shown in Fig. 2. In the previous example
of Fig. 1, at high precisions, the 2 BG loops are spatially
unrolled inside the MAC unit. In this mode, the MAC unit is
hence unable to unroll any other loop spatially. While at lower
precisions, the number of BG loops of the workload shrinks,
making room for other for-loops to be spatially unrolled inside
of the MAC unit.

Treating the BG loops similar to any other CNN loop
enables the flexibility of unrolling them spatially and also
temporally, as done in bit-serial (BS) architectures. This allows
us to uniformly characterize the behaviour of a wide variety
of PSMAs. Note that besides convolutional layers, other DNN
layers like fully-connected, depthwise and pointwise can also
be extended following the same method.

B. Implications on the MAC Array Hardware

In addition to BG loops, it is essential to understand how
each loop can be mapped to a MAC array. As shown in
Fig. 2, the 7 traditional CNN loops are categorized based
on input, weight, or output sharing. For example, ‘K’ (output
channel dimension) is an input sharing loop dimension in CNN
computation because when looping through ‘K’ (spatially or
temporally), the same input elements are required and thus
shareable. The same concept applies for weight and output
sharing loops.

https://github.com/KULeuven-MICAS/PSMA_benchmark


3

L3 L3 L3 L3

L3 L3 L3 L3

L3 L3 L3 L3

L3 L3 L3L3

L2 L2 L2 L2

L2 L2 L2 L2

L2 L2 L2 L2

L2 L2 L2L2

L1 L1 L1 L1

L1 L1 L1 L1

L1 L1 L1 L1

L1 L1 L1L1

2b x 2b
Multiplier

2-bits 2-bits

4-bits

Level 4 (L4) Level 3 (L3) Level 2 (L2)

Fig. 3. L4: 4×4 L3 units; L3: 4×4 L2 units; L2: 4×4 L1 units.

Ln-1 Ln-1 Ln-1 Ln-1

Ln-1 Ln-1 Ln-1 Ln-1

Ln-1 Ln-1 Ln-1 Ln-1

Ln-1 Ln-1 Ln-1 Ln-1

Input Sharing

In
pu

t S
ha

rin
g

Ln-1 Ln-1 Ln-1 Ln-1

Ln-1 Ln-1 Ln-1 Ln-1

Ln-1 Ln-1 Ln-1 Ln-1

Ln-1 Ln-1 Ln-1 Ln-1

Input Sharing

O
ut

pu
t S

ha
rin

g

Ln-1 Ln-1 Ln-1 Ln-1

Ln-1 Ln-1 Ln-1 Ln-1

Ln-1 Ln-1 Ln-1 Ln-1

Ln-1 Ln-1 Ln-1 Ln-1

O
ut

pu
t S

ha
rin

g

Output Sharing

Output Accumulation Island

Ln Ln Ln

(a) Input Sharing

(share I and W)

(b) Hybrid Sharing
(share I/W and O)

(c) Output Sharing

(share O)

Input Casting

Fig. 4. Input, Hybrid, and Output Sharing at Level n (Ln). Results from one
accumulation island are added together spatially to form one output.

When input or weight sharing loops are spatially unrolled
across a dimension of a MAC array, the inputs/weights can
be broadcast to all the MAC units along that dimension of
the MAC array. On the other hand, when an output-sharing
loop is spatially unrolled, the outputs of each MAC unit are
added together along that dimension. Additionally, spatial or
temporal unrolling of BG loops has hardware implications, as
it would require the partial results to go through a shift & add
tree or get accumulated in a shift-add register, respectively.

III. PRECISION-SCALABLE MAC ARRAY TAXONOMY

Making use of the new loop representation, a taxonomy will
be introduced, which can be used to map all SotA precision-
scalability techniques. This new taxonomy will serve as a
definition for the full design space of PSMAs, and will later
be explored and benchmarked extensively in Section V.

A. Highly Parameterized PSMA Template

A uniform and highly parameterized MAC-array arch-
itecture template, which is compatible with the precision-
scalability concepts introduced in previous sections, is built
up from basic 2-bit multiplier building blocks (denoted here
as “Level 1 (L1)” units). These basic L1 units are subsequently
combined in different hierarchical levels to form the complete
MAC array. We choose to combine 4×4 units in each step,
hence resulting in 16 L1 units forming one L2 unit, 16 L2
units forming one L3 unit, 16 L3 units forming one L4 unit.
An illustration of the proposed template is shown in Fig. 3.

Flexibility is the main motive for going with such a hierar-
chical architecture. With such a template, one can stop at L3
for a smaller MAC array size, go for L4 for a standard array, or
even extend to higher levels for a larger array. Additionally,
having a small L1 unit allows us to have precision-scalable
MAC units that can go down to 2-bit precision, which is
the lowest precision supported in most precision-scalable
accelerators [15], [16], [18], [23]. Furthermore, this multi-level

architecture will later give a clear perspective of where each
CNN loop gets unrolled to.

B. Spatial Unrolling

The CNN loop categorization of previous section (Weight
sharing (WS), Input sharing (IS), Output sharing (OS), and BG
loops), can now be linked to the hierarchical array template to
assess the hardware consequences. We define that every level
Ln of the MAC array template can support a specific spatial
unrolling along its horizontal dimension, and one along its
vertical dimension (which can be identical to or different from
the horizontal one). Specifically, if IS/WS loops are spatially
unrolled along a dimension of a certain level Ln, it means
that the inputs/weights are broadcast across the different Ln−1

units of this dimension. This also implies that the outputs of
the Ln−1 units in this dimension can not be added together,
and need separate accumulators.

On the other hand, if an OS loop is spatially unrolled along
a dimension of Ln, the partial sums of the Ln−1 units across
that dimension are added together with an adder tree. This then
implies that the inputs and weights of all these Ln−1 units on
that dimension are unique.

The resulting 3 unrolling possibilities are illustrated in
Fig. 4. One level in the MAC array template hierarchy will
either: a.) share inputs along both dimensions (inputs and
weights), resulting in 16 independent outputs; b.) share inputs
along one dimension (inputs or weights) and outputs along
another one, resulting in 4 aggregated outputs; c.) share
outputs along both dimensions, resulting in 1 joint sum.

C. Bit-Group Unrolling

Besides WS/IS/OS loops, the BG loops can also be spatially
unrolled on the MAC array, and dictate where the shift &
add tree needs to be inserted. In the proposed taxonomy,
BG loop unrolling can either occur spatially at one of the
two lowest levels of the MAC array (so either at the L2 or
at the L3 level; note that L1 is not an array level), or can
occur temporally, a.k.a. bit-serial processing (BS). For cases
in which BG loops are unrolled temporally, internal registers
are required in order to hold intermediate results towards
performing shift-add operation temporally. BS designs can be
further sub-categorized based on the level in the PSMA at
which the internal registers are located.

Note that BG loops are only unrolled at precisions higher
than the minimal precision mode, while at the lowest precision
there are no BG loops to unroll (i.e. the BG for-loop dimension
size equals 1).

D. Precision Scalability Modes

Existing SotA PSMA architectures can support different
precision scalability modes. In the newly-introduced taxo-
nomy, if the PSMA supports weight-only scalability, while
the activations’ precision is fixed at the highest precision,
then the design is referred to as 1D precision scalable (e.g.
8b×8b, 8b×4b and 8b×2b). On the other hand, if both weight
and activation precision are scalable, we denote this as 2D
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precision scalability. 2D scalability can be further classified
to 2D symmetric (2D-S) scalability in case the precision of
weights and activations are the same (e.g. 8b×8b, 4b×4b
and 2b×2b), or 2D asymmetric (2D-A) scalability in case the
design supports different precisions for weights and activations
(e.g. 8b×8b, 8b×4b, 8b×2b, 4b×4b and 2b×2b).

E. Fully Unrolled (FU) vs. Sub-Word Unrolled (SWU) Designs

As we move to lower precisions, a trade-off arises in terms
of memory bandwidth vs. hardware utilization. To ensure full
hardware utilization, the MAC array will require increased
input/weight or output bandwidth when replacing the BG-loop
unrolling with another loop unrolling. For instance, this can be
seen in BitFusion [15] and BitBlade [16] architectures, where
the input/weight bandwidth is increased by a factor of 2x and
4x when scaling the precision down from 8-bit to 4-bit and 2-
bit respectively. To illustrate this effect, Fig. 5 showcases how
the introduced MAC array would behave at various precisions
for different L2 unrolling schemes. For simplicity, only BG
unrolling at L2 is shown, however, the same concepts and
trade-offs apply for other BG configurations.

At full precision, all unrolling schemes of Fig. 5 behave
in the same way. That’s because the BG loops are directly
unrolled at that level, and there’s no room to unroll any
other loops. As we go down to lower precisions, the BG
loops unrolling size reduces, thus enabling more unrolling of
other for-loops. When unrolling an additional input sharing
(IS) loop, the weights and activations can be broadcast across
the vertical and horizontal dimensions. As a result, the input
bandwidth is preserved. Yet, the outputs can not be added
together, thus increasing the output bandwidth. On the other
hand, when an output sharing (OS) loop is unrolled instead,
all the partial results can be added together, preserving output
bandwidth. Yet, all units should be fed with different inputs,
hence requiring a higher input bandwidth. Hybrid sharing (HS)
is the middle-ground between the two in terms of input/output
bandwidth. As can be seen, the I/O bandwidth increases with
lower precision operation for all designs.

Some alternative PSMA topologies opt for a fixed I/O
bandwidth across different precisions to simplify the memory
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Fig. 6. L2 in sub-word unrolled (SWU) designs, when BG is unrolled in L2.

interface design. In exchange, they opt for a lower hardware
utilization at low precision, effectively gating part of the L1
units when scaling down in precision, as illustrated in Fig. 6.
This family of MACs were first introduced in [24], [25], and
extended to a broader class of designs in [20], [26]. We will
here refer to them as sub-word unrolled (SWU) designs, in
contrast to the fully unrolled (FU) topologies discussed earlier.

F. Complete Taxonomy and SotA Mapping
Based on the concepts of previous subsections, we can now

introduce the complete PSMA taxonomy. The new taxonomy
is governed by 6 different parameters that fully define each
architecture:

1) L4/L3/L2: Spatial unrolling at each level, selected from
IS, HS or OS.

2) BG: Level at which the BG loops are unrolled, selected
from spatially at L2/L3 or temporally in a bit-serial (BS)
way. If BS, we also identify at which level the internal
registers are located, denoted as BS-Lx.

3) Config: I/O bandwidth and hardware utilization tradeoff
configuration, which can be FU or SWU.
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TABLE I
SOTA MAPPING

SotA Prec. L4 L3 L2 BG Config Mode

High IS OS BG
DNPU [12]

Low IS OS IS
L2 FU 1D

High IS OS BG
BitFusion [15]

Low IS OS OS
L2 FU 2D-A

High IS BG OS
BitBlade [16]

Low IS OS OS
L3 FU 2D-A

High IS BG OS
Ghodrati [18]

Low IS OS OS
L3 FU 2D-A

High IS IS OS
Stripes [27]

Low IS IS OS
BS-L2 FU 1D

High IS OS IS
UNPU [13]

Low IS OS IS
BS-L1 FU 1D

High IS IS OS
Loom [17]

Low IS IS OS
BS-L2 FU 2D-A

High IS IS BG
Envision [23]

Low IS IS No
L2 SWU 2D-S

High IS OS BG
ST [25]

Low IS OS OS
L2 SWU 2D-S

IS: Input&Weight Sharing, OS: Output Sharing, HS: Hybrid Sharing,

BS-Lx: Bit-Serial with internal shift-add registers located at level Lx,

SWU: Sub-Word Unrolled, FU: Fully Unrolled,

1D: 1D scalability, 2D-A/S: 2D Asymmetric/Symmetric scalability.

4) Mode: Precision scalability, which can be 1D, 2D asym-
metric, or 2D symmetric.

This newly introduced taxonomy now allows to map all
PSMA techniques presented in literature, as summarized in
Table I. Since BG unrolling is only relevant when the precision
mode is above the minimal precision, a separate row per design
is added for both high and low precisions.

For DNPU [12] and BitFusion [15], each L2 unit produces
a full product every clock cycle, thus their BG are unrolled
spatially at L2. The differences between them is that BitFusion
is 2D asymmetric scalable, while DNPU is only 1D scalable.
Additionally, at low precisions, BitFusion’s L2 is output
shared, while DNPU’s L2 is input/weight shared. BitBlade
[16] and Ghodrati [18] have a very similar PSMA architecture,
and thus are mapped the same way in the new taxonomy. In
their works, the shifters are shared between L2 units at L3,
thus their BG is unrolled spatially at L3.

Stripes [27], UNPU [13], and Loom [17] are bit-serial
designs, meaning the BG loops are unrolled temporally rather
than spatially. Stripes and UNPU are 1D scalable, while Loom
is 2D scalable. Additionally, UNPU is IS at L2 with its internal
shift-add registers located at L1, while Stripes and Loom are
OS at L2 with its internal registers located at L2.

The final batch include Envision [23] and ST [25], which
are both SWU designs. Fundamentally, the difference between
them is their behaviour at L2 in low precisions, where Envision
has no sharing, where ST is OS. Moreover, Envision opts for
an IS scheme at L3, while ST goes for an OS scheme.

With the introduction of the new taxonomy, the road is
paved towards benchmarking the full design space under the
same operating circumstances and technology, leading to better
insights on the pros and cons of each PSMA architecture.
To achieve this goal, a uniform and highly parameterizable
MAC array template is built, which allows to efficiently map
different design points covered by the taxonomy. To the best
of our knowledge, this work is the first attempt to qualitatively
compare between different PSMA architectures.

IV. UNIFORM AND PARAMETERIZED PSMA TEMPLATE

The SotA implementations presented in Table I are not the
only possible PSMA instantiations. The taxonomy allows to
identify a broader range of possible architectures that were
not previously covered in literature yet. To be able to quickly
implement and benchmark all different configurations in the
introduced design space, a uniform and highly parameterized
PSMA template is developed. Based on its user-defined pa-
rameters, this flexible PSMA can be design-time configured
into any array architecture in a subset of the design space
spanned by the introduced taxonomy, i.e. it supports different
L2, L3, L4, BG, and FU/SWU settings.

A. Bit-Group Configurations

The uniform parameterized PSMA template supports differ-
ent BG unrollings. The HW implication of this is illustrated in
Fig. 7 in a simplified way. At full precision, if BG is unrolled
spatially at L2, it means that each L2 unit produces a full
product. It also means that the shift & add tree lives inside
each one of the L2 units, and thus the shifters are not amortized
across L1 results as in the case of L3 and BS BG unrollings.

On the other hand, if BG loops are spatially unrolled at L3,
it means that the shift & add tree lives in L3 instead of L2,
and are shared between aggregated L1 results. To guarantee
correct functionality, each L2 unit only multiplies bit-groups
that share the same significance, as each L2 product will be
shifted by the same amount. To illustrate, in Fig. 7, if BG
loops are unrolled at L3, you can find that all the BG-level
operations with the same color are shifted by the same amount,
and thus grouped in the same L2 unit.

For bit-serial designs, the BGs are unrolled temporally
rather than spatially. This means that the adders and shifters
are de-coupled, and the shifting operation is performed over
multiple clock cycles, depending on the precision. Additional
circuitry is required to ensure correct functionality of BS de-
signs, such as timer logic for scheduling and internal registers.
It’s worth noting that by default, only BS designs include
internal registers between array levels.

To gain a better understanding of the internal architecture
of bit-serial array designs and how the scheduling is handled,
refer to Fig. 8. Assuming L2 units are OS, then each L2 would
produce one 8-bits result (16 2b×2b results sum together).



6

Example Workload: O = ∑n=015 I n × W[n]

BG loops 
mapped at Loop implication Hardware implication Datapath Precision

L2

for n2 in [0:4) --------------- temporal
unroll n1 in [0:4) --------- spatial-L3

unroll bi in [0:2) -------- spatial-L2
unroll bw in [0:2) ------ spatial-L2

L1 multiplier: 2b×2b
L2 shift-adder: 4b+6b+6b+8b

L3 adder: 8b+8b+8b+8b
Temporal adder: 10b+12b

L3

for n2 in [0:4) ------------- temporal
unroll bi in [0:2) -------- spatial-L3
unroll bw in [0:2) ------ spatial-L3

unroll n1 in [0:4) ----- spatial-L2

L1 multiplier: 2b×2b
L2 adder: 4b+4b+4b+4b

L3 shift-adder: 6b+8b+8b+10b
Temporal adder: 10b+12b

BS-L3

for bi in [0:2) ---------------- temporal
for bw in [0:2) -------------- temporal
unroll n2 in [0:4) --------- spatial-L3
unroll n1 in [0:4) -------- spatial-L2

L1 multiplier: 2b×2b
L2 adder: 4b+4b+4b+4b
L3 adder: 6b+6b+6b+6b

Temporal shift-adder: 
8/10/10/12b+12b

for n2 in [0:4)
for n1 in [0:4)

for bi in [0:2)
for bw in [0:2)

O += I[4n2+n1][2bi+1:2bi](22bi) 
× W[4n2+n1][2bw+1:2bw](22bw)

for n2 in [0:4)
for n1 in [0:4)

O += I[4n2+n1] × W[4n2+n1]

for n in [0:16)
O += I[n] × W[n]

(assume I and W are 4-bit; 2 bits as a Bit Group; O is 12-bit)

Fig. 7. BG is unrolled spatially at L2, L3, or temporally at L3 (BS-L3). Assume OS at L2 and L3; Assume each level Ln contains 2×2 Ln−1 for simplicity.

The scheduling is done in two phases. First, the weights are
stationary while the inputs are shifted right by 2-bits each
clock cycle (Phase 1). During that time, the intermediate
results are stored in the first internal register. After all the
input bits are depleted, the weights are shifted right by 2-bits,
the data stored in the first internal register is transferred to
the second internal register (Phase 2), and then Phase 1 is
repeated again. This cycle repeats itself until all the weight
bits are depleted, then finally the accumulator at the end of
the array (not shown in Fig. 8) gets activated, and accumulates
the full product.

As you may have noticed in Fig. 7, bit-serial designs reduce
the complexity of the L2 and L3 adder trees, as they don’t
require configurable shifters anymore. On the other hand, bit-
serial designs have their own limitations. One is that they have
to find enough other for-loops (other than BG loops) in the
algorithm that can be spatially unrolled on the array to ensure
high hardware utilization. Secondly, bit-serial designs require
additional scheduling control logic and internal circuitry for
each partial output. It is hence beneficial to reduce the number
of outputs generated when design in this pattern, especially at
lower levels of the array. With that in mind, lots of inefficient
designs can already be pruned out from the full design space.

B. Design Space Constraints
Based on the taxonomy introduced in Section III, the

combination of the design parameters would lead to a huge

TABLE II
CONSTRAINED DESIGN SPACE

Layer Supported Configurations

L4 IS HS OS

L3 IS HS OS

Config FU SWU

BG L2 L3 BS-L2 L2

L2 IS HS OS HS OS OS IS OS

Number of supported designs:
3 (L4)× 3 (L3)× 8 (Config / BG / L2) = 72 designs

variety of array configurations. As such, some constraints had
to be put in place to reduce the design space to make it more
manageable, while still maintaining the interesting exploration
regions. With the observations of previous subsections, the list
below summarizes the constraints that were imposed on the
different parameters, and their justification. The constrained
design space is also summarized in Table II.

1) If BG is unrolled at L3, L2 cannot be IS. The benefit of
BG in L3 is that all the L1 units within L2 can share
shifting logic. If at L2 the outputs are not shared, we get
the same number of shifters as if BG is unrolled in L2.

2) If BG is temporally unrolled, L2 is OS with BS-L2. BS
designs require internal registers to support the temporal
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Fig. 8. Input, Hybrid, and Output Sharing at L3 for different precisions when
BG is unrolled temporally. Assume OS at L2.

shifting of each output. In this work, we fixed the location
of these BS internal registers to L2, to reduce the template
complexity and balance the critical path. To minimize
their overhead, it is best if only a single internal register
per L2 unit is needed, resulting in a total of 256 internal
registers. BS-L3/L4’s benchmarking can be interesting as
well, but would lead to many more input registers and
requires large OS in the workload. This study is left to
future work.

3) If SWU design, L2 can either be OS or have no sharing.
Due to SWU designs’ nature, L2 have to be symmetrical.
Thus, the outputs are either shared or not shared.

It’s worth noting that, given the design constraints, UNPU
[13] is the only accelerator in the SotA mapping that is not
supported by our uniform PSMA template, given that it’s a
BS design with L2 being IS (BS-L1).

Example PSMA:
L4: IS / L3: OS

FU / BG: L2 / L2: OS

8b x 8b 2b x 2b

Output prec. Explanation Output prec. Explanation

L2 (OS) 16 b 1’ 8b x 8b result 8 b Sum up 16’ 2b x 2b 
results

L3 (OS) 20 b Sum up 16’ 16b results 12 b Sum up 16’ 8b results

L4 (IS) 320 b 16’ 20b results 192 b 16’ 12b results

Required Output Accum. 
Register Size 384 b 16’ 20b + 4b (accum. 

headroom) results 256 b 16’ 12b + 4b (accum. 
headroom) results

Actual Output Accum. 
Register Visualization …4 20 4 20

384 b Register fully used
x16

384 b Register partially gated (          )G
… x164 12 G 4 12 G

Fig. 9. An example of output accumulator register size calculation and its
run-time configurations over full/low precision modes.

C. Register Layout

To ensure a proper timing of all designs assessed using the
uniform PSMA template, we include input and output registers
at the periphery of the array template. Only the BS designs do
include additional internal registers within the array to assist
periodic shift-add process. Depending on the array L4/L3/L2
configurations (namely, the IS/OS configuration as well as the
BG unrolling, as discussed in Section III), each design requires
a different maximum input/output bandwidth per clock cycle.
As a result, the required amount of registers at the array’s
inputs/output will vary. IS/WS designs typically require less
input registers, at the expense of more output registers. The
opposite is true for OS schemes.

Practically, each OS / IS sharing dimension along each
hierarchical levels L2/L3/L4 multiplies the required number
of input / output register words by 4 (since each level Ln is a
2-dimensional 4×4 Ln−1 array). It is hereby important to note
that the number of bits per input word is fixed (8-bit at full
precision), while the number of bits per output word depends
both on the input word precision and the maximal expected
temporal accumulation time. Here, the largest required bit
width across all precision modes is computed (take the worst
case scenario), with an extra 4-bits of headroom for temporal
accumulation per each expected output. An example of how
we compute the final output register size is given in Fig. 9,
in which, for an example PSMA architecture, the required
output precision after each level (from L2 to L4, further to
accumulator) are given and explained.

Finally, two-stage accumulation registers are needed in
BS designs. Since the design space has been constrained in
Section IV-B to only include BS-L2, the BS registers layout
is always the same. As shown in Fig. 8(a), L2 in BS designs
always produce 8-bit results, as it accumulates 16 2×2-bit
partial products. At full precision, the internal registers clear
their stored value every 4 iterations and each register’s stored
value needs to be shifted right by 2 for 3 times, therefore a
6-bit headroom is needed for each BS accumulation register.

V. EXPERIMENTAL SETUP

In this section, each design in the design space is evaluated
in terms of energy per operation and area, both in a low
frequency (200MHz) and high frequency (1GHz) context.
Additionally, breakdowns are performed to gain more insights
on the trade-off between hardware components of systems with
different design-time and run-time configurations.
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(a) 200 MHz
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(b) 1 GHz

Fig. 10. Energy per Operation (fJ) heatmaps at (a) 200 MHz, and (b) 1 GHz.

A. Methodology
To ensure a fair comparison, all 72 benchmarked designs are

synthesized from the same parameterizable HDL template with
the same coding style and set of optimizations. For the prec-
ision configuration, most designs can handle both symmetrical
and weight-only scaling, with the exception of SWU designs
that only support symmetrical precision scalability. Supported
precision scaling values are 8-bits, 4-bits, and 2-bits for both
input activations and weights.

All designs are synthesized from SystemVerilog HDL using
Cadence Genus v19.11 with high-effort compilation, once at
200MHz, and once at 1GHz. The used technology node is
TSMC 28-nm, with a nominal supply voltage of 1V. Power
estimations are conducted through post-synthesis simulations,
using Questa Sim v10.6c for simulating switching activity and
Cadence Genus for power extraction. The simulations were
conducted for 4,096 clock cycles with an ideal workload, one
that ensures full hardware utilization for all designs at all
precision modes. BS designs benchmarked in this section are
all BS-L2. For simplicity, we refer them directly as BS.

B. Workload
To further elaborate on the nature of the ideal workload, it

can be characterized in terms of CNN for-loops. At lowest
precision (2b×2b), the PSMA maximally consist of 4,096
functional PEs. So, the workload should at least have 4,096
OS loops and 4,096 IS/WS loops to guarantee full hardware
utilization for all designs at all precisions. Table III shows
a breakdown how the number of for-loops was chosen for
each loop category, both for all-level IS and all-level OS
corner cases. Basically, all-level IS designs will spatially
unroll IS/WS loops of the workload, while OS loops will be
unrolled temporally, thus providing more output stationarity.
The opposite is true for all-level OS designs. Ultimately, all
designs will run the same workload with randomly generated
inputs and weights, but with different dataflows and mappings.

TABLE III
IDEAL WORKLOAD*’S MINIMAL SIZE

Corner cases at 2b×2b IS loops WS loops OS loops

L4, L3, L2: IS 64 64 1

L4, L3, L2: OS 1 1 4096

Overall required loop size 64 64 4096

* Workload that guarantees full hardware utilization

for all designs across all precisions.

C. Throughput
All simulations are executing an optimized workload for

which all designs have a spatial utilization of 100% at nominal
precision. Hence, both FU and SWU designs have the same
throughput (number of operations per clock cycle) at full
precision. As we scale down to lower precisions, the FU
designs still utilize the full hardware, while SWU gate part
of the PSMA in order to maintain fixed input bandwidth
across all precisions. As a result, SWU has reduced throughput
compared to FU, specifically, half and quarter the throughput
at 4-bit and 2-bit precisions respectively.

D. Energy Efficiency
All supported designs are compared in terms of energy per

operation, with one operation defined as one full multiplication
or one addition (i.e., one full MAC operation is defined as
two operations). The resulting energy efficiency heatmaps are
shown for 200 MHz at Fig. 10a and 1 GHz at Fig. 10b. Ad-
ditionally, the designs are compared with symmetric (8b×8b,
4b×4b, 2b×2b) and one asymmetric (8b×4b) precisions. Note
that SWU designs do not support asymmetric precision scal-
ability. Each row denote an L4/L3 mode, while each column
denote a configuration/BG/L2 combination.

At 200 MHz (Fig. 10a), the most energy efficient columns
across different precisions are the (FU / BG: L3 / L2: OS),
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Fig. 11. Energy/Op (fJ) vs. Area (mm2) at (a) 200 MHz, and (b) 1 GHz. Both X and Y axis are log-scale.

(FU / BG: BS / L2: OS), and (SWU / BG: L2 / L2: OS)
configurations. At full precision, the (SWU / BG: L2 / L2: OS)
designs are more efficient. This can be attributed to the simpler
design and non-configurable shifters, while still maintaining
the same throughput as FU. At lower precisions, SWU have
lower number of operations, and thus become more in line with
FU designs. Intuitively, one can understand that (FU / BG: L3)
and (FU / BG: BS) designs should be more efficient than (FU
/ BG: L2) designs, due to the fact that the shifter’s overhead
is shared across the L2 units in this case. BS designs have
an additional switching overhead of the internal registers, and
since here the frequency is relatively low, there is not much
gain in return.

The key factor for good energy efficiency is to make L2 OS,
as it produces only one partial product regardless of precision,
thus simplifying L3 and L4 designs. At 200 MHz, L3 and L4
unrollings don’t have as much impact as long as L2 is OS. The
best L4/L3 configurations in that case are IS/IS, IS/OS, OS/IS.
If both L4 and L3 swing towards the OS side, the critical path
gets longer due to the adder trees, and as a result the energy
efficiency is negatively impacted, though not by much since
this is still at a low clock frequency.

Fig. 10b shows a similar trend at 1 GHz clock frequency,
with some small differences. (L2: OS) is still a key factor
for good energy efficiency, and (BG: L3) and (BG: BS) are
still more efficient then (BG: L2). However, (BG: BS) has a
slight edge over (BG: L3) due to the reduced critical path,
as BS designs’ internal registers start to show their benefit at
higher clock frequencies. In line with the 200 MHz results, the
best L4/L3 configurations are IS/IS, IS/OS, OS/IS. Having all
level unrollings as OS yields a detrimental effect on the energy
efficiency, as the critical path gets longer, conflicting with the
tight timing requirement.

The stellar performance of BS designs in this benchmark
are in stark contrast to [20], which showed BS MAC units

as the worst performer. The primary reason for the improved
energy efficiency is that, in this work, we assume “L2 is
OS” for all BS designs in the PSMA template. As such, the
hardware overhead of the internal registers is amortized across
the L1 units within each L2 unit (i.e., BS-L2), which ultimately
reduces the energy/op. Contrarily, in [20], the study is done at
single MAC unit level, and thus the amortization opportunity is
ignored (i.e., BS-L1). This result highlights the importance of
hardware resource sharing in array-level BS precision-scalable
MAC engine designs.

E. Energy vs. Area

To get a better assessment of the most efficient array, the
benchmarked designs are compared in terms of energy per
operation vs. area. Fig. 11a and Fig. 11b show scatter plots of
energy/operation vs. area for 200 MHz and 1 GHz, at different
symmetric and asymmetric precisions. Each color represents
a different (config / BG / L2) combination, while the each
shape represent a different (L4 / L3) modes. The most optimal
designs lie in the bottom-left corner.

At 200 MHz, the optimal designs are the purple and orange
ones, which represent (SWU / L2: OS) and (FU / BG: L3
/ L2: OS). At 1 GHz, the cyan colored markers (BS) have
better energy efficiency, while the purple and orange ones have
smaller areas. As will be shown later, this can be attributed to
the lack of internal registers in the (SWU / L2: OS) and (FU
/ BG: L3 / L2: OS) designs compared to BS designs. In most
cases, the blue markers (FU / BG: L2 / L2: IS) are on the
upper right corner of the graph, which makes them one of the
least efficient configurations. This can be attributed to the fact
that having IS at the lowest level of the array produces lots of
independent partial products at lower precisions, which cannot
be added together. Generally, it can be seen that the top left
and bottom right corners are mostly empty, which indicates
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that in most cases, there’s a strong correlation between area
and energy per operation in this benchmark.

F. Breakdown

To gain more insights about why some array configurations
perform better than the others, a breakdown of the energy per
operation and area for all PSMA configurations are summa-
rized in Figs. 13 to 15 for 200 MHz and 1 GHz with Figs. 13
and 14’s legend shown in Fig. 12. The breakdowns include
the energy contribution of L1 multipliers, adder trees (in L2,
L3, and L4), final accumulation adders, and registers (input,
output, and BS internal).

The L1 2-bit multipliers energy consumption is nearly
identical in all cases, and only contributes a small fraction of
the total energy consumption. L2 adder trees consume more
energy if BG is unrolled at L2, since in this case the adder
tree include both adders and shifters. L2 adder tree’s energy
for SWU designs is a bit lower than for FU designs due to
the non-configurable shifters. The complexity of the L2 adder
trees goes significantly down as we move to BG in L3 or BS
designs. If L3 or L4 are IS, it means that none of the partial
results from the previous level get added together, thus there
would be no L3/L4 adder trees in this case. Additionally, L3
adder tree (if it exists) consume more energy whenever L2 is
IS as the precision gets lower.

Output registers and accumulation adders dominate energy
consumption as more levels become IS, while input register’s
energy is much lower, and vice versa. Internal registers only
exist in BS designs, and it consumes a sizeable amount of the
total energy consumption of BS designs. At 1 GHz, the arrays
where most levels are OS yield higher energy consumption
than other designs. The reason for that is that OS arrays have
long critical paths, since the partial results have to go through
complex adder trees in most of the levels. To meet the timing
constraint, the energy consumption gets negatively impacted.

Area breakdowns are shown in Fig. 15. As shown in the
figures, the area is dominated by the combinational logic, with
the sequential logic only having a small contribution to the
total area. Additionally, all designs where L2 is OS have lower
area than their “L2: IS” and “L2: HS” counterparts. That’s
because as L2 generate more partial products, L3 and L4 adder
trees become more complicated to ensure L2 partial results are
not added together. In general, a larger area is observed for 1
GHz frequency, and this can be attributed to larger cell sizes
in order to meet the timing constraints of the architectures,
except for the BS designs.

VI. CONCLUSIONS

This work proposes a new loop representation extending the
traditional 7 CNN for-loops with additional Bit-Group loops
for precision-scalability. Additionally, the traditional 7 CNN
for-loops are categorized into three different categories (IS,
WS, and OS loops). This allows the introduction of a new
taxonomy which exploits the flexibility offered by the newly
proposed CNN loop categories, where the BGs can be unrolled
spatially at different hierarchical levels of the MAC array or
temporally (bit-serial). Afterwards, existing SotA PSMAs are

mapped to the introduced taxonomy. The SotA mapping is
accompanied by a deep discussion on the effects of each
taxonomy parameter on the underlying hardware, and how
they affect the input and output bandwidths of the PSMAs.
A new uniform and highly parameterized PSMA template
is introduced that covers a large subset of the design space
spanned by the new taxonomy, and supports symmetrical and
asymmetrical precision scaling of inputs and weights.

All the architectures in the constrained design space are
synthesized using TSMC 28 nm technology, and benchmarked
extensively in terms of energy efficiency and area. From the
conducted benchmarks, it is shown that BG unrolling in L2 is
the least ideal case (e.g. Bitfusion [15], DNPU [12]), and it’s
better to have BG unrolling at L3 for lower frequencies (e.g.
BitBlade [16], Ghodrati [18]) or temporally unrolling BGs for
higher frequencies (e.g. Loom [17], Stripes [27]). The benefit
of having BG unrolled in L3 or temporally is that the shifters
are amortized across different L2 units, making the adder trees
less complex. It’s generally a good idea to have a mixture of
IS/WS and OS loops throughout the array levels. FU designs
are better suited for workloads where lower precisions are
common, whereas SWU designs are better suited for higher
precisions dominated workloads.

According to the benchmark, (L2: OS) is the key factor for
energy efficient PSMAs. At 200 MHz, (BG: L3) is slightly
better than (BG: BS) as the internal registers of BS impose
an overhead with no extra benefit at lower frequencies. At
1 GHz, BS designs have a slight edge over (BG: L3) in terms
of energy efficiency, while (BG: L3) are better in terms of
area. The best L4/L3 unrolling in both cases are IS/IS (Loom-
like [17]), IS/OS (BitBlade-like [16]), and OS/IS. The best
performing SWU design across 200 MHz and 1 GHz is (L4:
IS, L3: OS, L2: OS), which is an ST-like architecture [25].

One thing to be noted is that, in this work’s benchmarks, the
best PSMAs were chosen based on an ideal workload, which
guarantees full hardware utilization for all designs across
all precisions. However, different workloads may affect the
utilization of the benchmarked designs, leading to a different
performance landscape. Assessing the effects of different non-
ideal workloads on different PSMAs is left for future works.

All in all, deep learning models have proven to be resilient
to lower precisions, which in turn propelled the research in
PSMA design for DNN accelerators. This work enabled to
better categorize current SotA PSMAs, to clearly understand
the trade-offs within/between each design, and to insightfully
find the optimal PSMA under different circumstances.
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