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Digital Self-Interference Cancellation for

Full-Duplex Underwater Acoustic Systems
Lu Shen, Student Member, IEEE, Benjamin Henson, Member, IEEE,

Yuriy Zakharov, Senior Member, IEEE, Paul Mitchell, Senior Member, IEEE

Abstract—Underwater acoustic (UWA) communication suffers
from the limited available bandwidth for data transmission. Full-
duplex (FD) communication has demonstrated the ability of
achieving high spectral efficiency in terrestrial radio communica-
tions. There is a significant potential in adopting the benefits of
FD in UWA systems. The major obstacle in FD communications
is the severe self-interference (SI) introduced by the near-end
transmitted signal. For FD UWA communications, the low signal
frequency allows high-resolution ADCs to be used. With higher
performance ADCs, it might be possible to achieve higher digital
SI cancellation performance than that in FD radio systems. In this
paper, we present experimental results of digital SI cancellation in
FD UWA system, based on the use of the low-complexity recursive
least-squares (RLS) adaptive filter with dichotomous coordinate
descent iterations. The experimental results demonstrate that up
to 46 dB of SI is cancelled when we use the transmitted digital
data as the regressor in the adaptive filter. To improve the SI
cancellation performance without introducing high-complexity
operation, we use the digitalized power amplifier (PA) output
as the regressor to deal with the non-linear distortions caused
by the PA in the transmitted chain. With this technique, as high
a level as 69 dB of digital SI cancellation is achieved.

Index Terms—Digital cancellation, full-duplex, self-
interference, underwater acoustic communications.

I. INTRODUCTION

A
COUSTIC communications is the only feasible technol-

ogy for long-range underwater data transmission. How-

ever, the available frequency bandwidth is very limited [1], [2].

To maximise the capacity of the acoustic links, we consider

full-duplex (FD) communications, when a transceiver simul-

taneously transmits and receives data in the same frequency

band [3]–[5]. The main challenge of achieving FD commu-

nication is the strong self-interference (SI) introduced by the

near-end transmission [6]–[11]. Due to the high transmission

power of the near-end data, we expect to deal with a high

level of SI, which can be 100 dB higher than the noise floor

in some communication scenarios. The residual SI will reduce

the signal to noise ratio (SNR) of the desired signal and thus

will degrade the system performance.

It is widely believed in FD terrestrial radio communica-

tions that digital cancellation alone is not sufficient for SI

cancellation due to the limitation of the analogue-to-digital

converter (ADC) [6], [7], [12]. The maximum achievable

digital SI cancellation is determined by the dynamic range of
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the ADC [13]–[16]. In general, significantly lower frequencies

are used in UWA communications compared to those used

in terrestrial radio communications. In such a case, ADCs

up to 24 bits are available, which would allow digital can-

cellation of 100 dB to be feasible. As demonstrated in [6],

[7], around 30 dB of SI cancellation can be achieved with

digital cancellation. In those designs, the non-linear distortion

introduced by the power amplifier (PA) is not included in

the channel model which limits the cancellation performance.

Subsequent designs address the non-linear SI by either using

two-step digital cancellation (cancel the linear and non-linear

SI components separately) [13] or by developing a non-linear

adaptive filter [17]. These designs obtain up to 48 dB of

digital SI cancellation at the expense of high complexity [13],

[17], [18].For FD UWA systems, a combination of digital

and analogue cancellation is considered in [19]. This design

achieves around 30 dB of digital SI cancellation with a

multipath SI channel model. The recent work [11] proposes a

sparse adaptive algorithm for estimation of the SI channel and

PA nonlinearity, but the cancellation performance is limited.

One approach to dealing with the PA nonlinearity without

developing a high complexity digital SI canceller is to use the

PA output as a reference signal [20]. In such a case, a linear

canceller can be sufficient. In [20], this idea is investigated by

simulation for multi-carrier communication signals.

Here we present a low-complexity practical digital SI can-

celler for FD UWA systems, which achieves a significantly

higher level of SI cancellation compared to reported exper-

imental results for terrestrial radio and UWA systems. Our

design uses the PA output to reduce the effect of the PA

nonlinearity on the SI performance. We implement this idea

for single-carrier communication signals. The cancellation is

based on reconstruction of the SI signal using a SI channel

estimate obtained by a low-complexity recursive least-squares

(RLS) adaptive filter with dichotomous coordinate descent

(DCD) iterations [21], [22]. We present results of experiments

conducted in an indoor water tank. The experimental results

show that the proposed design can achieve as high SI cancel-

lation as 69 dB, which is 23 dB higher than that achieved by

an architecture with the digital data as the reference signal.

II. SYSTEM MODEL

The FD system model is shown in Fig. 1. The system

operates at two sampling rates. The high sampling rate fs
is used for both the near-end data transmission and generation

of the received digital samples. The lower sampling rate fd is
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Fig. 1: Block diagram of the FD UWA system model.

used for SI channel estimation and digital cancellation. The

sample index with the high sampling rate fs and the low

sampling rate fd are denoted by n and i, respectively; e.g,

the transmitted signal s(t) sampled at fs is denoted as s(n).
We consider transmitting a pseudo-random sequence of

complex data symbols a(i). The transmitted data is up-

sampled from fd to fs, pulse-shape filtered and up-converted

to the carrier frequency fc. The root-raised cosine (RRC) filter

is used for the pulse-shaping [24]. Then, the passband signal

s(n) is digital-to-analogue converted (DAC), amplified in the

PA and transmitted by a transducer. The SI channel output

r(t) along with the far-end desired signal z(t) and the noise

n(t) are received by the near-end hydrophone. The far-end

signal z(t) is transmitted over the same frequency band as the

near-end transmission. Note that the far-end signal introduces

additional interference at the hydrophone, that degrades the

SI channel estimation performance. Since the aim of this

paper is to obtain the baseline performance of the digital SI

cancellation, so far the far-end signal is not considered in the

experiments.

We use an adaptive filter for SI channel estimation and

SI signal reconstruction. As shown in Fig. 1, the system can

switch between two modes. In mode 1, the transmitted digital

data a(i) is used as the regressor in the adaptive filter. In

mode 2, we use baseband samples s̃(i) of the analogue output

s(t) of the PA as the regressor. After the ADC, the digitalized

PA output is down-converted, low-pass filtered (LPF) by an

RRC filter and downsampled to fd before being used as the

adaptive filter input. The received signal x(t) undergoes the

same front-end processing as the analogue PA output s(t)
before being used as the desired signal x(i) in the adaptive

filter [23]. The downsampling of the input signal before

the adaptive filtering is used to reduce the computational

complexity and to avoid the ill-condition problem caused by

a high condition number of the autocorrelation matrix of the

narrowband regressor [23].

In practice, the SI channel is not static due to the time-

varying sea environment. Apart from the direct SI path be-

tween the transducer and the hydrophone, there are reflections

from the moving sea surface, with typical periods from 5 s

to 20 s [25]. Thus, fast convergence speed is one of the

main features we are interested in. On the other hand, one

of our objectives is practical implementation of the SI can-

cellation algorithm on a real-time design platform, such as

a DSP board [26]. Therefore, the computational complexity

and numerical stability are also crucial factors for algorithm

selection.

The fastest convergence is achieved by the classical RLS al-

gorithm, but it suffers from numerical instability and possesses

high computational complexity. The numerical instability is a

consequence of the recursive matrix inversion. This recursion

allows a reduced complexity of O(L2) arithmetic operations

per sample, which however is still too high for practical

implementation.

We use the RLS-DCD algorithm that has a convergence

speed comparable to that of the classical RLS algorithm, it

is numerically stable and has a significantly lower complex-

ity [21]. Moreover, the RLS-DCD algorithm is well suited

to implementation in fixed-point arithmetic, in particular, in

hardware [21], [22]. Instead of the matrix inversion, it solves

a system of normal equations, thus making the algorithm

numerically stable. For the solution, it uses DCD iterations.

Its impulse response is only updated for each successful DCD

iteration, in which the cost function is reduced. The overall

complexity of the RLS-DCD algorithm is O(LNu) operations

per sample, where Nu is the number of DCD updates, and

Nu ≪ L. With Nu = 2, as is in our experiments, the

complexity of the RLS-DCD algorithm is comparable with that

of the normalized least mean squares (NLMS) adaptive filter,

considered to be one of the least complicated algorithms [22].

III. EXPERIMENTAL SETUP

In our experiment, We transmit BPSK symbols at the carrier

frequency fc = 12 kHz. The symbol rate is fd = 1 kHz. The

RRC roll-off factor is 0.2 and the filter length is of a duration

of 14 symbols (14 ms). A Hanning window is applied to the
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Fig. 2: (a) Experimental setup of the FD UWA system; (b) Vertical view of the tank; (c) Placement of the transducer and

hydrophone underwater.

filter coefficients to avoid the edge effects due to the truncation

of the RRC impulse response. The length of the transmitted

signal is 15s, which includes 5s of zero padding before the data

transmission. The received signal during this silence period is

used to measure the background noise in the water tank.

The experiments are conducted in a 38 × 119 × 42 cm3

plastic water tank filled with 120 litres of water. Fig. 2(a)

shows the experimental setup. We use a Benthowave BII-

7530 transducer [27] for the near-end data transmission and a

Benthowave BII-7010 hydrophone [28] for the SI reception.

As shown in Fig. 2(b) and (c), the transducer and hydrophone

are clamped by a retort stand with a fixed distance between

them of 4 cm and submerged in the water during the exper-

iment. In Fig. 3, a snapshot of the SI channel estimate in

the water tank is plotted. This channel estimate represents

the adaptive filter taps after convergence of the RLS-DCD

algorithm in the second (more accurate) mode. It can be seen

that we have a long impulse response with a delay spread of

around 80 ms, which is considered to be typical for UWA

communications [29].

The passband digital samples s(n) of the transmitted signal

are generated in MATLAB and stored in an SD card of the

Zoom F4 multitrack recorder [30]. This recorder converts

these samples to an analogue signal with a 24-bit DAC and

passes it to the PULSE PLA300 PA [31]. Finally, the amplified

analogue signal is fed to the transducer and transmitted.

As mentioned in Section II, the system has two modes

of digital cancellation. The second mode requires access to

the PA output to generate the regressor for the adaptive

filter. The hydrophone output and PA output are recorded

during the experiment. The recording device contains a high

resolution 24-bit ADC to avoid introducing high quantization
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Fig. 3: Impulse response estimate of the SI channel.

noise. In our experiments, we record the PA output and the

hydrophone output using another Zoom F4 multitrack recorder

at a sampling rate of 96 kHz. Although we use the same type

and model of recorders for data transmission and reception, the

sampling rates generated by the two oscillators in the recorders

might not be identical. Thus, we have synchronized the audio

clock of the two recorders to avoid a difference between the

sampling rates in the transmit and receive chains.

Due to the high voltage level of the PA output (up to 48 V in

our experiments), the PA output is attenuated by the Behringer

DI100 attenuator [32] before being fed to the recorder.
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Fig. 4: Averaged NMSE performance of the NLMS and RLS-

DCD algorithms.
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Fig. 5: Averaged NMSE performance in the two cancellation

modes.
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IV. EXPERIMENTAL RESULTS

In this section, the experimental results of digital SI cancel-

lation in the FD UWA system are presented. The SI cancella-

tion performance is evaluated by the steady-state normalized

mean-squared error (NMSE) level of the adaptive filter, which

is computed as:

steady-state NMSE =
Ee

Ex

=
e
H
e

x
H
x

,

where Ee is the energy of the error vector e =
[e(M), . . . , e(i), . . . , e(N)]T , e

H is the Hermitian trans-

pose of e, Ex is the energy of the vector x =
[x(M), . . . , x(i), . . . , x(N)]T of the desired signal x(i) in the

adaptive filter, N is the total number of samples in the error

signal, M indicates the start of the steady-state of the RLS-

DCD algorithm. Specifically, the steady-state NMSE level is

computed from 5s to about 10s of the received signal after the

silence period.

In Fig. 4, we show the NMSE performance of the NLMS

and RLS-DCD algorithms in the second mode. The filter

length is L = 100. The algorithm parameters are tuned to

achieve the same steady-state NMSE level. The NLMS step-

size is µ = 0.3. For the RLS-DCD algorithm, the forgetting

factor λ = 1−1/4L = 0.9975, the number of bits representing

the impulse response Mb = 16, and the number of updates Nu

= 2 [21]. The NMSE curves are smoothed by averaging the

instantaneous NMSE over a period of 15 ms, to provide a

better vision of the NMSE performance for comparison. The

RLS-DCD algorithm clearly shows a faster convergence speed

than the NLMS algorithm.

In Fig. 5, we compare the digital SI cancellation perfor-

mance in the two modes. In each mode, a delay is adjusted

and applied to the regressor to ensure the whole channel

delay spread is covered by the adaptive filter length. From

our investigation, a filter length of L = 100 taps is sufficient

for capturing the whole channel delay spread in the water

tank. Parameters of the RLS-DCD algorithm are the same

as we used for NMSE performance comparison. With the

aforementioned parameters, we achieve the same steady-state

NMSE level as the classical RLS algorithm (not shown here).

The NMSE curves are again smoothed in the same way to

provide a clearer vision. As shown in Fig. 5, when we use

the digital data as the regressor, the steady-state NMSE level

is close to −46 dB, which is remarkably good. However, the

NMSE level can be further reduced to −69 dB with the PA

output being used as the regressor. This amount of digital SI

cancellation is significantly higher than that achieved in the

FD terrestrial radio communications.

The spectra of the received signal before and after digital

cancellation are shown in Fig. 6. Both the NMSE performance

and the signal spectra demonstrate that the digital cancellation

when using the PA output as the regressor significantly outper-

forms that with the digital data. We believe that the observed

23 dB improvement in SI cancellation in the second mode

is achieved by taking into account the non-linear distortions

introduced by the PA.

It can be seen in Fig. 6 that the residual signal after digital

cancellation is still 20 dB higher than the noise floor. This can
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be attributed to the residual non-linear distortions introduced

by other equipment rather than the PA. The transducer and

the hydrophone only exhibit a linear mechanical response

for small amplitudes [33]. There will therefore be non-linear

components present during the data transmission and recep-

tion. Likewise, the hydrophone we use has an integrated pre-

amplifier. The pre-amplifier will certainly introduce extra non-

linear distortion to the received signal which is not taken into

account with a linear adaptive filter.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented the digital SI cancellation

performance of an FD UWA system based upon tank exper-

imental data. The RLS-DCD adaptive filtering algorithm is

used for digital SI cancellation due to its fast convergence

speed, numerical stability and low computational complexity.

The digital SI cancellation performance in the FD UWA

system is presented and compared by using two different

signals as the regressor. The experimental results show that

up to 69 dB of SI can be cancelled with the PA output being

used as the regressor in the adaptive filter, which outperforms

by 23 dB the cancellation performance with the digital data.

As future work, we will introduce the far-end signal to the

receiver to establish a complete setup of the FD UWA system.

The far-end signal will be acting as an extra interference

for SI estimation at the receiver, which should reduce the

SI cancellation performance. Therefore, we will operate joint

estimation of the SI channel and the far-end signal with turbo

iterations. Such an approach would allow us to eliminate the

influence of the far-end signal on the SI channel estimation

performance. In such a case, we would be able to approach

the SI cancellation performance as presented in this paper.
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