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Abstract—Online Social Networks (OSNs) have emerged as a major platform for sharing information through social relationships and are one of the 
major sources of big data. Social networks can even accommodate sharing of live streaming data among the connected users. However, social information 
on social networks is often locally exploited rather than capturing the changes in the entire network over time. Obtaining user’s influence statistics is 
limited only in their local vicinity, which may not facilitate capturing the changes in the user and post influences across the entire network, thereby 
resulting in lower accuracy whilst measuring user’s topical influence. Moreover, low-influence users always exist in the network publishing low-quality 
posts. With the objectives of accurately capturing highly influential users and posts, this paper proposes a novel dynamic social sensing model named 
DPRank (Dynamic PageRank) model to evaluate the dynamic topical influence of the users of social information on social networks during the social 
information evolution. We deploy our proposed model to real-world Twitter datasets, which demonstrates the effectiveness of our proposed model 
against notable existing methods whilst identifying the true influence of users and posts in a dynamically evolving social network. 
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I.  INTRODUCTION  

he emergence of online social network (OSN) services 
such as Facebook, Twitter, Instagram and Google+ etc., is 
exerting positive impacts on data-centric applications by 

the way of exploiting the social elements of OSNs [1-4]. Most of 
today’s data-centric applications utilize various kinds of sensors 
to continuously collect massive amounts of data. Moreover, 
social media big data shared via social networks has become an 
indispensable part of our lives [5-7] as OSNs are a rich source of 
shared messages between users [43-48]. Thus, information 
propagation has become a fundamental component of OSNs 
with their increasing popularity [8, 49-51]. In general, businesses 
use information propagation in social networks to sell their 
goods to the entire social network. In fact, comments and 
opinions of products from the OSN users often have an 
influential impact on product sales.  Generally, user interests 
propagate through the network, such that users tend to follow 
other peer users with common or similar interest [52-54]. It is 
common that a given user’s influence on a similar user tends to 
change the opinion and behaviours of the latter [9-11, 55]. 
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Identification of influential users in social networks has been 
the focus of recent researches in the OSN domain [8-14]. A 
ranking algorithm called PageRank has been heavily deployed in 
this context [15, 36, 41]. However, these studies only focus on 
building social networks according to the frequency and number 
of users’ posts being published, replied or retweeted without 
the publication time of the posts into account, which is an 
important characteristic whilst analysing the influence of posts. 
It is worthy of note that posts published, replied or retweeted 
earlier characterize better probabilities of being retweeted or 
replied to some degree. Moreover, users with lower influence 
always exist in OSNs who tend to publish many low-quality posts 
for attracting people’s attention and guiding the wrong facet in 
social networks. Selecting high-influence users from a collection 
of users can largely improve the efficiency and accuracy of user 
influence-based computing services. 

With the intention of achieving the aforementioned 
objective, this paper proposes a dynamic social sensing model, 
named DPRank, for analysing social information on social 
networks to identify the high-influence users and further to 
characterize the real dynamic influence of the users. Specifically, 
first, an influential user automatic filtering-based HITS method is 
used to create a high-quality training dataset. Based on this, a 
new post influence detection model, named Dynamic Network 
Structure (DNS) model, is created to comprehensively identify 
the real dynamic influence of posts. The proposed model can 
efficiently explore the real influence of a post on different topics. 
Then a method of calculating the topic influence contribution of 
each user who publishes high-quality posts in social networks is 
presented by exploiting the user influences and the influence of 
different topics in social networks. Finally, an improved 
PageRank algorithm is applied to extract the dynamic topical 
influence of users in social networks during event diffusion and 
evolution. 

The main contributions of this paper are listed as follows:  

T 
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1) A high influence user automatic filtering method [43] is 
introduced to create a small high-quality training data set 
by selecting high-influence users from a collection of users 
[28]. Then, an improved method is designed to accurately 
identify the real influence of posts over time. Specifically, 
we start from specific posts in the network topology and 
postulate that the connection property and surrounding 
influence of posts should not be neglected, which has been 
the case with most of the traditional methods [8-15]. 
Based on this, a new post dynamic influence detection 
method named Dynamic Network Structure (DNS) [16] 
model is introduced to comprehensively assess the 
dynamic influence of posts. With the proposed DNS model, 
which considers local posts network structure and a time-
varying factor of each post, the real influence of posts on 
different topics in social networks can be effectively 
identified during event diffusion and evolution.  

2) This paper introduces an improved PageRank algorithm-
based model [17] to discover the topic influence the 
contribution of each user under different topics who 
publishes or replies or retweets posts in social networks. 
Specifically, the number of publishes or replies or retweets 
is used to calculate the effective distance between two 
users and their corresponding influences on each other. 
Then the degree of influence between users is utilized to 
form a new dynamic network of users, based on both the 
quality of the users and their corresponding influence in 
the community of different interests. Finally, the newly 
formed user networks are exploited to extract a dynamic 
ranking of the real importance of users under various 
topics based on the PageRank algorithm.  

3) Real world Twitter datasets are used in the 
experimentation to validate the effectiveness of our 
proposed model, against the existing state-of-the-art 
methods of identifying the influential users dynamically 
under different topics during event diffusion and evolution. 

The remainder of this paper is structured as follows: Section 
II presents a review of related works of user influence discovery 
in social networks. Section III introduces our dynamic user topic 
influence extraction model. Section IV discusses the experiments 
and results and Section V concludes this paper along with 
outlining our future research directions. 

II. RELATED WORK 

Owing to the recent developments and increasing popularity of 
social networks, research on identifying the user influence has 
gained considerable attention. Identifying user influence mainly 
depends on the diffusion ability, topic popularity, individual 
characteristics and network structure [37-38]. 

Lee et al. [12] simulated the information dissemination in a 
concerned network based on twitter datasets to obtain the 
influence of each user by calculating the number of effective 
customers with different topics. Besides Bakshy et al. [13] 
constructed the spread of URL cascade tree according to the 
links existing in the Twitter dataset by spreading the topics 
among seed users to measure the influence of each seed user. 
Aggarwal et al. [14] proposed a stochastic information flow 
model in order to find representative authority users on Twitter 

based on diffusion ability with different topics. However, these 
researchers have not given enough emphasis to users’ individual 
characteristics, interest community influence and time factors. 
Such factors aid effective capturing of users’ community 
influence and dynamic influence in microblogging network 
during event diffusion and evolution. Meanwhile, users 
frequently publish or reply to posts whose potential influence 
should include these dynamic factors. 

Measuring user influence heavily depends on individual 
characteristics and community network structure. For example, 
Liu et al. [18] proposed a generative graph model to detect the 
influence of users with various interests in heterogeneous 
networks. Besides Cha et al. [19] exploited the number of 
followers of users for discovering a given user's influence in the 
Twitter networks. Pal et al. [20] considered the number of 
individual posts, replies, the number of forwards, followers, 
respectively to calculate the forwarding influence and the 
spread influence of users on Twitter. Moreover, a few other 
methods rank users through analyzing the user behaviours [21-
22, 39, 41], including copying, replying, retweeting and so forth. 
A few other existing methods [23-24] pay attention to other 
characteristics like tweet quality and utilized different centrality 
measures such as Eigen-vector centrality. However, not all such 
methods have considered the factors of posts publish time and 
topic popularity into account, which can provide inferences on 
users’ dynamic influence on various topics in microblogging 
networks during event diffusion and evolution. 

In an attempt of addressing such shortcomings, Chai et al. 
transformed attribute measures into four categories such as 
activity, reputation, quality and centrality [9], thereby resolving 
the issues of topics popularity. Moreover, Wang et al.  
postulated that the influential users in each hot community 
should be detected for propagating information across the 
whole social network [25], which can largely improve the 
accuracy of influence identification. Barbieri et al. postulated 
that cascading is a local phenomenon [26]. Besides, Xiao et al. 
transformed the attribute measures into the three different 
classes, in order to discover influential users in networks [27]. 
With the objectives of overcoming the aforementioned 
drawbacks in the existing works of detecting user influences in 
social networks, this paper considers the interested community 
factor into account along with the changing dynamism of both 
users’ interest and event topics over time whilst enabling 
information propagation. To this end, our proposed model finds 
the dynamic influence of influential users during event evolution, 
in particular, our proposed model targets the global users as 
opposed to local users.  Our proposed model stands out from 
the existing methods, as our proposed model discovers the 
dynamic influence of the influential users with popular topics in 
dynamic microblogging network during event diffusion and 
evolution. 

III. A DPRANK MEASURE 

The proposed DPRank model consists of three main components. 
An influential user filtering-based HITS (Hyperlink-Induced Topic 
Search) method creates a small high-quality training dataset by 
selecting high-influence users from a collection of users. A DNS 
model is used to discover the real dynamic influence of posts, 
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which forms the basis for discovering the real dynamic influence 
of users. An improved PageRank method is used for evaluating 
the dynamic influence of users with various event topics over 
time. 

A. Extracting High-influence Users 

In the original HITS algorithm [28], a link is used to represent the 
hyperlinks between Web pages. However, in our proposed 
method, the link represents an operational relationship 
between a user and a post such as publishing or retweeting or 
replying. Further, the improved HITS algorithm creates a 
directed link from users to their posts, with regards to the 
corresponding individual user’s operations [1-2, 43-44].  

B. Dynamic Network Structure  model 

Most often, the global influence of posts may not be applicable, 
but propagating through [16] the complex networks can help us 
choose a high-quality post from a network of neighbour posts 
along with obtaining its neighbour posts’ information. 

1) Local Structure Model (LSM) 

The proposed model images a microblogging network with m 
posts and utilizes an m*m matrix to represent the link 
relationship of posts. Then, we introduce the measure pij, which 
implies that post i characterizes a pij percentage of spreading 
hot events information to post j. pij = 0, implies that post i and 
post j have no linking relationship. 
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In order to obtain the spreading probability pij with post i and 

post j, we apply the Independent Cascade Model (IC) [32] which 
is the most widely used information propagation method and it 
is often used to simulate information propagation in social 
networks. Specifically, in an IC model, an inactive neighbour 
node can be activated by linking it with all the active nodes in 
accordance with the activation probability between them. The 
higher the activation probability, the easier it is for the nodes to 
be activated. The information dissemination process of the IC 
model is shown in Figure 1. 
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Figure 1.  Information dissemination process of IC model 

In Figure 1, there are two active nodes b and d at time t-1, 
and these two nodes intend to activate their neighbour nodes 

with a certain activation probability. The nodes a, c, e, g can be 

activated by the node b while the node e can be activated by 

the node d. However, b and d characterize only one 
opportunity to activate their inactive neighbour nodes; if this 
activation fails, they cannot attempt to activate again. 

Moreover, as shown in Figure 1, b and d have a common 
neighbour node e, and they can activate e at the same time, but 

the node e can only be activated by one of them. It means if the 

node e is already activated by b, there is no need for node d to 

activate it. In the next timeframe t, the nodes e and g which are 
successfully activated are added to the active node set. Finally, 
the above process continues until no new nodes remain to be 
activated. 

As we know, in the IC model, the activation probability is 
generated randomly. However, the activation probability of 
users is related to the social relationships among users and 
topics in the process of hot events propagation in a 
microblogging network, and users often characterize different 
activation probability for different topics. Therefore, a topic 
popularity ranking [33] based information propagation model is 

proposed which calculates the post activation probability 
t

ijP  
for specific topics to simulate the information propagation in a 
more realistic way. 

The activation probability t

ijP  is influenced by the following 

factors. First, it is closely related to the social connections 
between posts; more connection times imply a more intimate 
relationship between posts and have a higher activation 
probability. Therefore, user intimacy can be used to represent 
the degree of intimacy between posts. 

Definition 1: User intimacy, Cu,v , defines the frequency of 

the connection between users u and v. It can be obtained by 

the ratio of the connection time between u and v to the 

connection time between u and other users, as shown in 
equation (2). 
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where, , iu VR  denotes the connection time between users u 

and Vi, Ru,v denotes the connection time between users u and v, 

V denotes all the users, and n denotes the size of V. 

In addition, t

ijP is also influenced by users’ topic popularity, 

such that user topic with higher popularity enables easy and 
quicker information propagation.  Therefore, topic popularity 

can affect the activation probability t

ijP  between two given 

users. 

Definition 2: Topic popularity, ,

t

u vTP , denotes the popularity 

degree of a topic between two given users. The topic popularity 

,

t

u vTP  can be calculated using the following formula. 
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where, ,

t

u vHub  denotes the hub value of a user in topic t, 

max
itHub denotes the maximum hub value of a user’s topics, 

and 
min

itHub  denotes the minimum hub value of a given 

user’s topics. 

In summary, the activation probability t

ijP  is influenced by 

the user intimacy Cu,v and the topic popularity ,

t

u vTP , so that 

the activation probability of post i to j for a specific topic t is 
calculated as follows. 

, ,

t t
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Before considering the real influence of a post in the 
network, it is essential to identify the posts those are linked to 
this post and to divide them into respective classes according to 
their ability of event diffusion. As we know, any given post in the 
network should have one or more directly linked posts, such 
that the connected posts are classified as neighbour posts in 
class 2, class 3 through to class T etc., where T denotes the 
vicinity of the neighbour nodes of the interested node. 

As we can see from Fig. 2, 
To start with, the post we want to analyze (post 1 in Figure 2) 

is denoted as class 1. 
Then, the posts which have a direct link with class 1 (post 2, 

3, 4, 5) is denoted as class 2. 
Next, the posts which have a direct link with class 2 posts 

(post 6, 7, 8, 9, 10 in Figure 2) is denoted as class 3 for each post 
of class 2. The posts that have been classified before are ignored 
when encountered later (e.g., post 5 in Figure 2). 

Finally, we define the higher-class numbers from previous 
class posts until reaching class T. 
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Figure 2.  An example of defining neighbour classes. 

Now, we obtain the numbers of links between two adjacent 
classes, denoted as nij. Then, the total real influence through 
links between class G posts to class H posts is defined as in 
equation 5. 

 = i
i j

jfGHL                                                                  (5) 

where, i ranges over all the posts in class G, j ranges over all the 
posts in class H. G and H usually have fewer posts than T. 

Now, the posts are assigned in a T*T matrix N 
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X in matrix N means that there are no connections between 
these two classes, thus X is always equal to zero. When we view 
a sub-network, we look at different classes with different 
emphasis. A controlled eGH should be defined to present our 
perspective and show our emphasis. For example, as shown in 
Fig. 2, the links existing between class 1 and class 2 posts would 
be more important than those between class 2 and class 3, thus 
e12 characterize larger significance than e23. Moreover, in order 
to be normalized, the value of e is within the range of 0-1. 

2) Dynamic Network Structure model (DNS) 

In order to obtain suitable values eGH to present our concerns 
about various classes, an automatic variable scoring method 

[16, 33] is essential for ranking eGH. Consequently, suitable 
values of eGH can be automatically achieved. 

Thus, we use the variable scoring method [16, 33] in 2-
dimensional space to automatically select a set of suitable 
variables eGH.  
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      X is equal to 0. 
Now, a Dynamic Network Structure (DNS) model is 

generated for all the users and posts as shown in equation 8. 
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3) Identification of dynamic influence of posts 
In Figure 2, DNS, with a post's link property and influence, holds 
true. Hence, the neighbouring post with highest DNS value is 
chosen as the dynamic influence of each post.  

C. The improved PageRank algorithm 

A new method based on the PageRank algorithm [15, 29-31] to 
analyse the weighted microblogging network is introduced in 
this section according to the posts published or retweeted by 
the users. 

PageRank provides a more complex model for defining the 
importance of posts. Thus, we can adopt PageRank to detect the 
high influence users in the microblogging network [31]. 

Let Ui be a user ranging over all users in social networks. The 
PageRank model is denoted as shown in formula (9): 
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where, PR(UA) is the PageRank value of user UA, PR(Ui) is the 
PageRank value of the user of Ui  which links to user UA ,C(Ui)  is 
the number of retweets or reply links from user Ui and d is set 
between 0 and 1. 

1) Evaluate users’ community influence 
Generally, earlier posts get replied to, or retweeted, to generate 
new posts. When an important post is published, many retweets 
or replies would quickly follow in a relatively shorter time. Fig. 3 
illustrates the proposed post retweeting network model. The 
nodes in Fig. 3 represent the retweeting posts, where post a 
linking to post b means that the post a is a retweet or a reply to 
post b. 

The method of building the post network [31] is described as 
follows. The post network Gp is defined as Gp = (P, C, Wc), 
where P is the set of posts, C is the set of edges (retweet or 
reply relationships between posts), and Wc is the set of weights, 
Wc(ab) associated with each edge links a pair of posts (pa, pb), 
which is defined as follows: 

c
1

ab
ab

a b

W
y y


=

− +
 (10) 

where, σab = 1 only if post pa retweets or replies post pb, 

otherwise σab = 0. ya is the time of publishing of post pa. yb is the 
time of publishing of post pb.  

Post P(a) Post P(b)

Post P(c)
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Figure 3.  Decomposition graph of retweeting network model 

A weighted number of retweets c is used to present a post’s 
real influence: 
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Users usually receive different scores in each event when 
propagated according to their influences, and ranked based on 

their hub score. The process of calculating the value of the nth 
user obtained in a post with the weighted number of retweets 
or replies of that post is shown in equation 12. 
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where, th an
S  depicts the score of nth user obtained for the post 

Pa, nth defines the rank of a user for this post, n represents the 
total number of users of the post and ca denotes the number of 

retweets for the corresponding post. In this paper, r is set to 0.7. 
Thus, the influence of the first user is above 30%. 

The total value Si of user i is defined as the sum of all values 
the user has obtained from each post. 

2) Weighed user community network 

However, the weighted number of all retweets can only 
represent the influence of the high-quality posts published or 
retweeted or replied by users, but not the real influence of 
users in the whole network, since the networks are always local. 
However, the methods based on networks, focus merely on the 
topological structure and ignore the characteristics of each 
user’s topic influence on different topics or events. Hence it is 
necessary to combine the network topology with the users’ 
topic influence by changing the network to indicate the topic 
characteristics of each user with the topological structure. 

The weight between users in the microblogging network 
presents the frequency of their retweets or replies. The 
frequency of interactions can be represented by the effective 
distance between two users, which can be defined as: 

dij = 1 − log(fij /Fi )                                                               (13) 

where, dij denotes the effective distance between two users i 

and j, fij denotes their interaction time, and Fi is the total 

number of interactions of user i. Equation 13 projects the 

proportion of interaction (fij /Fi, the value set to [0, 1]) to 

effective distance, the value set to [0, inf], in this situation user 

j with higher proportion will have a shorter distance to the user 

i.  

The importance degree of the relationship between users is 

calculated based on their effective distance. The more 

important the relationship between each user is, the closer the 

users are, and the more important the retweet relationship 

should be. With the scores of influence for different topics of 

users and effective distance between users, their relationship 

degree is computed using equation 14.  
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The rebuilt microblogging network C is denoted as C = (V, E, 
W), where V is the set of users, E is the set of links (retweet or 
reply relationship between users), and W is the set of weights 
Wij associated with each link connecting a pair of users (vi, vj), 
which is defined by equation 14. 

IV. EXPERIMENTS 

In this section, we use two popular influence models and their 
improved versions as our baseline methods, namely HITS-based 
methods [2, 28, 42] and PageRank-based methods [15, 40], 
validate the performance of our proposed model.  

A. Dataset 

The dataset is collected from Twitter [34], which is composed of 
1,500,000 posts and 36,052 users. As discussed above, to reduce 
the impact of the bump phenomenon, we only included those 
users who published or retweeted or replied to posts in our 
dataset. 
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B. Baseline Approaches 

The effectiveness of the proposed DPRank method is validated 
by comparing our proposed model against HITS +TS-LDA [44] 
and PageRank+HEE [43]. 

C. Evaluation Methods 

The overlap coefficient [35] is defined as the size of the 
intersection divided by the minimum of the size of the two sets. 

( , )
min( , )

X Y
overlap X Y

X Y


=                                          (15) 

In this paper, the overlap coefficient is mainly used in the 
two sets of the most influential nodes obtained from the ranking 
algorithm and the Independent Cascade Model (IC) [32]. The 
higher the overlap is, the more reliable the ranking algorithm. 

Meanwhile, the following evaluation criteria are also used 
to verify the proposed model: Recall and Precision. They are 
defined as follows: 

The Recall rate indicates the proportion of detecting 
influential users being relevant, as shown below: 

Recall=
r t

t

influential influential

influen

s s

tials

                                (16) 

where influentialsr  represents a result set of influential users 
discovered by the proposed model, influentialst  represents a 
true set of influential users discovered by HITS, PageRank and 
the proposed model. 

The precision rate indicates the proportion of the relevant 
influential users in the real set of influential users, as shown 
below: 

Precision=
r t

r

influential influential

influen

s s

tials

                               (17) 

D. Experiment results 

1) Recall and precision: Fig. 4 and Fig. 5 depict the recall 

and precision comparisons of the three methods. The 

performance of our proposed model is compared with HITS+TS-

LDA and PageRank+HEE methods. It is evident, on the basis of 

our adopted evaluation criteria, that the effect of the proposed 

method based on the DNS model is better than two 

benchmarks. This performance improvement is due to the 

three basic characteristics of the users and posts: the ordinary 

users, the low-quality posts and the changing microblogging 

network structure. The compared methods ignore to exploit 

the above characteristics to detect relevant and accurate 

influential users dynamically from far too many low-quality 

posts and low-influence users. The proposed DPRank method 

based on HITS, DNS and PageRank, takes full advantage of the 

filtration function of the HITS algorithm, the dynamic influence 

feature of posts from DNS model and the dynamic influence 

feature of users from PageRank.  
Furthermore, our proposed method exhibits better recall and 

precision than the other two benchmarks. As the number of 
detected influential users increases gradually, the recall rate of 
all the methods also increases because of the increasing 
number of correct influential users. However, where the 

number of real influential users is limited, the recall rate should 
exhibit a steady trend with an increasing number of detected 
influential users. On the contrary, the precision rate of all the 
methods decreases as the number of influential users’ 
increases. This is because more inaccurate influential users are 
detected. 

 
Figure 4.  The Recall comparison of three methods 

 
Figure 5.  The precision comparison of three methods 

2) The proper number of popular user topics: As shown in 

Fig. 6 and Table I, the proper number of popular topics can be 

obtained according to the results of Minimum Distance [43,44]. 

Moreover, high-quality users can be detected efficiently and 

effectively by our proposed DPRank method according to their 

hub values. This is because our proposed model effectively 

filters the low-influence users and non-popular topics according 

to the improved HITS method. This significantly increases the 

efficiency of user influence discovery of our proposed model in 

comparison with the existing user influence measure tactics. 

 

Figure 6.  The number of topics from the DPRank method 
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TABLE I.  MINIMUM DISTANCE AND AUTHORITY OF POSTS  

Post ID Authority Value Minimum Distance 

668664904677617664 0.001852832 56.80668975 

668942051610873856 0.001792382 56.80668975 

668946589063364608 0.001194922 29.12043956 

668943987470811136 0.001194922 29.12043956 

668946589063364608 0.001194922 29.12043956 

668943987470811136 0.001194922 29.12043956 

681697568456192001 0.000636248 28.7923601 

681693469564383232 0.000636248 28.7923601 

681697568456192001 0.000636248 28.7923601 

681695337304702976 0.000545355 26.73948391 

3) The analysis of initial influential users: As shown in Table 

III, it can be observed that the degree and hub values of users 

for topics can distinguish the importance of users under each 

popular topic initially. Meanwhile, we can also discover the 

number of influential users for each popular topic from Table 

IV, by setting a different number of initial influential users. 

Besides the proper number of influential users under popular 

topics can also be discovered from Fig. 7. With an increase in 

the number of initial influential users, the sphere of influence 

of the proposed model reaches its peak efficiency when the 

number of initial influential users is 10 and then saturates. 

Hence, the proper number of popular topics is set to 5, which 

verifies the correctness of the number of popular topics 

identified in Table II based on the key posts. The top 10 initial 

influential spreaders and the popular topics they belong to are 

shown from Table III and Table VI, which plays a key role in the 

influence diffusion of a given topic.  

 

Figure 7.  The proper number of influential users under popular topics 

TABLE II.  THE RESULT OF DIFFERENT PARAMETER  

Method 
Number of popular topics under the different k 

k=1 k=2 k=4 k=8 k=10 k=15 k=20 

TAS-HITS 1 1 3 4 5 5 5 

 

TABLE III.  DEGREE AND HUB VALUE OF TOP 10 INFLUENTIAL USERS UNDER TOPICS 

User ID Hub Value Degree Topic 

339283603 0.003429355 24535 Sport 

1679619506 0.003233392 2869 Sport 

3693887599 0.003135411 334 Music 

933364430 0.002253576 1157 Sport 

4068440360 0.00186165 377 Economy 

1000421510 0.001665687 1458 Music 

2168821905 0.001567705 21973 Life 

3254047099 0.001567705 489 Life 

2310175028 0.001273761 1778 Music 

863205451 0.000979816 44 Emotion 

TABLE IV.  THE NUMBER OF INFLUENTIAL USERS IN POPULAR TOPICS 

Popular Topic The number of Users 

Sport 235 

Economy 64 

Music 49 

Life 25 

Emotion 10 

4) Sphere of influence: It can be observed from Table V that 

the final sphere of influence of the proposed DPRank model is 

better than IC model, thus the influential spreaders discovered 

by our proposed model can be regarded as the most proper set 

when compared with the IC model. This is because the 

activation probability of the users considers the topic 

popularity and the intimacy between users in our proposed 

DPRank model. 

TABLE V.  THE FINAL SPHERE OF INFLUENCE OF INFLUENCE MAXIMIZATION 

User ID IC DPRank 

339283603 237 237 

1679619506 174 185 

3693887599 168 164 

933364430 164 164 

1000421510 153 164 

4068440360 153 164 

1367531 123 123 

3254047099 123 123 

2310175028 123 123 

2168821905 102 123 

TABLE VI.  TOP 10 INITIAL INFLUENTIAL USERS MINING AND THE POPULAR TOPICS 

THEY BELONG TO 

User ID Authority Value Popular Topic 

339283603 0.051440325 Sport 

1679619506 0.03233392 Sport 

3693887599 0.03135411 Music 

933364430 0.020282184 Sport 

1000421510 0.01303155 Music 

4068440360 0.011757792 Life 

1367531 0.011757792 Economy 

3254047099 0.011659809 Life 

2310175028 0.010973935 Music 

2168821905 0.010973935 Life 

5)  Correlation coefficient analysis: Firstly, traditional 

methods (i.e. HITS method, PageRank method) are used to 

grade all the users in microblogging networks. Table VII 
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presents the correlation coefficient of the influential users 

according to different centrality of our model and the  IC 

models. In fact, a large number of users obtain the same score 

when using the HITS method and the PageRank method. 

However, the HITS method and the PageRank method present 

the same ranking for users whose degree is not large.  

TABLE VII.  CORRELATION COEFFICIENT COMPARISON OF THE TOP 10 INFLUENTIAL 

USERS 

DataSet (DPRank,IC) (PageRank,IC) (HITS,IC) 

Twitter 0.162 0.156 0.152 

TABLE VIII.  THE INFLUENTIAL USERS COMPARISON OVER TIME, RANKED BY SPHERE 

OF INFLUENCE  

User ID December 28 March 10 May 12 

1 339283603 339283603 339283603 

2 1679619506 1679619506 1679619506 

3 3693887599 933364430 3693887599 

4 933364430 1367531 933364430 

5 1000421510 3693887599 1367531 

6 4068440360 1000421510 4068440360 

7 1367531 2310175028 716307126 

8 3254047099 4068440360 468646961 

9 2310175028 3254047099 3553368433 

10 2168821905 716307126 401127939 

6) Accuracy: Table VIII shows changes in  the user's sphere 

of influence ranking from December 28, 2015 to May 12, 2016,  

for posts with non-static influences. Days shown in Table VIII 

detected the top 10 influential users ranked by their influence 

degree, in which the dataset of the second day and the third 

day show greater fluctuation in the ranks of influential users, in 

fact, some of the influential users are eliminated later. This is 

due to the fact that the influence of users always changes over 

time affected by their published or retweeted posts. Moreover, 

the DPRrank model can dynamically identify the user's 

influence and improve the accuracy of identification, since over 

time important posts will naturally receive more replies and 

retweets. Therefore, the performance of our proposed DPRank 

method is much better than the HITS and PageRank methods, 

the accuracy of identifying the most influential spreader is 

improved significantly in the DPRank. This also validates the 

effectiveness of our proposed method. 

 
Figure 8.  The comparison of dynamic sphere of influence under the 

“sport” topic 

 

Figure 9.  The comparison of dynamic sphere of influence under the 
“economy” topic 

 

Figure 10.  The comparison of dynamic sphere of influence under the 
“music” topic 

7) Dynamic Influence analysis: For influential user analysis, 

experiments are conducted including HITS, PageRank and 

DPRank. Top 5 users in the dataset are selected as the 

influential users set. Then, the sphere of influence is calculated 

for each topic. Fig. 8,  Fig. 9 and Fig. 10 presents the sphere of 

influence of influential users for top 3 popular topics. The 

dynamic sphere of influence of each topic with the DPRank 

method is higher than the other two methods in all Top 3 

popular topics. This is because of the fact that our proposed 

DPRank method can change the Top 5 influential users 

dynamically during influence diffusion when compared with the 

PageRank and HITS methods. Thus, it can be concluded that the 

DNS model can identify the importance of posts dynamically, 

for enabling an automated discovery of the real influence of 

users during event evolution. 

V. CONCLUSION AND FUTURE WORK 

The hot event information on social networks is often local 
which can change dynamically over time whilst the user 
influence statistics are computed. Existing methods of influential 
user detection in social networks have not given enough 
emphasis to this changing nature of user influences. To this end, 
this paper proposed an efficient event detection and user 
influence discovery model to better detect the real influence of 
a post on hot events information evolution. Meanwhile, we 
applied our proposed model to real-world Twitter dataset and 
validated its efficiency against two notable existing methods 
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namely the PageRank and HITS methods, which demonstrates 
the effectiveness of our proposed model. 

In our future work, we plan to explore the applicability of 
our proposed model in the field of multiple scholarly topic 
propagation, to capture varying responses of different users 
under different topics. Moreover, we plan to develop a 
prediction framework to predict the scholarly topical influence 
of influential users by combining all related features of users 
and posts.  
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