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Guest Editorial:
Special Issue on Responsible AI in

Social Computing

ARTIFICIAL intelligence (AI) continues demonstrating
its positive impact on society and successful adoptions

in data-rich domains including social computing systems.
There are serious ethical and legal concerns about AI’s ability
to make decisions in a responsible way. Many principles
and guidelines for responsible AI (RAI) have been issued
by governments, research organizations, and enterprises. For
instance, the Institute for Ethical Machine Learning provides
various RAI resources [1], including higher level guidelines
and frameworks, tools, standards, regulations, course, and so
on. However, high-level principles are far from ensuring the
trustworthiness of AI systems.

Social computing investigates the intricate interrelationships
among individuals, organizations, and social systems [2], [3].
This concept encompasses computing theories and techniques
along with a wide array of social behaviors, organizational
dynamics, and media interactions. In recent years, a substantial
amount of projects have been conducted to develop novel
social applications and provide services that facilitate data
collection and generation based on this theory.

However, it is observed that there is a significant gap
between high-level principles and low-level actionable prac-
tice for developers. Therefore, this special issue is dedicated
to provide cutting-edge technologies and novel studies and
promising developments, which can improve trustworthiness
of AI in social computing systems. Important research direc-
tions include the following:

1) fairness in AI for social computing;
2) privacy and security protection for AI-driven social

computing;
3) reliability and safety in AI for social computing;
4) transparency and explainability in AI for social comput-

ing;
5) contestability in AI for social computing;
6) accountability in AI for social computing;
7) methods, models, and tools for RAI in social computing.

WHAT DO WE COVER IN THIS SPECIAL ISSUE?

In this special issue, ten articles have been accepted, which
represent the most recent research of RAI in social computing.

In [A1], Lu et al. develop an incentive mechanism to address
the challenges of information self-disclosure and social utility
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maximization in vertical federated learning. Specifically, the
proposed mechanism consists of payment and sample size
selection rules, while the authors also analyze the relationship
between individual rationality and budget balance when self-
disclosure and efficiency are satisfied. The proposed solution
is evaluated via comparative analysis regarding social utility,
area under curve, and mean-square error using both synthetic
and real-world datasets.

In [A2], Zhang et al. present a data-driven responsible
framework to formalize the high-level RAI principles and
guidelines into operational rules in cyber–physical–social sys-
tems. In particular, the framework perceives users’ daily activ-
ities and then analyzes and predicts users’ future intentions
to responsibly enhance the systems. The authors design three
tensor-based Baum–Welch algorithms to improve the perfor-
mance of activity analysis, and evaluate the proposed solution
in terms of precision, recall, and F1 measure.

In [A3], Zeng et al. propose a feature-contrastive graph
solution for federated learning, to improve the robustness and
alleviate the weight divergence. Specifically, they design a
feature-contrastive graph federated learning system architec-
ture, which consists of three main components: communicator,
data loader, and core. In addition, the authors propose a weight
similarity constraint approach, which can combine the losses
of model representation, weight similarity, and supervised
learning for model training. The performance (i.e., accuracy
and time consumption) of this novel approach is compared
with two baseline methods on multiple datasets.

Djenouri et al. address the issue of insight retrieval and time
consumption for analyzing fake news, in [A4], through deriv-
ing patterns from fake news and integrating decomposition and
MapReduce mining techniques, respectively. The authors first
categorize collected data into fake and real news datasets via a
multiobjective k-means method. Afterward, the decomposition
and MapReduce mining strategy conduct pattern mining, while
the patterns of fake news are matched with real news data
to identify actionable insights. Experiments are carried out to
examine the quality of decomposition and time consumption
of the proposed solution on four databases.

In [A5], Wang et al. first prove the discrete tendency
of predicted item ratings and then present a framework to
minimize accuracy loss when realizing popularity fairness in
recommendation systems. The proposed framework consists of
three main modules: 1) community exploration, which utilizes
the random walk strategy to organize multiple overlapping
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communities; 2) local recommendation, which generates local
recommendation lists for each constructed community; and
3) fair decision fusion, which combines the local recom-
mendation lists for users by calculating discrete ratings and
generating edge reranking. The authors validate their design
on three public datasets and compare the results with eight
related studies.

In [A6], Khan et al. conduct a survey to understand how
engineers and lawyers in the AI industry comprehend related
AI ethics principles. The authors collect, synthesize, and ana-
lyze survey data from 99 participants, and the results indicate
that the following hold: 1) AI practitioners and lawmakers
regard transparency, accountability, and privacy as the most
three significant AI ethics principles, while lack of ethical
knowledge, no legal frameworks, and monitoring bodies are
three common challenges; 2) the participants consider that
conflicts between different principles are the most serious
factor for realizing AI ethics principles; and 3) domain-specific
principles and guidelines should be constructed for different
stakeholders.

In [A7], Wang et al. provide a comprehensive overview of
state-of-the-art research of data hiding techniques based on
deep learning. In particular, the authors exclusively explore
deep learning-based data hiding architectures, watermarking,
and steganography approaches. Furthermore, the authors dis-
cuss a series of open questions and research agenda, includ-
ing data hiding removal attack mitigation, watermarking for
machine learning model protection, and steganography-based
malware.

Hao et al. mathematically formulate the problem of absolute
fair cliques enumeration in attributed social networks, in [A8],
and prove it to be NP-hard. To address this problem, the
authors represent the topological structure and attributes infor-
mation of a cohesive subgraph via a new concept of attributed
equiconcept, based on which the detection methodologies and
algorithms for identifying absolute fair maximal cliques are
developed for multiple types of attributed social networks. The
proposed solution is evaluated via comparative analysis with
four related work.

In [A9], Cai et al. investigate data privacy protection dur-
ing the machine learning process via designing a hardware-
assisted framework. In the proposed framework, practitioners
can first develop machine learning models in a conventional
scheme. Second, the framework splits the whole given dataset
into multiple enclaves. Third, the framework can ensure a
secure execution environment, since Gramine is integrated
as a Software Guard Extension (SGX) Library Operating
System (LibOS), and a global model is trained across dif-
ferent enclaves. The authors perform experiments to evaluate
the model accuracy, loss, and training time of the proposed
solution.

In [A10], Cai et al. explore the indirect social relation-
ships for modeling entities’ interest preferences, while laying
emphasis on the explainability, accuracy, novelty, and content
quality of social recommendation results. Specifically, a model
is proposed to analyze user similarity and explainability of
social recommendation results through entity and embedding
vectors. Furthermore, the authors employ the partition deletion

strategy to design a many-objective recommendation algorithm
to ensure model efficiency. Experiments are carried out with
four evaluation metrics (i.e., accuracy, explainability, novelty,
and quality of the content).
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