
19/03/2024 09:14

Design, analysis, and experimental validation of a distributed protocol for platooning in the presence of
time-varying heterogeneous delays / di Bernardo, Mario; Falcone, Paolo; Salvi, Alessandro; Santini,
Stefania. - In: IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY. - ISSN 1063-6536. - 24:2(2016),
pp. 413-427. [10.1109/TCST.2015.2437336]

Terms of use:
The terms and conditions for the reuse of this version of the manuscript are specified in the publishing
policy. For all terms of use and more information see the publisher's website.

(Article begins on next page)

This is the peer reviewd version of the followng article:



1

Design, analysis and experimental validation of a
distributed platoon protocol in the presence of

time-varying heterogeneous delays
Mario di Bernardo,Fellow, IEEE,Paolo FalconeMember, IEEE,

Alessandro Salvi and Stefania Santini⋆, Member, IEEE

Abstract

This paper presents a novel control design framework for vehicle platooning along with its experimental validation. The problem
of controlling the vehicles within a platoon, to converge totheir desired velocity and inter-vehicle distances, is formulated as a
networked, high-order consensus control problem. By resorting to Lyapunov-Razumikhin functions, convergency of theplatoon to
the consensus speed and spacing is proven under both fixed andswitching communication network topologies, thus showingthe
capability of the proposed approach of coping with joining/leaving maneuvers and communication failures. The string stability of
the platoon is studied under the proposed control law and conditions are provided for tuning the controller parameters to achieve
both consensus and string stability. Finally, the proposedapproach is validated in both numerical simulations and in-vehicle
experiments in a three vehicle platoon demonstrating its capability of simultaneously accommodate consensus and string stability
requirements.

I. I NTRODUCTION

Autonomous driving is the next major step in road transportation technologies. This is clearly shown by the many demonstrators
highlighted everyday in the media [1]–[3]. Automakers’ efforts to rapidly deploy autonomous driving vehicles are propelled
by society’s demand for efficient and safer transportation as high-tech vehicles promise safer highways and roads, shorter
traveling time, lower energy consumption and emission reduction. To achieve this final and ambitious goal, vehicles will
integrate automation, information and communication technologies to gather, analyze and use information about the surrounding
environment. In particular, a variety of on-board sensors will contribute to build and update online a map of the surrounding
environment, while the vehicle itself will be able to wirelessly broadcast its driving behavior and intention [4], [5].
A significant contribution to safer and more efficient driving, definitely beyond human drivers’ capabilities, is expected from
the vehicles’ capability of coordinating their driving tasks with other surrounding vehicles. In particular, by exploiting wireless
communication, vehicles can exchange their driving intentions thus enablingcooperative drivingto, e.g., coordinate the crossing
of a traffic intersection to maximize the throughput while guaranteeing individual quality of services requirements (to, e.g.,
emergency vehicles or public transport), establish vehicle formations in highways with small inter-vehicle distances to reduce
air-drag and save fuel (vehicle platooning).
The idea ofvehicle platooningdates back to the eighties [6], when the California’s Partners for Advanced Transit and Highways
(PATH) program was established to study and develop vehicle-highway cooperation and communication systems [7]. The basic
idea is to enable the communication and cooperation among neighboring vehicles traveling in a string, in order to safelyreduce
their mutual distance (more vehicles without increasing the road capacity) and suppress traffic shockwaves (thus saving fuel
and reducing pollutant emissions). The core of such cooperative driving systems is a set of algorithms, deployed on the vehicles
and controlling their longitudinal motion based on the behavior of the surrounding vehicles.
Low cost and reliable communication systems have recently renewed interest in cooperative vehicle-highway systems [8]. In the
2011 Grand Cooperative Driving Challenge(GCDC) [8], a number ofheterogeneousvehicles have cooperated in platoons in
urban and highway driving scenarios. Evaluation criteria were based on the vehicles’ ability of minimizing their distances from
the preceding vehicle, while attenuating accelerations shockwaves. Designing a control algorithm for such realisticcooperative
driving application presents several challenges including, among others, the heterogeneity of the vehicles behaviors (i.e., each
vehicle runs its own control algorithm and its specific communication hardware). In this case, establishing global properties
of the whole platoon can be difficult.
Platooning problems have been widely studied in control andimportant fundamental properties of the platoon, like string
stability, have been thoroughly analyzed for both homogeneous [9] and heterogeneous [10] platoons. String stability is the
capability of vehicles within a platoon of attenuating the propagation of motion perturbations toward the tail of the platoon.
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Motion perturbations of interest are spacing errors or accelerations. It is well known that string stability cannot be achieved when
constant spacing policies are enabled, without establishing a communication link with the platoon leader [9]. Nevertheless, a
speed dependent spacing policy, based on aheadway time, leads to a string stable platoon for large enough headway time [11].
While well established design and analysis tools are available to study the string stability of vehicle platoons in a variety of
scenarios, tools are lacking when impairments and limitations of the communication networks are considered. For example,
under communication range limitations, it can be difficult to establish a reliable communication link with the leading vehicle.
Moreover, the time varying delays affecting the information received via wireless communication may destroy the string stability
properties achieved by standard design tools [12]. With this respect, reconfigurable communication network topologies may
intuitively allow the recovery of string stability properties under failures of communication links.
In this paper, the problem of establishing platooning is formulated, and analytically solved, as a high-order consensus control
problem. The presence of different time-varying delays introduced by the wireless vehicular communication network is
considered and a control law is designed as result of two actions: a local action depending on the vehicle state variables
and a cooperativeaction depending on information received from the neighboring vehicles (e.g., within the transmission
range). The problem of controlling a vehicle platoon has been formulated as a networked consensus control problem also in
[13], where a leaderless strategy is proposed for three autonomous vehicles ideally moving in a circle and sharing information
across an all-to-all communication network topology affected by a constant and common delay. Platooning as a weighted
and constrained consensus control problem is also discussed in [14] where the aim is understanding the influence of time-
varying network topologies on the platooning dynamics by using a discrete-time Markov chain based approach (in absenceof
communication delay). In both cases consensus has been onlynumerically validated. The main contribution of this paperis
to extend the approach initially presented in our paper providing that it guarantees convergence to the desired spacingpolicy
while ensuring robustness with respect to time-varying topology due to, e.g., vehicles joining or leaving a platoon, orto the
loss of communications links. The stability proof is based on the use of a quadratic Lyapunov-Razumikhin function and holds
for both fixed and switched network communication topologies. Note that switching topologies in network control design
are used to model and compensate the effect of packet losses,communications failures or automated vehicle maneuvers, like
joining/leaving the platoon. Also, string stability is analyzed for the proposed control law and criteria for selecting tuning
parameters leading to both convergency and string stability are proposed.
Most notably the effectiveness of the control approach is demonstrated here for the first time by performing its experimental
validation by in-vehicle testing with a three-vehicle platoon. Experiments demonstrate the effectiveness of the approach in
creating, maintaining, and joining platoon maneuvers and show how velocity and acceleration fluctuations are attenuated
downstream the string of vehicles, thus fulfilling string stability requirements.
The paper is structured as follows. Section II introduces the notation and recall the mathematical background used in the rest of
the paper. In Section III, the platooning control problem isstated and formulated as a consensus problem and a simple control
law is proposed. Section IV derives the closed-loop model ofthe vehicular network that is studied in Section V, to derive
the convergency conditions under fixed communication network topology. The convergency is then analyzed for a switching
network topology in Section VI. String stability properties of the proposed control law are analyzed in Section VII. Thewhole
design frameworks is validated and demonstrated in simulation and experiments in Sections VIII and IX, respectively, while
concluding remarks in Section X close the manuscript.

II. N OTATION AND MATHEMATICAL PRELIMINARIES

Information exchange among agents can be modeled by a graph where every agent is regarded as anodeand the communication
links by edges. (Some basic notions on graph theory can be found in [15] and references therein).
A platoon ofN vehicles can be described by a weighted directed graph (digraph) G = (VN , EN ,AN ) of orderN characterized
by a set of nodesVN = {1, . . . , N} and a set of edgesEN ⊆ VN × VN . The topology of the graph is associated with a
weighted adjacency matrix with nonnegative elementsAN = [aN,ij]N×N

. In general, we assumeaN,ii = 0 (i.e., self-edges
(i, i) are not allowed unless indicated otherwise). The presence of edge(i, j) in the edge set denotes that vehiclei can obtain
information from vehiclej, but not necessarilyvice versa.
The set of neighbors of nodei is denoted asNi = {i ∈ VN : eij = (i, j) ∈ EN , j 6= i}, EN ⊆ VN × VN . A sequence
1, 2, ..., l of distinct nodes is adirected pathif (i− 1, i) ∈ EN , i = 2, . . . , l. We say thatj is reachablefrom i if there
exists a path from nodei to nodej. A cluster is any subsetVs

N ⊂ VN of the nodes of the digraph. Defining the degree
matrix asD = diag{d1, d2, ..., dN}, with di =

∑
j∈Ni

aN,ij , the Laplacian of the weighted directed graphG can be defined as

L = D −AN .

Definition 1. A graphG is balanced if and only if all of its nodes are balanced,
∑

j aij =
∑

j aji ∀i,j ∈ Ni [16].

In this paper, we considerN vehicles (agents) together with a leader vehicle considered as an additional agent labelled with
the index zero i.e., node0. We use an augmented weighted directed graphG to model the network topology. We assume node
0 is globally reachablein G if there is a path inG from every nodei in G to node0 [17].
Moreover, we report here a result on the stability of delayedsystems which will be useful in the rest of the paper.
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Given a system of the form:

ẋ = f(xt), t > 0,
x(θ) = ϕ(θ), θ ∈ [−r, 0],

(1)

wherext(θ) = x(t+ θ), ∀θ ∈ [−r, 0] andf(0) = 0. Let C([−r, 0],Rn) be a Banach space of continuous functions defined on
an interval[−r, 0], taking values inRn with a norm||ϕ||c = maxθ∈[−r,0] ||ϕ(θ)||, || · || being the Euclidean norm.

Theorem 1. (Lyapunov-Razumikhin) [18]. Given system (1), suppose that the functionf : C([−r, 0],Rn) → R
n maps bounded

sets ofC([−r, 0],Rn) into bounded sets ofRn. Let ψ1, ψ2, andψ3 be continuous, nonnegative, nondecreasing functions with
ψ1(s) > 0, ψ2(s) > 0, ψ3(s) > 0 for s > 0 andψ1(0) = ψ2(0) = 0. If there exists a continuous functionV (t, x) such that:

ψ1(||x||) ≤ V (t, x) ≤ ψ2(||x||), t ∈ R, x ∈ R
n. (2)

In addition there exists a continuous nondecreasing function ψ4(s) with ψ4(s) > s, s > 0 such that :

V̇ (t, x) ≤ −ψ3(||x||) if V (t+ θ, x(t+ θ)) < ψ4(V (t, x(t))), θ ∈ [−r, 0], (3)

then the solutionx = 0 is uniformly asymptotically stable.

V (t, x) is a Lyapunov-Razumikhin function if it satisfies conditions (2)-(3) in Theorem 2.
Finally, the following definition is given:

Definition 2. A complex square matrix is said to be negative stable [positive stable] if its spectrum lies in the open left [right]
half of the complex plane [19].

III. PLATOONING AS A CONSENSUS PROBLEM

In this paper we focus on the longitudinal control of a vehicle platoon. The platoon consists of a string ofN vehicles, as
sketched in Fig. 1, where the leading vehicle, w.l.o.g. assumed to be the first vehicle in the string, sets the reference speed for
the whole platoon.
The objective is to regulate velocity and relative distanceof each vehicle from its predecessor to the leader’s speed and a desired
distance, respectively [20], [21]. We assume that each vehicle within the platoon is equipped with onboard sensors measuring
position, velocity, acceleration and relative position and velocity w.r.t. the preceding vehicle. Such set of measurements requires
Inertial Measurements Units (IMU), Global Positioning Systems (GPS) and radars, which are commonly available on road
vehicles. Each vehicle is also equipped with wireless V2V communication hardware to share information with its neighbors
and receive reference signals.

Fig. 1. A three vehicle platoon and the corresponding network graph. Note that the arrows in the upper sketch denote the information flow among vehicles and
with the leader, while those in the associated network graphs indicate edges directed according to the definition given in Section II and used in the literature
(e.g. [22], [23]).

A. Problem statement

Consider the platoon in Fig. 1. As in [24], the behavior of thegenerici-th vehicle is mathematically described as the following
inertial agent (i = 1, . . . , N ):

ṙi(t) = vi(t),
v̇i(t) =

1
Mi
ui(t),

(4)
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whereri [m] and vi [m/s] are thei-th vehicle position and velocity, measured with respect toa road reference frame,Mi

[kg] is the i-th vehicle mass assumed to be constant and the propelling forceui denotes the control input to be appropriately
chosen to achieve the desired position, maintain a desired speed and perform braking maneuvers. We assume that a lower level
control exists on each vehicle delivering the demanded force ui.
We assume a constant velocity for the leader so that the leader dynamics can be expressed as:

ṙ0(t) = v0;
v̇0 = 0.

(5)

Given (4) - (5), the problem of maintaining a desired inter-vehicle spacing policy and a common velocity can be rewrittenas
a second order consensus problem, where the consensus positions and velocities are given by

ri(t) →
1
di

{
N∑
j=0

aij · (rj(t) + dij)

}

vi(t) → v0.

(6)

anddij is the desired distance between vehiclesi andj; aij models the network topology emerging from the presence/absence
of a communication link between vehiclesi andj; di =

∑N

j=0 aij is the degree of vehicle/agenti, i.e., the number of vehicles
establishing a communication link with vehiclei. Note thataij are the nonnegative elements of the weighted adjacency matrix
associated to the network directed graph, sayG (see section II for definitions and further mathematical details.) Furthermore,
we assumea0j = 0 (∀j = 0, . . . , N ), since the leader does not receive data from any other vehicle.
According to [25] the desired spacingdij can be expressed asdij = hijvi + dstij , wherehij is the constant time headway
(i.e., the time necessary for vehiclei−th to travel the distance to its predecessor), anddstij is the distance between vehiclesi
and j at standstill (see Appendix A for further details). By setting hij = −hji as in [26], the consensus variables (6) can be
easily rewritten in a more compact form as:

ri(t) → r0(t) + di0
vi(t) → v0.

(7)

wheredi0 is the desired distance of vehiclei from the leader.
The platooning consensus problem (7) is solved here by usingthe following decentralized coupling protocol embedding the
spacing policy information as well as all the time-varying communication delays:

ui =−b [vi (t)− v0]−
1

di

N∑

j=0

kijaij
[
ri (t)− rj (t− τij (t))− τij (t) v0 − hijvi − dstij

]
, (8)

wherekij and b are control gains to be appropriately tuned to achieve the consensus positions and velocities (6);τij(t) and
τi0(t) are the unavoidable time-varying communication delays when information is transmitted to vehiclei from its neighbor
j and from the leader, respectively. (Note that in generalτij(t) 6= τji(t).) Moreover, the delayτij(t) can be assumed to be a
bounded piecewise continuous function such that0 ≤ τij(t) ≤ τ [27]. Although the delayτij(t) is unknown, it is assumed to be
measurable. In particular, the communication delay over a link can be evaluated at a vehicle when information is received, since
it is assumed that each vehicle transmits a timestampt̄ (i.e., the time instant when the information is sent) [28] [29]. Finally,
note that, when a vehicle is equipped with onboard sensors (like, e.g., radars), the delay affecting the state measurements of
the preceding vehicle is negligible, hence for that linkτij(t) = 0. We remark that our approach allows the integration of both
sensor-based and communication-based vehicle technologies [4]. Specifically, information on the preceding vehiclescan be
obtained both via sensors and/or via V2V wireless communication (different types of link with or without associated delays can
be used to account for the different devices used to gather information). Note that, differently from [24], the control protocol
proposed here allows a spacing policy dependent on the vehicle velocity and also standstill requirements [30]. Furthermore,
different time-varying propagation and/or packet-lossesdelays are considered, thus relaxing the requirement made in [24] that
at every timestamp each vehicles computes onboard a unique aggregate time delay deriving by fusing the delays coming from
different sources. Finally we wish to emphasize that the previous version of the algorithm which was presented in [24] was
not experimentally validated, but only numerical simulations were used to assess its performance.

IV. CLOSED-LOOP VEHICULAR NETWORK

To prove consensus (7) for system (4)-(5) under the action ofthe coupling protocol (6)-(8), we define the following position
and velocity errors with respect to the reference signalsr0(t), v0 (i = 1, . . . , N):

r̄i = (ri(t)− r0(t)− hi0vi − dsti0),
v̄i = (vi(t)− v0).

(9)

Position and velocity errors can be more compactly recast as:
r̄ = [r̄1, . . . , r̄i . . . , r̄N ]

⊤, v̄ = [v̄1, . . . , v̄i . . . , v̄N ]
⊤.
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To derive the expression of the closed-loop vehicular network, next we first rewrite the coupling protocolui in terms of the
state errors̄ri and v̄i as defined in (9). By expressing both the headway constantshij and the standstill distancesdstij between
vehiclesi and j in terms of the leading vehicle ones, namelyhij = hi0 − hj0 and dstij = dsti0 − dstj0 (see Appendix A), the
control actionui in (8) can be rewritten as

ui (t) = −

1

di

N
∑

j=1

kijaij

[

ri (t)− r0 (t)− hi0vi − d
st
i0

]

−

1

di

N
∑

j=1

kijaij

[

−rj (t− τij (t)) + r0 (t− τij (t)) + hj0vi + d
st
j0

]

+

−

1

di
ki0ai0

[

ri (t)− r0 (t− τi0 (t))− τi0 (t) v0 − hi0vi − d
st
i0

]

−

1

di

N
∑

j=1

kijaij [r0 (t)− r0 (t− τij (t))− τij (t) v0]−b(vi(t)− v0).

(10)
Sincer0(t) = r0 (t− τij (t)) + τij(t)v0 (j = 0, . . . , N), from (9) and (10), some algebraic manipulations lead to:

ui (t) = −bv̄i −
1

di

N∑

j=1

kijaij [r̄i (t)− r̄j (t− τij (t))]−
1

di
ki0ai0r̄i. (11)

Hence, the closed-loop dynamics of the error variables under the control action (11) can be written for a generici-th vehicle
in the platoon(i = 1, . . . , N) as





˙̄ri = v̄i,

Mi ˙̄vi = − 1
di
(ki0ai0 +

N∑
j=1

kijaij)r̄i − bv̄i (t) +
1
di

N∑
j=1

kijaij [r̄j (t− τij (t))].
(12)

To recast the closed-loop network dynamics in presence of the time-varying delays associated to different links in a compact
form, we now define the augmented error state vector asx̄ (t) =

[
r̄⊤ (t) v̄⊤ (t)

]⊤
and defineτp(t), p = 1, 2, ...,m, with

m ≤ N(N − 1) as an element of the sequence of time-delays{τij(t) : i, j = 1, 2, ..., N, i 6= j)} (0 ≤ τp(t) ≤ τ ).

Remark 1. Note thatm is the total number of different time delays and it is equal toits maximum,N(N − 1), if the network
is represented by a directed complete graph and all time delays are different.

From (12), the dynamics of the closed loop vehicular networkcan be now written as:

˙̄x (t) = A0x̄ (t) +

m∑

p=1

Apx̄ (t− τp (t)) , (13)

where

A0 =

[
0N×N IN×N

−MK̃ −MB̃

]
and Ap =

[
0N×N 0N×N

MK̃p 0N×N

]
(14)

with

M = diag

{
1

M1
, . . . ,

1

MN

}
∈ R

N×N ; B̃ = diag{b, . . . , b} ∈ R
N×N ; (15)

K̃ = diag
{
k̃11, . . . , k̃NN

}
∈ R

N×N , with k̃ii =
1

di

N∑

j=0

kijaij ; (16)

andK̃p = [k̄pij ] ∈ R
N×N (p = 1, . . . ,m) being the matrix defined according to the formalism adopted in [31] as:

k̄pij =





aijkij

di
, j 6= i, τp(·) = τij(·),

0, j 6= i, τp(·) 6= τij(·).
0, j = i.

(17)

Remark 2. Matrix K̃ in (16) can be written as follows:

K̃ = K +K (18)

where

K = diag{k1, . . . , kN}, being ki =
ki0ai0
di

(i = 1, . . . , N), (19)

and
K = diag{l11, . . . , lNN} (20)



6

lii being the diagonal elements of the normalized weighted Laplacian matrixL associated to the graphG defined as [22] :

lii =
1

di
lii =

1

di

N∑

j=1

kijaij (i = 1, . . . , N), (21)

with lii diagonal elements of the weighted Laplacian matrixL of G (see section II).

Remark 3. From the definition ofK̃p andK given in (17) and (20), respectively, the normalized weighed LaplacianL can
also be expressed as:

L =
[
lij

]
N×N

= K −
m∑

p=1

K̃p (i, j = 1, . . . , N ; j 6= 0). (22)

V. CONVERGENCE ANALYSIS

Now, before solving the consensus problem in the presence oftime-varying communication delays, we introduce a model
transformation. From the Leibniz-Newton formula. It is known that [32]:

x̄ (t− τp(t)) = x̄ (t)−

∫ 0

−τp(t)

˙̄x (t+ s) ds. (23)

Hence, substituting expression (13) in (23) we have:

x̄ (t− τp(t)) = x̄ (t)−
m∑

q=0

Aq

∫ 0

−τp(t)

x̄ (t+ s− τq (t+ s)) ds, (24)

where matricesA0, A1, . . . , Am are defined in (14) andτ0 (t+ s) ≡ 0.
Expressing the delayed state as in (24), the time-delayed model (13) can be transformed into:

˙̄x (t) = A0x̄ (t) +
m∑

p=1

Apx̄ (t)−
m∑

p=1

m∑

q=0

ApAq

∫ 0

−τp(t)

x̄ (t+ s− τq (t+ s)) ds. (25)

From (14), it follows thatApAq = 0 whenp = 1, . . .m andq = 1, . . . ,m (q 6= 0). Hence system (13) can be rewritten as:

˙̄x (t) = F x̄ (t)−
m∑

p=1

Cp

∫ 0

−τp(t)

x̄ (t+ s) ds (26)

where

Cp = ApA0 =

[
0N×N 0N×N

0N×N MK̃p

]
, (27)

and

F = A0 +

m∑

p=1

Ap =

[
0N×N IN×N

−MK̂ −MB̃

]
, (28)

with

K̂ = −
m∑

p=1

K̃p + K̃. (29)

Before giving the proof of convergence we introduces some preliminary Lemmas.

Lemma 1. Supposingki ≥ 0 in (19) (i = 1, . . . , N), the matrixK̂ in (29) is positive stable if and only if node0 is globally
reachable inG.

Remark 4. Notice that according to Lemma 1 the following matrix

K̂M =MK̂ (30)

is also positive stable ifM > 0 (15).

Lemma 2. Let F be the matrix defined in (28).F is Hurwitz stable if and only if̂KM defined as in (30) is positive stable and

b > max
i

{
|Im(µi)|√
Re(µi)

Mi

}
(31)

whereµi is the i-th eigenvalue ofK̂M (i = 1, . . . , N).
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Lemmas 1 and 2 can be easily proved extending the proof in [24]to the more general case considered here where the closed
loop matrices depend onm ≤ N(N − 1) heterogeneous time-varying delays.

Once the problem has been recast as in Sec.IV, the same framework used in [24] can be used to prove convergence. We point
out once more that, different from [24], the approach proposed in this paper does not require any aggregation of delays from
different sources for each node.

Theorem 2. Consider system (13) with the control parameters in (8) chosen askij > 0 and b such that

b > b⋆ = max
i

{
|Im(µi)|√
Re(µi)

Mi

}
(32)

whereK̂M is defined in (30). Then, there exists a constantτ⋆ > 0 such that, when0 ≤ τp(t) ≤ τ < τ⋆ (p = 1, . . . ,m),

lim
t→∞

x(t) = 0, (33)

if and only if node0 is globally reachable inG.

Proof. (Sufficiency). Since node 0 is globally reachable inG, from Lemma 1 it follows that the matrix̂KM is positive stable.
Settingb as in (32), the hypothesis of Lemma 2 is satisfied, hence the matrix F defined in (28) is Hurwitz stable and from
Lyapunov theorem there exists a positive definite matrixP ∈ R

2N×2N such that

PF + F⊤P = −Q; Q = Q⊤ > 0. (34)

Consider the following Lyapunov-Razumikhin candidate function (e.g. satisfying condition (2) of Lyapunov-Razumikin Theorem
1 in Section II)

V (x) = x⊤Px. (35)

From equation (26), differentiatingV along (13) gives

V̇ (x) = x⊤(PF + F⊤P )x−
m∑

p=1

2x⊤PCp

0∫

−τp(t)

x(t+ s)ds. (36)

Now for any positive definite matrixΞ it is possible to show that2a⊤c ≤ a⊤Ξa + c⊤Ξ−1c according to [17]. Therefore,
settinga⊤ = −x⊤PCp, c = x(t+ s), Ξ = P−1, and integrating both sides of the inequality, we can write

V̇ (x) ≤ x⊤(PF + F⊤P )x+
m∑

p=1

[τp(t)x
⊤PCpP

−1C⊤
P Px+

0∫

−τp(t)

x⊤(t+ s)Px(t+ s)ds]. (37)

Let

τ < τ⋆ =
λmin(Q)

λmax(H)
; (38)

where λmin(Q) is the minimun eigenvalue ofQ; λmax(H) the maximum eigenvalue of the matrixH defined asH =
m∑

p=1
PCpP

−1C⊤
P P + qP , and, according to the hypotheses of the Lyapunov-Razumikin Theorem (section II), choose and

consider the following continuing non decreasing functionψ4(s) = qs (for some constantq > 1) and the continuous,
nonnegative, nondecreasing functionψ3(s) = (λmin(Q)− τλmax(H))s2.
Simple algebraic manipulations yield that when

V (x(t+ θ)) < ψ4(V (x)) = qV (x(t)), −τ ≤ θ ≤ 0, (39)

from (37) it follows
V̇ (x) ≤ −(λmin(Q)− τλmax(H))||x||2 = −ψ3(||x||). (40)

Thus, the sufficient condition is proven.

(Necessity). System (13) is asymptotically stable for any time delayτp(t) ≤ τ < τ⋆(p = 1, . . . ,m). Letting τp(t) ≡ 0
(p = 1, . . . ,m) in (13), from (26) it follows that systeṁx = Fx, with F defined in (28), is asymptotically stable. As all
the eigenvalues ofF have negative real parts, Lemma 2 implies that(MK̂) is positive stable. Now, applying Lemma 1, the
theorem is proven.
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VI. PLATOONING IN THE PRESENCE OF A SWITCHED TOPOLOGY

In this section we analytically investigate the ability of the proposed control law (8) to cope with loss and recovery of
communication links. Communication failures and recoveryare modeled here by letting the communication network switching
between different topologies. Since V2V communication links repeatedly form and break, thus inducing changes in the vehicular
network structure [33]. Switching network topologies welldescribe the highly dynamical nature of platoon communication
links [14].
To model switching structures we introduce a switching signal σ(t) : [0,∞) → φΓ = {1, 2, . . . , G} that determines the coupling
topology we denoteΓ = {G1,G2, . . . ,GG} as a finite collection of graphs with a common node setV describing all the possible
topologies that can be obtained by varying the communication links [34]. (G denotes the total number of all possible digraphs.)
σ(t) determines the index of the active graph at time instantt that we assume piecewise constant and continuous from the
right. Moreover, we assume that two consecutive switching instants are separated by some finite dwell-time. This guarantees
that the switching frequency remains bounded so that Zeno behavior cannot occur [35].
Taking into account the switched interconnecting graph, the closed-loop vehicular network (13) can be expressed as the
following switched delayed system [23]:

˙̄x (t) = A0,σx̄ (t) +

m∑

p=1

Ap,σx̄ (t− τp (t)) , (41)

where

A0,σ =

[
0N×N IN×N

−MK̃σ −MB̃

]
and Ap,σ =

[
0N×N 0N×N

MK̃p,σ 0N×N

]
, (42)

whose solutions are defined in the sense of Caratheodory [36].
System (41) can be written in compact form in [34]:

˙̄x (t) = Fσx̄ (t)−
m∑

p=1

Cp,σ

∫ 0

−τp(t)

x̄ (t+ s) ds, (43)

where

Cp,σ = Ap,σA0,σ =

[
0N×N 0N×N

0N×N MK̃p,σ

]
, (44)

and

Fσ = A0,σ +

m∑

p=1

Ap,σ =

[
0N×N IN×N

−MK̂σ −MB̃

]
, (45)

with

K̂σ = −
m∑

p=1

K̃p,σ + K̃σ. (46)

Let I = {i|ki0ai0 > 0, i ∈ VN} denote the index set of the vertex whose neighbors include vertex 0, the following Lemma
holds (see [37] for the proof).

Lemma 3. Suppose vertex0 is globally reachable inGσ and the weights for the edges ofGσ satisfy the following conditions
∑

j∈Ni

aij ≥
∑

j∈Ni

aji, i /∈ I, i ∈ VN ,

2ki0ai0 +
∑

j∈Ni

aij >
∑

j∈Ni

aji, i ∈ I,
(47)

thenK̂σ + K̂T
σ is positive definite.

By exploiting Lemma 3 and Lyapunov-Razumikhin functional techniques [34], [38], [39], we now prove consensus of the
platoon in presence of switching interconnection topologyand heterogeneous time-varying delays. Note that inequalities (47)
in Lemma 3 are conditions on the in degree and out degree of nodes in the digraphGσ that are weaker than the classical
assumption of balanced graphGσ (see Sec. II for mathematical definition), often made when a common Lyapunov-Razumikin
function is used [37]. Conditions (47) are fulfilled in vehicular networks based on, for example, topologies that arise in absence
of broadcast communication with the leader or when temporary leader communication is lost and/or a vehicle is unable to
share information with its closest neighbors (see section VIII-B for an illustrative example).
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Theorem 3. Assume thatGσ ∈ Γ fulfills the hypothesis of Lemma 3. Consider the closed-loopsystem (43) and choose the
control parameters in (8) askij > 0 and b such that

b > b⋆1 =

{
µ̂

2λ̂
+ 1

}
Mi, (48)

with µ̂ = maxσ{λmax(K̂σK̂
T
σ )} and λ̂ = minσ{λmin(K̂σ + K̂T

σ )}.
Then, there exists a constantτ⋆1 > 0 such that, when0 ≤ τp(t) ≤ τ < τ⋆1 (p = 1, . . . ,m), the origin is globally asymptotically
stable.

Proof. Consider the following Lyapunov-Razumikhin candidate function

V (x) = x⊤Px, (49)

with positive definite matrix (i = 1, . . . , N )

P =

[
bMIN×N IN×N

IN×N IN×N

]
,

b

Mi

> 1. (50)

Similar to the analysis in the proof of Theorem 2 for the case of fixed interconnection topology, we obtain

V̇ (x) ≤ x⊤(PFσ + F⊤
σ P )x+

m∑

p=1

[τp(t)x
⊤PCp,σP

−1C⊤
p,σPx+

0∫

−τp(t)

x⊤(t+ s)Px(t+ s)ds]. (51)

Choose now the following continuos, non decreasing function ψ4(s) = qs (for some constantq > 1), after some simple
algebraic manipulations, when

V (x(t+ θ)) < ψ4(V (x)) = qV (x(t)), −τ ≤ θ ≤ 0, (52)

inequality (51) becomes

V̇ (x) ≤ −x⊤Qσx+ τ

m∑

p=1

x⊤(PCp,σP
−1C⊤

p,σP + qP )x (53)

where, from (45), we have

Qσ = −(PFσ + F⊤
σ P ) =

[
M(K̂σ + K̂T

σ ) MK̂T
σ

MK̂σ 2(Mb− 1)IN×N

]
. (54)

From Lemma 3K̂σ + K̂T
σ is positive definite. Hence, according to Schur complementstheorem [17], matrixQσ is positive

definite if b fulfills conditions (48).

Let Hσ =
m∑

p=1
(PCp,σP

−1C⊤
p,σP + qP ), now from (53) if

τ < τ⋆1 =
minσ(λmin(Qσ))

maxσ(λmax(Hσ))
, (55)

then V̇ (x) ≤ −ηx⊤x for some constantη > 0. Hence asymptotic stability follows from Lyapunov-Razumikhin Theorem.

VII. D ISTURBANCE PROPAGATION THROUGH THE STRING

As mentioned in Section I, a vehicle platoon control system should be designed to meetstring stability requirements. This is
the capability of vehicles within a platoon of attenuating the propagation of traffic shockwaves [10], [21], [30]. In particular,
the vehicles of a string stable platoon attenuate the propagation of acceleration and/or spacing errors generated by speed
change maneuvers of the leading vehicle. In general, stringstability can be defined w.r.t. spacing errors [10] or w.r.t.vehicles
accelerations [40].
Well known fundamental limitations in the design of a stringstable platoon with fixed spacing policy are explained in [9],
where it is shown that communication with the leading vehicle must be established in order to achieve string stability, defined
in terms of the2-norm of the spacing errors/accelerations signals. On the other hand, communication with the leading vehicle
is not necessary if a varying spacing policy is adopted, where the desired spacing increases linearly with the vehicle speed [41].
The objective of this section is to analyze the string stability properties of a vehicle platoon under our control action(8) with
the time-varying delays set to a unique constant valueτ (that may also correspond to their maximum [30], i.e.τi (t) = τ ≤ τ⋆).
Following the approach used in the GCDC [40], string stability is defined here w.r.t. the vehicles accelerations, as

∥∥∥∥
Ai(s)

Ai−1(s)

∥∥∥∥
∞

≤ 1, (56)
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whereAi(s) is the Laplace transform of the vehicle acceleration.
Writing the vehicles dynamics (4) and the control action (8)in the Laplace domain and approximating the constant time delay
τ by using a first-order Padé approximation, after some algebraic manipulations, the acceleration can be computed in terms
of the sensitivity functionsWα

i (s)(i = 2, . . . , N andα = 0, 1) as:

Ai(s) =W 0
i (s)Ai−1(s) +W 1

i (s). (57)

See Appendix B for details on the mathematical derivation.
The string stability requirement reduces to|W 0

i (jω)| < 1 for all frequencies of interest [10].
In summary, the tuning parameters in the control law (8) mustbe chosen in order to guarantee consensus, according to
Theorems 2 and 3, while satisfying the string stability requirement|W 0

i (jω)| < 1. Illustrative control designs are illustrated
in Section VIII.

VIII. N UMERICAL VALIDATION

A. Consensus in nominal conditions

As a first validation of our platooning strategies, some numerical investigations performed in Matlab/Simulink are described.
Next we consider a platoon of four vehicles and a leader, where the leader communicates with all the other vehicles, while
every vehicle shares information with its neighbors [20], [42].
The simulation scenario has been set according to [43] wherethe leader vehicle imposes a common and constant fleet velocity
equal to20 [m/s] (i.e.,72 [km/h]) along a single lane road. The spacing policy requires a constant time headwayh01 = h12 =
h23 = h34 = 0.8 [s] for all vehicles in the platoon withhij = −hji. Furthermore, without loss of generality we consider the
case of homogeneous traffic i.e.,Mi = M (i = 0, 1, 2, 3, 4, 5). The time-varying delaysτij(t) are taken as random variables
with uniform probability in the range[τmin, τmax] with τmin = 0 [s] andτmax ≤ τ⋆ ∼= 1.1 · 10−1 [s] with the theoretical upper
boundτ⋆ computed as in Theorem 2 (choosingq = 1.02 > 1). Note thatτ⋆ is within the typical bound of the IEEE 802.11p
standard for vehicular communication networks [44]. Control parameters values have been tuned according to Theorem 2 and
conditions of Lemma 2, to achieve acceptable transient performance (as also discussed in section VII).
As expected from the theoretical analysis, simulation results depicted in Fig. 2 confirm formation of the platoon and its
maintenance despite the presence of different time-varying delays affecting the information exchange among vehicles.

B. Robustness with respect to perturbations and communication failures

Numerical simulations were also performed to investigate the robustness of the proposed approach in the presence of pertur-
bations and/or communication losses.
The first goal was to assess if and how velocity and acceleration were amplified downstream the traffic flow in the presence of
perturbations of the leader motion and time-varying communication delays. Results in Figure 3 show the platoon robustness
for a sudden variation in the leader motion. Note that the presence of noise in Figure 3 depend on the rapid piecewise nature
of the time varying delay as considered in the simulation run.
Furthermore, we investigated the effect of the simultaneous presence of a sinusoidal perturbation acting on the leadermotion
(due, for example, to the human leader driver, namelyδ(t) = Asinωt being A = 0.8 and ω = π/15 (see section VII)
and sudden inter-vehicles communication losses, and theirsubsequent recovery. Note that communication losses and their
subsequent recovery are modeled in terms of switchings of the network topology as described in section VI.
As a representative case of study, we consider the platoon depicted in Figure 4. (Note that a periodic disturbanceδ(t) on the
leader vehicle acceleration is added to the leader dynamicsat t = 50 [s].) At time instantt = 75 [s], the last follower (number
4 in the platoon) looses connection with the leader and, therefore, the interconnection topology of the information exchange
switches from topology 1) to topolgy 2) in Figure 4. Then, at time instantt = 100 [s], a new communication failure happens
and follower 3 also looses connection with the leader (network commuting from topology 2) to topology 3) in Figure 4). At
time instantt = 115 [s] follower 2 stops exchanging information with its predecessor and, hence, topology 4) in Figure 4
arises. Finally, the initial topology 1) in Figure 4 is recovered at time instant170 [s] by switching backward through topologies
2) and 3) in Figure 4 at time instantst = 130, 150 [s], respectively. Controller parameters have been tuned inside the consensus
regions defined by both Theorems 2 and 3. The selected controlparameter values have been used for the experimental validation
whose results are described in the following section. Moreover, in the simulation runs againτij(t) ≤ τ1

⋆, where the theoretical
upper boundτ1⋆ is computed as in Theorem 3. Note that, also in this case, the computed boundτ1⋆ is below the average
end-to-end communication delay typical of the IEEE 802.11pstandard for vehicular communication networks.
As predicted by the theoretical analysis, results depictedin Fig. 5 confirm robustness of our platooning strategy despite
temporary connection losses. Note that the network switches among topologies (depicted in Figure 4) that fulfill the assumptions
of Theorem 3.

IX. EXPERIMENTAL IMPLEMENTATION AND VALIDATION

This section presents the results of the in-vehicle experimental validation of the proposed platooning control law. The experi-
ments have been executed with the experimental setup described in Section IX-A.
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Fig. 2. Platooning in the presence oftime-varyingheterogeneous delaysτij(t). Upper plot: Time history of the position error. Lower plot:Time history of
the velocity error.

A. Description of the Experimental Set-up

The experiments were performed at Chalmers University in a three vehicle platoon, with a leader (hereafter referred to as L )
and two followers (hereafter referred to asF1 andF2, respectively).L is a Volvo S80, equipped with

• a ublox EVK-5H GPS evaluation kit, based on a ublox LEA-5H GPSreceiver module, updating the position with an
accuracy of2.5 m at a maximum frequency of4 Hz,

• a communication box based on a PC Engines Alix3d2 board, a Mikrotik 802.11a/b/g wireless MiniPCI card with an
Atheros AR5414 chipset and an output power up to350 mW and a6 dBi radio antenna,

• an ethernet gateway, forwarding signals from the vehicle CAN bus to a Local Area Network,
• a notebook forwarding signals, sent by the GPS through a USB interface, to the LAN,
• an ethernet switch.

The signals from the CAN bus that are broadcast, together with the vehicle global position and the corresponding timestamp,
are the vehicle longitudinal speed and acceleration and theyaw rate. The vehicle is driven manually. i.e., a driver is instructed
to follow a given speed profile.

The vehiclesF1 andF2 are two identical Volvo S60 and, as shown in Figure 6, are equipped with

• a Trimble GPS receiver SPS85, updating the position with a maximum frequency of20 Hz and an accuracy of< 1 m
and interfaced to the rest of the system through an ethernet port,

• the same communication box as the vehicleL ,
• a dSpace MicroAutoBox II, a rapid prototyping system based on a IBM PowerPC processor running at 900 MHz,
• an ethernet switch.

Communication is established among the three vehicles through the protocol IEEE 802.11p, implemented in a OpenWrt
environment. This is a Linux distribution for embedded systems. VehiclesF1 andF2, fuse the information from their onboard
sensors and GPSs with the information shared via V2V communication through standard Kalman filters outlined in [40], to
obtain their relative positions and velocities within the platoon.
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Fig. 4. Schematics of a platoon in the simultaneous presenceof a sinusoidal perturbation on the leader motion and suddeninter-vehicles communication losses.
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Fig. 6. The truck of one the following vehicles.

B. Experimental Results

In this section we show experimental results obtained in experimental tests with the three prototypal vehicles described above.
(Experimental scenario parameters are summarized in TableI. See also Section A for further details on platoon spacing policy).
Control gains and spacing policy parameters have been set asin the numerical simulations to ensure convergence and string
stable behavior with respect to both velocity and acceleration.
Experimental results refer to a single lane scenario where leader and followers share information via wireless communication
as depicted in Fig. 7 and described in section IX-A. The first goal is to investigate the effectiveness of the consensus based
strategy increatingandmaintaining the platoon. Vehicles start from different velocities and positions and as shown in Fig. 8
are able to converge to the desired velocity and inter-vehicular distance.
Further experiments have been performed with the objectiveof testing the ability of the approach to perform ajoining maneuvre.
In this case, it is assumed that F2 has to automatically join the platoon composed by L and F1, traveling together with a common
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TABLE I
EXPERIMENTAL SCENARIO PARAMETERS

Vehicles Parameters Value
Numbers of Cars 3
Leader Mass [kg] 1661

Followers Mass [kg] 1545
Leader Length [m] 4.820

Followers Length [m] 4.628
Spacing Policy Parameters Value

Headway timeh10 = h21 [s] 0.8
Headway timeh20 [s] 1.6

Distance at Standstilldst
10

= dst
21

[m] 15
Distance at Standstilldst

20
[m] 30

Target Value
Leader Reference Speed - creating and maintaining the platoon [m/s] 9.2

Leader Reference Speed - joining the platoon[m/s] 9.3
Tracking - max leader acceleration[m/s2] 0.75

String stability - max/min leader acceleration[m/s2] ± 1.5

Fig. 7. Schematics of experimental scenario. Three vehicles moving along a single lane. Leader and followers share information via the wireless communication.

velocity of 9.3[m/s]. Results in Fig. 9 show how the vehicle equipped with the algorithm described in this paper automatically
performs the engaging maneuver and reaches the desired position and velocity.
Although consensus is theoretically guaranteed only in thecase of a constant leader velocity, further experiments have been
devoted to test the ability of the strategy intracking the leaderduring speed transients, when moving from rest to its final
velocity v0. To this aim, the three vehicles are at rest at the beginning of the experiments, with non zero spacing errors. Results
in Fig. 10 show that the proposed control law is able to achieve tracking bringing all vehicles to the desired position. Note that
the small peaks in the velocity profiles are due to gear changing which is automatically performed by the on board control
units of the cars.
Note that in all cases, according to the theoretical derivation, the control effort converges to zero once the control goal is
achieved (see, as an example, results in Figure 11).
Finally, additional experiments have been dedicated to investigate the string stability of the platoon and validate the strategy
in accelerating maneuvers of the leader. Results in Fig. 12 confirm that velocity and acceleration fluctuations are attenuated
downstream the string of vehicles as expected. Norms of signals are in Tab. II.

X. CONCLUSIONS

We have presented a platooning strategy based on the idea of trating the problem as that of achieving high order consensusin
a network of dynamical agents in the presence of heterogeneous time varying delays. After discussing the control protocol the
proof of convergence originally presented in [24] is extended removing the need of aggregating information on delays from
different sources at each vehicle. Also the case of possiblyswitching network topologies is explicitly taken into account. Most
notably an experimental validation of the strategy is presented that was carried out on a platoon of three vehicles at Chalmers
University of Technology, Göteborg, Sweden. These experimental results reported here for the first time show the effectiveness
of the algorithm creating and maintaining a platoon of vehicles travelling in a single lane. Moreover, experimental tests confirm
that the strategy guarantees string stable behaviour despite the presence of heterogeneous delays.
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Fig. 8. Convergence to platooning in the scenario depicted in Fig. 7. (a): vehicle speed. (b): position error. (c): speederror

TABLE II
NORMS OFSIGNALS

2-Norm Value ∞-Norm Value
‖v0(t)‖2 1024 ‖v0(t)‖∞ 10.48
‖v1(t)‖2 1012 ‖v1(t)‖∞ 10.47
‖v2(t)‖2 1004 ‖v2(t)‖∞ 10.41
‖a0(t)‖2 81.4736 ‖a0(t)‖∞ 1.69
‖a1(t)‖2 73.1254 ‖a1(t)‖∞ 1.62
‖a2(t)‖2 55.7812 ‖a2(t)‖∞ 1.1372
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Fig. 9. (a) : vehicle speed; (b): position error; (c): speed error when follower nr. 2 has to join the platoon formed by the leader and follower nr. 1.

XI. A CKNOWLEDGEMENT

The authors would like to thank Dr. Stefan Solyom during his time at Volvo Car Group and Mr. Edvin Valtersson at Volvo
AB for providing the testing vehicles used in this work, Roozbeh Kianfar, Ph. D. student at Chalmers University for his help
in preparing the experimental set-up.

REFERENCES

[1] E. Ackerman, J. Falconer, and A. Lim, “How Google’s Self-Driving Car Works,” IEEE Spectrum., 2011.
[2] “Drive me - self-driving cars for sustainable mobility.”
[3] “Volkswagen leads “adaptive” research project into autonomous cars,” http://www.gizmag.com/adpative-autonomous-driving-project/30695/.
[4] J. Capp and B. Litkouhi, “The rise of the crash-proof car,” IEEE Spectrum, vol. 51, no. 5, pp. 32–37, 2014.
[5] P. Ross, “Robot, you can drive my car,”IEEE Spectrum, vol. 51, no. 6, pp. 60–90, 2014.

http://www.gizmag.com/adpative-autonomous-driving-project/30695/


17

20 25 30 35 40 45 50 55 60
0

1

2

3

4

5

6

7

8

9

10

time [s]
S

pe
ed

 [m
/s

]

Platoon speed

 

 

Leader vehicle − S80
F1 vehicle − S60
F2 vehicle − S60

(a)

20 25 30 35 40 45 50 55 60
−4

−3

−2

−1

0

1

2

3

time [s]

r i(t
)−

r 0(t
)−

h i0
v i−

d i0st
 [m

]

 

 

Position error F1−L
Position error F2−L

(b)

20 25 30 35 40 45 50 55 60
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

time [s]

v i−
v 0 [m

/s
]

 

 

Speed error F1−L
Speed error F2−L

(c)

Fig. 10. Leader tracking maneuver: (a): vehicle speed; (b):position error; (c): speed error.

[6] R. M. Murray, “Recent research in cooperative control ofmultivehicle systems,”Journal of Dynamic Systems, Measurement, and Control, vol. 129,
no. 5, pp. 571–583, 2007.

[7] “California Partners for Advanced Transportation TecHnology (PATH),” http://www.path.berkeley.edu.
[8] “Grand Cooperative Driving Challenge (GCDC),” http://www.gcdc.net/.
[9] P. Seiler, A. Pant, and K. Hedrick, “Disturbance propagation in vehicle strings,”IEEE Transactions on Automatic Control, vol. 49, no. 10, pp. 1835 –

1842, 2004.
[10] E. Shaw and J. Hedrick, “String stability analysis for heterogeneous vehicle strings,” inProocedings of the IEEE American Control Conference, pp.

3118-3125, 2007.
[11] K. Santhanakrishnan and R. Rajamani, “On spacing policies for highway vehicle automation,”IEEE Transactions on Intelligent Transportation Systems,

vol. 4, pp. 198–204, 2003.
[12] X. Liu, A. Goldsmith, S. Mahal, and J. Hedrick, “Effectsof communication delay on string stability in vehicle platoons,” in Proceedings of the IEEE

Intelligent Transportation Systems, 2001, pp. 625 –630.
[13] R. Szalai and G. Orosz, “Decomposing the dynamics of heterogeneous delayed networks with applications to connected vehicle systems,”submitted

for publication. [Online]. Available: http://arxiv.org/abs/1305.6771

http://www.path.berkeley.edu
http://www.gcdc.net/
http://arxiv.org/abs/1305.6771


18

40 45 50 55 60
−2500

−2000

−1500

−1000

−500

0

500

1000

1500

2000

2500

time [s]

u i [N
]

 

 

Follower 1
Follower 2

Fig. 11. Time history of the control signal during the platoon joining manouver.

38 40 42 44 46 48 50 52 54 56 58
7.5

8

8.5

9

9.5

10

10.5

time [s]

sp
ee

d 
[m

/s
]

 

 

Leader speed
F1 speed
F2 speed

(a)

38 40 42 44 46 48 50 52 54 56 58
−1.5

−1

−0.5

0

0.5

1

1.5

2

time [s]

A
cc

el
er

at
io

n 
[m

/s
2 ]

 

 
Leader acceleration
F1 acceleration
F2 acceleration

(b)

Fig. 12. String Stability of the platoon when the leader speed is perturbed. (a): vehicles speed. (b): vehicles acceleration.



19

[14] L. Wang, G. Yin, H. Zhang, L. Xu, A. Syed, G. Yin, A. Pandya, and H. Zhang, “Control of vehicle platoons for highway safety and efficient utility:
Consensus with communications and vehicle dynamics,”to appear in Journal of Systems Science and Complexity.

[15] C. D. Godsil and G. Royle,Algebraic graph theory. New York: Springer-Verlag, 2001.
[16] R. Olfati-Saber and R. Murray, “Consensus problems in networks of agents with switching topology and time-delays,” IEEE Transactions on Automatic

Control, vol. 49, no. 9, pp. 1521 – 1533, 2004.
[17] R. A. Horn and C. R. Johnson,Matrix Analisis. Cambridge: University Press, 1987.
[18] J. K. Hale and S. M. V. Lunel,Introduction to functional differential equations. Springer-Verlag New York Inc., 1993.
[19] D. Hershkowitz, “Recent directions in matrix stability,” Linear Algebra and its Applications, vol. 171, pp. 161 – 186, 1992.
[20] E. Coelingh and S. Solyom, “All aboard the robotic road train,” IEEE Spectrum, vol. 49, no. 11, pp. 34 – 39, 2012.
[21] D. Swaroop and J. Hedrick, “String stability of interconnected systems,”IEEE Transactions on Automatic Control, vol. 41, no. 3, pp. 349 – 357, 1996.
[22] R. Olfati-Saber, J. A. Fax, and R. M. Murray, “Consensusand cooperation in networked multi-agent systems,”Proceedings of the IEEE, vol. 95, no. 1,

pp. 215 – 233, 2007.
[23] W. Zhu and D. Cheng, “Leader-following consensus of second-order agents with multiple time-varying delays,”Automatica, vol. 46, no. 12, pp. 1994

– 1999, 2010.
[24] M. di Bernardo, A. Salvi, and S. Santini, “Distributed consensus strategy for platooning of vehicles in the presence of time varying heterogeneous

communication delays,”to appear in IEEE Transactions on Intelligent Transportation Systems.
[25] S. Darbha and K. Rajagopal, “Intelligent cruise control systems and traffic flow stability,”Transportation Research Part C: Emerging Technologies,

vol. 7, no. 6, pp. 329 – 352, 1999.
[26] P. Barooah and J. Hespanha, “Error amplification and disturbance propagation in vehicle strings with decentralized linear control,” inProceedings of the

IEEE Conference on Decision and Control and European Control Conference (CDC-ECC), pp. 4964 – 4969, 2005.
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APPENDIX

A. Spacing policy

Fig. 13. Schematics of the spacing policy. LeaderL and two followersF1− F2.



20

Consider the parameters relative to any pair of vehicles in the platoon according to the schematic in Fig 13. The distance
between two adjacent vehicles, thei-th vehicle and its preceding, at standstill can be easily expressed in terms of both the
vehicle lengths and the safety distance required as [11]:

dstii−1 = lvi/2 + lvi−1/2 + dsfii−1 (58)

wheredsfii−1 is the safety distance (i.e. the minimum distance to be guaranteed between two adjacent vehicles) from vehicle
i− 1 to vehiclei and lvi, lvi−1 are the vehicles lengths (we assume the reference is locatedat half the length of each vehicle.
Note that different choices can be also made as for example in[11] where the vehicle reference is located on the front of each
vehicle).
Generalizing expression (58), the distance at standstill between thei-th vehicle and any of its preceding vehicles (not necessarily
the adjacent) along the string (i > j), is:

dstij =
i∑

p=j+1

dstpp−1. (59)

Analogously, the distance between a vehiclei and any of its followersj (not necessarily the adjacent) at standstill (j > i) can
be expressed as:

dstji =

j∑

p=i+1

dstpp−1. (60)

Note that exploiting the above expressions the distance between vehiclesi andj can be recast in terms of standstill distances
with respect to the leading vehicle asdstij = dsti0 − dstj0. Moreover,dstij = −dstji. Furthermore, following [25], in this paper
we assume that the desired following distance is linearly proportional to the vehicle velocity,dij = hijvi + dstij , and that the
constant headway time of vehiclei with respect to vehiclej can be computed from the headway time with respect to the
leading vehicle ashij = hi0 − hj0.

B. Further details on String Stability

Writing the vehicles dynamics (4) and the control action (8)in the Laplace domain and approximating the constant time delay
τ by using a first-order Padé approximation, after some algebraic manipulations the transfer functionsW 0

i (s) andW 1
i (s) in

(57) can be derived as:

W 0
i (s) = T 0

i (s) + T 1
i (s)G

−1(s)F (s); W 1
i (s) = T 2

i (s)−
k(i−1)0di

Mi

G−1(s) (61)

whereT 0
i (s) = Vi(s)Ci(s), T 1

i (s) = Vi(s)Di(s), T 2
i (s) = Vi(s)(Hi(s) + Yi(s)), with

Vi(s) = [1−Bi(s)]
−1;

Bi(s) =
1
Mi

[
ki0

di

(
hi0

s
− 1

s2

)
+

ki(i−1)

di

(
hi(i−1)

s
− 1

s2

)
− b

s

]
;

Ci(s) =
1
Mi

(
ki(i−1)

di

)
e−τs

s2
;

Di(s) =
1
Mi

[
ki0

di

(
e−τs

s2
+ τ

s

)
+

ki(i−1)

di

τ
s
+ b

s

]
;

Hi(s) =
1
Mi

(
ki0

di

dst
i0

s
+

ki(i−1)

di

dst
i(i−1)

s

)
;

Yi(s) =
1
Mi

[
ki0

di

(
hi0di0 −

dst
i0

s

)
+

ki(i−1)

di

(
dst
(i−1)0

s
e−τs − dst

i0

s
+ hi(i−1)d

st
i0

)]
.

(62)

Note that: ∥∥∥∥
Ai(s)

Ai−1(s)

∥∥∥∥
∞

= sup
ai−1(t)∈L2

‖ai(t)‖2
‖ai−1(t)‖2

(63)

with L2 the set of signals with2-norm.
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