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A Comparative Study of Different Control
Structures for Flight Control with New Results

Espen Oland, Raymond Kristiansen and Jan Tommy Gravdahl

Abstract—This paper presents several different control struc-
tures that facilitates flight control and does a comparison letween
them. Specifically, the paper considers command-filtered k-
stepping, nonlinear-dynamic inversion (iDI) and a new decou-
pled approach that decouples the rotational and translatioal
dynamics by estimating the higher order derivatives of the
angle of attack and sideslip angle. The latter is also augmésd
by exploiting a feedback of the control deficiency resultingin
improved performance. A series of simulations are performd
to gauge the performance of the different controllers, shoing

the performance in the case of sensor noise, when performing

calculated. The inner loop then calculates the desiredlangu
acceleration enabling the dynamics to be inverted. Tinadesc
separation is achieved through gain selection, where ther ou
loop commonly has a low gain, while the inner loop has a high
gain. This puts limitations to the available gains for coliing
aircraft throughnbi, and requires some tuning to find the best
set of gains.

Command-filtered backstepping for flight control has re-
cently received much attention. The method uses command-

aggressive maneuvers, when exposed to wind disturbanceS aﬁlters with magnitude and rate saturation to calculate the

well as when there are model imperfections. The main findings
that all control structures work well for flight control, but that
the new decoupled method is able to improve the performancé\
major reason for the improvement is that the decoupling metlod
alleviates the tuning of the control gains, thus allowing fo faster
response through suitable gains.

Index Terms—Aircraft, backstepping, command-filtered back-
stepping, decoupled control, flight control, nonlinear dyramic
inversion, pseudo-control hedging, quaternions.

I. INTRODUCTION

lo
HE problem of flight control for aircraft can be defined as |,

command derivatives, thereby enabling trackable commands
for the next step in the backstepping process. Specifically,
consists of an outer loop, a middle loop and an inner loop.
The outer loop calculates the desired thrust, desired asfgle
attack and desired bank angle, the middle loop calculates th
desired angular velocities, while the inner loop calcidates
desired deflection angles that make the aircraft track aetbsi
heading, flight path and bank angle. With three differenpko
that must be time-scale separated, much effort is requaed t
properly tune the command filters and the different control
ops.
addition to these methods, a method that decouples the

T that of pointing the wind frame in a desired direction anthational and translational dynamics has recently beea pr
move with a desired positive airspeed. There is a multitide Sosed[[11]. The method estimates the higher order derastiv

methods that solves this problem such as kinematic coetsoll

of the angle of attack and sideslip angle, something that

[1], gain scheduling(]2],[[3], Nonlinear Dynamic Inversion,|ios the rotational and translational dynamics to become
(ND1) [4], [3], [6], regular backstepping [7]. [8] and commandyecoupled. This allows a rotational controller to be design

filtered backstepping [9]/[10]. Kinematic controllers @® ot followed by a speed controller, where the gains can be

the nonlinear aerodynamics and controls the aircraft at

cflosen almost arbitrarily. The work shows good results, but

kinematic level, while gain scheduling uses a number oflinej; 45 never before been benchmarked relative to the state of

controllers that provide satisfactory performance atedéht o 4rt within flight control.

Specifically, the method takes

operating points and switches between them to control gqjs in the quaternion error between the wind frame and

aircraft.

the desired frame consisting of: a desired quaternion, the

Nonlinear dynamic inversion calculates a desired angulafiaternion representing the orientation of the aircrafi an

acceleration and inverts the dynamics to find the desirgflaterion representing the rotation from the wind frame to
deflection angles that achieves the desired angular aateter . body frame. To find the error dynamics, the quaternion

and uses that for control. Specifically, it uses an inneeoUl o myst be differentiated twice, resulting in the adtu
loop structure through time-scale separation, where the Qfnamics of the aircraft, a desired angular acceleratisn, a
flection angles and angular velocities are considered @0nstq|| 45 an angular acceleration due to the wind frame. Since

in the outer loop, allowing a desired angular velocity to
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bfe latter angular acceleration cannot be measured diréodl

decoupled method approximates it using a linear filter drive
by the angle of attack and sideslip angle and uses its input as
part of the control law. After finding the rotational conteo|
it is straight forward to find a speed controller that makes th
airspeed track a desired speed profile.

This paper compares thepi, the command-filtered back-
stepping approach and the decoupled method, discussesthe r
sults and highlights some of the advantages and disadwstag
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with the different methods. Additionally, it presents a new RS, /3
approach based on pseudo-control hedgding [12] that allows a Wind Frame Stability Frame
reference trajectory to be designed that increases theaotont
authority of the aircraft and allows for improved performan v (1) RY(a
The paper is structured as follows: Sectioh Il presents the
notation, reference frames and modeling of aircraft, then t Velocity Frame Body Frame

main body of the paper follows through Section 1, which
presents the different control structures in detail shgwiow R”(x,7) Ry (6,0,4)
each of them can achieve the control objective. Sediign IV

then presents a comparison between the methods through four NED Frame
different simulation scenarios: First, the methods arepzmed

by considering a maneuver of changing the orientatiohdty

and achieving a desired airspeed; then a study is performed
to see the impact of sensor noise; then a more aggressive Desired Frame

maneuver is performed in a more realistic environment using

the Dryden gust model and wind shear model; and lasthig. 1. The rotation wheel describing the different refeeframes required
a comparison between the methods on their ability to cofse flight control (Inspired by[[14]).

with modeling imperfections is performed. The paper is then

::’(;?gginuc?ﬁ’]wth a discussion and conclusion through SE‘Eowards the center of the Earth. This reference frame iscttea
as an inertial frame (also known as flat-Earth approximation
Body: The body frame is fixed to the center of mass of the
Il. MODELING aircraft where thex® axis goes through the fuselage towards

A. Notation the nose of the aircrafy® goes through the right wing, and

b ight-
The time derivative is denoted = -z, vectors are * com_pletes the ”gh_t_ handed o_rth_o_n_ormal _system. .
Stability: The stability frame is initially aligned with the

dt
bold small letters, and matrices are bold capital lettetee T

P éjody frame and is found by rotating by the angle of attack
(o) around they® axis as a counter-clockwise rotation.

superscript of a vector denotes its reference frame wher
denotes the desired franiegdenotes the body frame denotes .
! mried 4 Wind: The wind frame is initially aligned with the stability
frame, and is found by rotating by the sideslip angle around

the stability framew denotes the wind frame, denotes the
velocity frame,n denotes the North East Down#D) frame,

and r denotes a reference trajectory frame, which is usélaiez axis. In the wind frame, the airspeed is aligned along
in this paper to account for actuator saturation. The rotati the x* axis. ) . N

matrix that rotates a vector from frameo framec is denoted . Veloc_|ty. Th? velocity frame descr.lbes th? direction th‘?‘t the
RS € SO(3) = {R'R = I € R® de(R) = 1} wherel is alrcraft is moving and can pe described using the _headmg (
the identity matrix. The time derivative of the rotation mat and flight path angle) _Wh'Ch are desprlbed r_e'a“"e to_the
is given ang — R¢S(w?”,) whereS(-) is the cross-product NED frame. In t_he velocity f_rame the airspeed is also aligned
operator ando? represénts the angular velocity of frame along thex” axis, but the wind frame and velocity frame are

relative to framec referenced in frame. The cross Qroduct not the same, and are related through the bank angle
operator can be written for a vector= [v; vy 3] Desired The desired frame can be described arbitrarily
2 3

depending on the objective. In the recent paper [13], it is

R (1 Yds Xd)

0 —v3 vy shown how to design desired orientations to facilitate way-
S(v) = | v3 0 —u]. (1) point tracking, collision avoidance, ground avoidancenadvi
—vy M 0 compensation and how to fuse them together using the sub-

sumption method.
The quaternion representing the rotation of a vector from

frame a to framec is denoted asy., € S = {q € R* :

q'q = 1} and where the quaternion error between two framés Flight Dynamics

can be written as the composite quaternign, = qc. ®dqe,q, The translational dynamics for an aircraft can be written as
wheree is an intermediate frame. The notation of Euler anglq@f [15])

are defined similarly as for quaternions, whe®e , € R3

. b
represents the orientation of framerelative to framec. p" =Ryv (2)
?—v ~R)w ©)
B. Reference Frames 71Z _mfthrust + = Rz;f;léro + sz; - S(wz,b)vi (4)

Several reference frames are required to fully describe the
aircraft dynamics. Fig]1 shows the relationships betwéen twhere p™ is the position vectory® is the velocity vector
different frames, which can be formally defined as follows: relative to the groundy?® := [u v w]T is the velocity
North East Down: TheNED frame has the™ axis pointing Vvector relative the surrounding aW is the wind vector/n
towards the north poley” points East and:” points down is the massf},, .. = [T 0 0} is the thrust vector with
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T > 0 as the total thrustf;‘ = [O 0 g}T is the gravity where Jyz, Jyy, J.., Jo. represent constant positive inertia

vector whereg = 9.81m/s’ is the acceleration due to gravity,components. The aerodynamic vecféx) is given as

why=1[p ¢ rf is the angular velocity of the body frame

. ) b(Cy, + C
relative to theNeD frame referenced in the body frame. The 1 2 |4 (Cio +Ci5)
; ; ; ; f(x) = 5pSV7 | &(Crmg + Cm) (16)
aerodynamic force vector is commonly represented in thelwin 2 b(Cry + Cr. B)
frame as non e
1 - and the damping matrix as
f;léro Z—pSVa2 [—CD Cy —CL} (5) b2 b2
2 z 1 mClp 0 mcl,‘
~2
Cp =Cp, + Cp,a+ 5-Cp,a+ Cpy, b 6) D(x)= —5psvf 0 37 Cm, 0o |. @7
b b #:Cn, 0 G
Cy =Cy, + Cy, B+ 55+Cv,p+ 57 Cy,r . o - . :
2Va 2Va Note thatD(x) is positive definite for allV, > 0, which
+ Cy;, 0a + Cy;, 0 (7)  together with the limits in actuation makes the angular e
c bounded. The control vector is definedwas= [0, d. 6]
Cp =Cr, + Cr,a+ 5-Cr,q+ Cr, 0c 8 _ : a Oe Or
Lk ST Lse ® and the control effectiveness matrix as
whereC.) represent aerodynamic coefficieniss the air den- 1 bCl,, 0 bCly,
sity, S is the surface area of the wingsis the wing spang is G(x) = =pSV? 0 cCins, 0 (18)
the mean aerodynamic chofd, = ||[v%|| = \/(v2) TVt is the 2 bCh;, 0 bCh;,

airspeed of the aircraft and,, §., 5, represent the deflectlonWhiCh is invertible as 10ng a6, (C1, Cry. — Ciy oy ) #

angles of the ailerons, elevator and rudder respectivélg T ; . g .
. . 1w . - 0. The rotation matrix can now be constructed using either
angle of attack is found as = sin™" (%) and the sideslip

. o ipw . o quaternions aR} = I+ 21, ,S(€n,5) + 2S%(€n,p) OF UsiNg
a_ngle is found ag = sin”(y7). The time derivative of the Euler angles as shown iR (19f([18]). In the following, both
airspeed can be found as . :

methods will be employed depending on the control structure
Note that even though Euler angle kinematics has singigarit
atf = +7, there are ways to deal with that, something that
is outside the scope of this paper.

v )T
mV, Ve
allowing relatively simple speed controllers to be des@jne
The rotational dynamics can be written using Euler angles
or quaternions asct. [15], [16], [17]) Ill. CONTROL STRUCTURES
. This paper examines three different control structurest Fi

’ d b 1 b b
V, = —|vb| = —RUEY  +RUET) (9

waero

- b . . . . . :
©:6 =T(Onp)wyy (10) it considers command-filtered backstepping using mixed dy-
o1 ® 0| ET( ) 0 (11) namics where scalar equations from both the rotational and
dnb =5 dnb Wbyl T2 An.b Wb, translational dynamics are combined. By mixing equations

Jd’z,b:— S(w%b)‘]wz’b T f(x)—D(x)wfhb + G(x)u (12) like this, .the gopd properties of the rotation. matrix anWe
symmetric matrices are lost, and the dynamics become singul
where®,,, = [¢ 0 ¢f is the vector of Euler anglesat certain angles. The second method that is examined is

representing the roll, pitch and yaw angles with the well-known Nonlinear-Dynamic Inversiomi), which
dates back to the 1980’'s. While it has mainly been used
1 sin(¢)tan(f) cos(¢)tan(f) to track desired angle of attack and sideslip angles, which
T(O)=|0 cos(¢) —sin(¢) |, (13) are not defined relative to an inertial frame, the method is
0 Z‘O“S((‘Zg EZZE?; changed to facilitate tracking of desired heading, flighthpa

- and bank angles. The third approach that is addressed, is a
while the quaternion is defined ag,, = 7.5 €,,] Wwith new decoupled method where the higher order derivatives of
T the angle of attack and sideslip angle can be approximated
T(any) = | ™ ~Cnb _ (14) using a simple filter, something that decouples the rotation
7 €nb Tyl +S(€np) and translational systems, allowing a rotational corgrotb
The inertia matrix is given as be designed first followed by a translational controller.

Fig. @ shows the structure of the command-filtered back-
stepping controller, Figl13 shows the structure of the!
controller, and Fig[]4 shows the structure of the decoupled
method with a reference. The main differences between the

Jmm 0 - sz
J=| 0 J, O (15)
- sz O Jzz

cos(y) cos(8) —sin(y) cos(¢) + cos(v) sin(f) sin(¢)  sin(¢)) sin(¢) + cos(y)) cos(¢) sin(h)
sin(¢)) cos(8)  cos()) cos(¢) + sin(¢) sin(f) sin(vh)  — cos() sin(¢) + sin(#) sin()) cos() (19)
—sin(6) cos(0) sin(¢) cos () cos(¢)

R =




TCST-2018-0554 4

methods are as follows: The command-filtered backsteppialjpwing the speed and angular rates to be found as described
approach comprises three time-scale separated loopsewher[L9, p. 65]. Letx; := [X ~y Va]T, X9 1= [u « B}T

the outputs are filtered to provide trackable commands fer thndx; := ""fz,b’ then the dynamics can be written as

next loop. Especially, note that both the thrust and defiacti

angles are used in the outer and middle loops to calculate the %, =f, (x1,X2,%3, T, u) + g1(x1, X2, x3, T, 1) (20)
desired commands, requiring the previous values to cadtula

Xy =f: ; ) ) T7 G 21

the new commands. In theD! approach, the desired Euler ).(2 2001, %2, x3, T 1) + G (323 (21)

angles are compensated for the angle of attack and sideslip J%3 =f3(x1, %2, x3) + G(x)u (22)
angle to enable theup! controller to track desired bank,

where f3(X1,X2,X3) = —S(X3)JX3 + f(X) — D(X)X3 and

flight path and heading angles. Th®I comprises two main : g
loops, a slow outer loop and a fast inner loop. The gains ff1€re the other vectors and matrices are describeflin (23)-
). For this system, the sideslip angle will always be eliv

both the command-filtered backstepping amol controllers 4 the sinaularity of the d :
must be chosen carefully to maintain time-scale separatidfh 26r0: o avoid the singularity of the dynamics when=

The last method is the decoupled approach. Given desired USi”Q backstepping, the statg can be driven to desired
quaternion, angular velocity and acceleration, the rmUirvalues using the bank angle, angle of attack and thru;t. The
deflection angles can be found to make the aircraft traa@n_k angle, angle_ of attack and S|desl_|p can then be _dr|ven 0
the desired orientation. Furthermore, the computed diftect d€Sired values using the angular velocities, which agairbea
angles can then be used as part of the speed controllecggtrolled using the deflection angles. Hence, under ceatsi

track a desired speed profile. The filter uses measuremeggPtions the system is controllabte. (10]). Especially note i
of the angle of attack and sideslip angle to decouple tﬁéat the angle of attack and bank angle do not appear affine

rotational and translational dynamics. To further imprave in the x,-system, such that stabilizing that system requires

performance of the approach, a reference generator is asedRecial care. Furthermore, the translational aerodyrsare
account for actuator saturation. The control structuretfier Tunction of the angular velocity and deflection angles, Wwhic
decoupled method without reference is similar to Fig. 4, pifierefore must be assumed to be constant (or slowly changing
without the reference block in the x;-system. This puts strict limitations to the available
The control problem can now be formally defined. Le9iNS as they must enforce time-scale separation. _
V = V, — V; denote the speed error with;, V; € Lo as This system has been treated in the literature using
desired airspeed and acceleration, and let the trackiogseof COMmand-filtered backstepping in works such as [9] and
the heading, flight path and bank angle be defined respectivii0]l; where the system is divided into three different syste
asY = Y — Xa, 5 = v —~aq andji = yu— p1q, where subscripi that are time-scale separated. The arguments of some of the

denotes bounded desired angles with bounded derivathes tfunctions are omitted for ease of notation. In the following
the control objective is to makef/ A1) = (0,0,0,0). subscriptd will denote desired states, and the main objective is

This will be achieved using the three different control stru 10 Makex; — x; 4. First the vectog, () is treated as a control
tures. signal to stabilize the outer loop, which can be achieved by

the control law

A. Command-Filtered Backstepping g1() =%k1.q — f1 () — Ky (x1 — X1.4) (27)
The wind frame can be related to tiveb frame through

the flight path, heading and bank angle. The velocity vectashere K; is a positive definite gain matrix. By properly

(@) can be rotated to the velocity frame and differentiatedhoosing the desired trusf’f, bank angle £) and angle

f1(x1,%x2,x3,T,u) = mLVa(—D sin’Eﬁ) sin(u) — Y sin(p) cos(8) 4+ T sin(u) sin(B) cos(a)) — Via cos(7y) (23)
— (=D cos(f) + Y sin(B)) — gsin(y)
W(L + T'sin(«)) sin(p)
g1(x1,%2,x3,Tyu) = | +5~(L 4 T'sin(a)) cos(y) (24)
LT cos(B) cos(a)
mlva (D sin(B) cos(p) tan(y) + Y tan(y) cos(p) cos(B) + L(tan(8) + tan(y) sin(u)) + - - -
-+ T (sin(e) tan(y) sin(u) +sin() tan(3) — cos(e) tan(y) cos(u) sin(3)) — L) cos(u) tan(5)

1 (Dsin(B) cos(p) + Y cos(u) cos(B) — T cos() sin(fB) cos(a)
)
1

i
fo(x1,%x2,x3,1u) = : os os(p v (25)
2(x1,%2,%3, 1) —sveasy (L + Tsin(a)) + “’Cvfliﬁwf” .
mLVa(D sin(B) + Y cos(B) — T'sin(B) cos(a)) + %):m(“)

cos(a) 0 sin(o)

cos(3) cos(B)
Ga(x2) = | —tan(B)cos(a) 1 —tan(B)sin(a) (26)

sin(a) 0 — cos()
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Xa:Ya, Vq |OUter Loop  x; ; [ Filter |, o, 3,/ Middle Loop—== Filter | o’ , |Inner Loop Flight Dynamic:
Fig. 2. Command-filtered backstepping control structure.
il
Translational
Controller
T
. (S
Xd»Vd . . “’z,d wl:z,d . u . . b
——{ Transformation Slow Inversiot———O— Fast Inversiom Flight Dynamicy w?"
©. whi fwt,

Fig. 3. An inner-outer loop nonlinear dynamic inversion troller showing the main signal paths. Using the angles t#fct the transformation block
transforms the desired flight path and course angle to de&tder angles, which then are tracked using this controller

= f ]

qn.”‘
a a, B
Reference | “nr | Translational Controllef—L o
_ ) - b
q B Rotational Controller Flight Dynamic =
Hd> Vs Xd | Z‘d 1 T u Wb,
——| Transformatiop— w¢, , [ .
-d
w.

n,d

b, W, | W (A [

Filter

[t

Fig. 4. Decoupled control structure with reference gemershowing the main signal paths. In the case when not usiageference, the desired states are
used directly by the rotational controller and the refeeebtock can be ignored. The transformation block comprismeat filter to find the second order
derivatives of the desired trajectories, which then alldhes calculations of the desired quaternion, angular visiad acceleration.

of attack ¢), the objective can be achieved. Let the lift beoordinates wherd.,, + L,a + T sin(a) can be seen as the

decomposed a8 = Ly + Ly, Where radius. Let a vector of scaled points be defined as
1 c T mVycos(y) 0 0
Lo ==pSVZ(Cry + =+ C Crs, 0e 28 0 a COSY
0 =3 Vi (Ot gy Ot Crad) - (29) w| = 0wV olm(), G
1
L, :EPSV,ECLQ (29) 20 0 0 1
_ whereg; (+) is from (21), then the desired angle of attack can
then [24) can be rewritten as be found usingy/z3 + y3 = Lo + Lol + T'sin(a) as
——L (Lo + Loa+ Tsin(a)) sin(p)
mVy, cos('y)( 0 @ H 0 _ 1 2 2 3
gi(-) = mlva (Lo 4+ Loo + T'sin(e)) cos(p) . (30) X _L_a( V@ + % —Lo— Tsin(a)) (32)
LT cos(B) cos(a)

while the bank angle can be found a§ = atanZzo, o),
From the control law, the left-hand side is known, suctvhere atang, ) is the four quadrant version efn=!(-). Note
that its results must be achieved using the available cbnttbat the bank angle will not necessarily converge to zero as
signals. The two first components of the vector can be seep is a function off;(-), which again is a function of the
as Cartesian coordinates that can be transformed into paarodynamic sideforcg. The aerodynamic sideforce contains
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the coefficientCy,, which can be non-zero depending on then a control signal that produces a given desired angular
shape of the aircraft, as well as sideforces created dueeto #ttceleration.Tracking of desired angles can then be asthiev

ailerons and rudder. With the desired bank angle and anglebyf properly defining the desired angular acceleration.tFirs
attack, the thrust can be found directly usihgl (24) dnd (31) the outer loop can be designed, which is considered slowly

m varying. Based on the errors between the actual Euler angles
Ta :Cos(ag) COS(Bg)ZO (33) " and their desired ones, the desired angular rates are faund a
where 89 = 0. The next step now is to design the middle On.a =ko(On.d — On ) (39)

loop, and to ensure that the desired states and their deesat,yhere ke is a positive gain. Note that this is a simple

remain bounded, a command filter will be employed. Aroportional controller, and other implementations ustgr
command filter with magnitude and rate saturation can gp controllers may also be used for this. Based on the désire

defined as[[9] angular rates, the desired angular velocity can be found as
Q1(t) =¢2(1) (34) wh =T 40,,)0, 4. (40)

2
G2(t) =2Cwn, (UR (ich(xg) — tn) - q2) (35) Note thatT(®,) is singular whend = +7. The desired
2Cwn angular acceleration can now be obtained as

where or(-) and o (-) are rate and magnitude saturation b b b

: ; ; ; ; Wn.d =k (wn d— %Wn b) (41)
functionsw,, is the natural frequency,is the relative damping ’ ’ ’
ratio, andzY is a desired signale(g. o). The command- wherek,, is another positive gain. By using nonlinear dynamic
filtered signals can now be found ag = ¢; andiy = ¢2 inversion, the deflection angles are now found through inver
providing the signals for the next step in the backsteppirsipn of [12) as

process. o Job S(wh 1T’ ¢
With the desired state vectas 4 andx, 4 generated using u= (x) ( Wi+ S(wnp)dwy, — f(x)
a command-filter, the middle loop can be now designed. From +D(x)w? b) , (42)

(21), a control law can be chosen as o ) )
providing a control law that enables an aircraft to trackires

x4 4 =G5 ' (x2)(%2,a — £2(-) — Ka(x2 —x2,4))  (36) angles.

with K, as a positive definite gain matrix. Note that even

though this is backstepping, the cross-term that wouldeari§: Decoupled Approach

through the backstepping process is not included in [10]. By The control problem of pointing the wind frame in a
using another command-filter, the desired angular velagity desired direction and move with a positive desired airspeed
acceleratiorx; 4 andxs 4 are obtained, allowing a control lawcan also be achieved using a quaternion representatiothé.et
to be designed as desired trajectory be defined through,d,w;ihd,wfl_d € Lo,

1 ] then the quaternion error can be definedagas, = dd,n ®

u =G (x)(Tkza — f3() — Ks(xs = x5.4)) (37 quy ® ab. Where q., represents the rotation from the

where K3 is another positive definite gain matrix. Using¥ind frame to the body frame and can be defined using

original notation, the control law can be written as the angle of at[tack and sideslip afbwf: Qv,s & Qs,w
where qps = |cos(%) 0 —sin(%) 0| and qsw» =
-1 - b b b , 2 2 ,
u=G (X)(JZ‘)"@ + S(wbnvb)']wz’b £x) [cos(8) 0 0 sin(%)]T. Furthermore, the angular velocity
+D(x)w,, , — Ks(wy, , — wh a)) (38) and acceleration of the wind frame relative to the body frame
where it is evident that the backstepping and command fil{are found as -
provides the desired angular acceleration and angulacitglo —asin(S3)
Wil = | —ccos(B) (43)
B. Nonlinear Dynamic Inversion - ﬁ .
Based on|[[20], an inner-outer loop controller can be de- w _(,J_‘sm(ﬁ) - Ofﬂ.c?s(ﬂ)
W,y = | —d cos(B) + apBsin(B) | - (44)

signed using Euler angles. Given the input, v4 and x4,
representing the bank, flight path and heading angles, the L p

desired Euler angles can be found®s = [d)d 04 wd]T From [44) it is observed that the angular acceleration of the
where ¢g = pg, 0 = 74 + a andyy = xq — 5. A similar wind frame relative to the body frame comprises the second
definition has been applied in_[21] to design desired anglesder derivatives of the angle of attack and sideslip angle.
that can be tracked using a rotational controller. The unddthese angles are not available for measurements, but the ang
lying assumptions are that the longitudinal and lateraliomot of attack and sideslip can be measured using a 5-hole probe.
are decoupled and can be treated independently, somethiings allows estimates of their second derivatives to be doun
that works satisfactory for most cases. Nonlinear dynamising, e.g. a linear filter, a Kalman filter [11], or using siigl
inversion requires a desired angular acceleration to irther mode differentiator[[22]. While each of the three methods
system [(IR) with regards to the deflection angles, resultimgprk very well for finding the higher order derivatives, the
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authors have obtained the best results using a simple lind&e control problem can be made easier through the following

filter. A linear filter can be proposed asf.([23]) assumption.
. Assumption 1Assume that sgmg,.,(to)) = SON7d,w)(t)).
X, =Ax, + Br (45)  This assumption divides the rotational sphere into two éslv
—2n+1)Q —2n+1)0%2 -3 allowing the control design to focus only on one of the
A= 0 1 0 (46) two equilibrium points (physically the same orientatiomit b
0 0 1 mathematically different). This simplifies the controltisign
B— [93 0 O]T (47) and will work very well for most cases. What might happen,

is that if the aircraft starts with an initial condition thiatfar
away from the correct equilibrium point, it might perform a
360° maneuver to reach the selected equilibrium point, but in
practice this is not an issue. The reader is referred to thr& wo
by [28] on the topic of the unwinding phenomenon for more

R . . AT X i
wherex, = [¢ 7 #| with r =« in the case of the angle
of attack, and similarly for the sideslip angle. The relativ
damping ratio,n, and natural frequency), can be used to
tune the performance of the filter, but in this work it is signpl . . : . ; )
set asy) 7pQ 1 np details regarding this. By using Assumptiagh 1, the follogvin

=0=1. ) . 5
This filter allows the rotational and translational dynaﬂ;nic'nequa“ty holds ¢f. [25] and [27])
to become decoupled as the rotational controller can béyeasi
design from the error dynamics where all the states now are
available. The output from the rotational controller caenth a;c5 note thatT e, — lesw. Now consider the positive
ev~q — 2 sWr

serve as input to the translational controller when catnga equilibrium point such thae, := e,, and let a Lyapunov
z q T *q

the desired thrust, something that again can be designed U§{,nction candidate be chosen e = %e;eq, which can be

1
e(;!:TeT;reqi > geqTieqi. (51)

standard Lyapunov methods. differentiated using[{49) as
1) Desired Quaternion, Angular Velocity and Acceleration: ]
It is typical to define a desired bank, flight path and course Vi =e, T.R{W) . (52)

angle as well as a desired airspeed. In order to find tlil% . .
. . ; . e angular velocity error can now be treated as a virtual
desired quaternion, angular velocity and angular acdibera .
control signal and chosen as

the desired angles can be sent through a linear filter as shown

above, enabling the estimation @, ; = [1a 7a xd] Wl =—kR\T e, +z (53)
and its first and second order derivatives. Now to find the . . ) ) )

desired quaterniong, 4, it can be constructed using theWherek, > 0 is a positive gain and is a new variable that
desired angles as described in1[23, p. 32]. To find the d&ise through the backstepping process. Inserfing (S8)(EE)
sired angular velocity and acceleration, they can be found ¥'d Using[(Sl1) results in

wl, = T7Y0,4)0nq and &l ; = T740,1)Onq +

. k
. < _ M T T w
T 1(©,,.4)0,.4. There are naturally many other ways of Vi< g € € +e, TeRyz, (54)

finding the desired states, but this is the approach usedyjfjich is negative definite as long as= 0. The dynamics of

this paper. the new variable is found froni(53) by usirlg12) as

2) Backstepping Control using Decoupled Methddback-
stepping controller can now be designed to make the attitude Jz = — S(w), ,)Jw?, , + f(x) — D(x)w}, ;, + G(x)u
and angular velocity errors go to zero. Some preliminary +Js(wz7b)ng‘i,d _JRZwid_FJRfﬂw;)‘jw
results on this approach is given [n [24], which shows how to k k
decouple the translational and rotational dynamics, and ho + szRZS(W?;’fw)Ed,w + EqJRﬁjéd,w. (55)

to control the aircraft using a sliding surface controllEnis
section presents a nonlinear backstepping controllegusia
decoupled dynamics, where the control objective is to mal@ :
Qéw — [£1 0 0 O]T andw} , — 0. First let an error
function be defined a<f, [25])

A second Lyapunov function candidate can now be chosen as
= V1 + 3z ' Jz and differentiated using (52) and {55) as

. k
Vo < — gqe;req + e;TeR}j’z

1 =0 +z' (—S(w‘;,b)Jw’;,b +f(x) — D(x)wfhb + G(x)u
€q = [ € } ) (48) +IS(wh , Rhw? | — JRY@? , + JRY @Y,
with the kinematics as +%JRZJS(w};”7w)ed_w + %JR&&ULUJ) . (56)
. w, b
et =Te(egr)Ry W, w (49)  The control law can now be chosen as
1 +e) ., _ : -w
Te(eq+) 25 |:77d,wI +‘is’(€d7w)} (50) u=G 1(X)(JRZwi,d - JS(wZ,b)RZwZ,d - JRZJwb,w

1
b b by 1oy
and Where‘;g_’w = “"Z,b _ngz.d‘FRZ;wﬁw- By introducing +S(wy p)Jw, , — f(x) + D(x)w,, , 2Rw€d,w

this error function, the equilibrium point becomes shifted kq

k
- T — LIR!S(wi)€dw — ~IRY €40 — K. 57
zero such that the objective is to maﬂeli,wgw) — (0,0). 2 v (@hw)ea. g v Hwed, ) (5D
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whereK, = K| > 0 is a gain matrix, and by inserting_(57)indicating that the origine,, , z.) = (0, 0) is uniformly asymp-
into (58), it results inV, < —%||eq||2 — k.||z||?, which is totically stable as long a& = 0. By allowing the functiorg to
negative definite and wherk, is the smallest eigenvalue ofbe a bounded converging function, i&— 0 ast — oo, then
K.. By applying Theorem 4.10 from [28], it follows that theit follows by applying Definition 4.7 in[[28] that the system
origin (e4,z) = (0,0) is uniformly exponentially stable. As (89)-(60) is input-to-state stable, whefe,, ,z.) — (0,0)
(eq,2) — (0,0), it follows from (53) thatw?, , — 0 thereby as& — 0. Now to account for actuator saturation, let the
completing the control objective. A similar proof can be donactuator signal be rewritten as = o(u) + 1, whereo(u)
for the negative equilibrium point. denotes the saturated signal (the available signal), while

3) Decoupled Approach with Referench:is well estab- the difference between the commanded and saturated signal
lished that ailerons are much better than the rudder for cdine. command deficiency). The quaternion error can now be
trolling the heading. By using nonlinear dynamic inversmn redefined asy,,., = qr,n ® qn,» ® qs,.» With an error function
the decoupled method, the heading error becomes mappedd@,, = [1 — N GIw}T (only considering the positive
the rudder, while the command-filtered backstepping amroaequilibrium point). The error kinematics become
uses the bank angle as a state variable that naturally bacome ) w. b
mapped to the ailerons. To achieve comparable results with €2 =Tez(eq2)Ry'wy,, (63)
the command-filtered backstepping (or better), a refererwherew’;@ :w%b—RﬁwgmjLRﬁjw}fw.The control objective
signal will be designed in this section. The results areiiesp is therefore to makée s, w? ,,) — (0,0) while accounting for
by pseudo-control hedging by [12], such that the referenttee actuator limitations. Through backstepping, the aagul
deviates whenever the actuators are in saturation to akeid velocity can again be used as a virtual control signal and
deterioration of the adaptive update laws. WHilg [12] (aatéd chosen asv’, = —k3;R% T e, + zo whereks > 0 is a
[29)) designed the reference from the angular velocityllewe gain andz, is a new variable with the dynamics usirig](12)
adaptive approach to this is presented[inl [30], which desigand [61) as
the reference _from the quaternio_n level. One very intemgstiJZQ:_ S(w? )Jwb , + £(x) — D(X)w’. , + G(x)o(u)
result of starting at the quaternion level that has not been ” - - b b
studied before, is that it allows a mapping of control deficie +G(x)u+IS(w, , )JRyw), IR (Y +E)+IR @y,

from one actuator to another, thereby increasing the cbntro ks < w ks ~op .
authority of the aircraft. o IRWSWhw)erw + 5 IRwErw. (64)
First a reference signal can be defined as The control deficiency can now be removed from the error
dynamics by choosing
) 1 0
An,r = §T(qn,r) [WZJ (58) ¢ =RIJ'G(x)a, (65)

where the angular acceleratiad . is to be designed. The which will be part of the reference signl{61). This meara th

objective of the reference signal is to track the desired tri'® reference signal will deviate from the desired trajgcto

jectory, but deviate whenever the actuators are in satmratiWhene‘/,er the gctuators are in. saturation. By assuming that
Let the attitude error be defined a4 = .. ® qna and the desired trajectory is a feasible trajectory for the raiitc
d — rmn 7,

. it is reasonable to assume that the control deficiemgyi
an error function ag,, = [1 — 74, GL}T where only the WS

o S . ; bounded, and will go to zero in finite time makigg— 0.
positive equilibrium point is considered. The error betwéee . oo .
. . . Note that this assumption is paramount for the design. Now
reference trajectory and the desired frame has the kinesnat| ___. o :
consider the case where the rudder is in saturation such that

&, = Te, (eg )W), — ngi,d)v (59) |ST| > 0, then the function can be expanded as
1 bCs, 0 bC;, 0
¢ :§pSVa2RZJ_1 0  &Cps, 0 0| (66)
bChs,, 0 bChs.. Oy

which can be driven to zero using backstepping similarly as
before. Letw!, ., = Riw? , — ki T/ e, + z,, giving the
dynamics of the new variable as
where it is obvious that the control deficiency becomes
- U-’Z,r +S(wl ) Zwi,d _ gwi7d+ ﬁédr (60) mapped onto ther axis, creating rolling commands in the

2 v reference trajectory such that the aircraft starts to rbiie
The angular acceleration of the reference trajectoryivelad inverse of the inertia matrix and the rotation matrix also
NED can now be chosen as contribute to map the control deficiencies to the other axes.
r rd , rod The control law can now be designed following the same
wnr =Rgwy g = S(wy, JRGw, 4 procedure as in Sectidn [II-C2. With basis in the Lyapunov
_ ﬁédﬂ” -~ lew hoz € =Y+ £ 61) function candidatd’, := iej,es + 525 Jz,, a control law
2 2 can be chosen as

where £ is a bounded function to be designed. Given aa(u) :Gfl(x)(JRbT_JS(wb JRw! . — JRE G
Lyapunov function candidate &s; := ie, e, + 3z, z, it " b Trr Wb

2
can be differentiated and by insertifig{(61) results in +S(wh ) Iwh , — f(x) + D(x)w?, , — %Rﬂﬁr,w
. k k k
Vs < = Slleq | = kallz,|* + 2. (62) — S IRLS(Wierw— 5 IR ér— Kaza) (67)
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whereK, = K,/ > 0 is a gain matrix. By inserting (67) into « Performing al80° maneuver with perfect knowledge of

the derivative of the Lyapunov function candidate, it resin states and models.
Vi < —%||qu||2—k:4||zQ||2 with k4 as the smallest eigenvalue « Performing al80° maneuver when exposed to sensor
of K4, and it follows that origin(es2,«w?,) = (0,0) is noise.

uniformly exponentially stable. Note that even though the « Tracking an aggressive maneuver when exposed to wind
wind frame will converge exponentially fast to the referenc gusts and wind shears.

trajectory, the reference trajectory will diverge whenetre « Tracking an aggressive maneuver when exposed to wind
actuators are in saturation. This moves the saturationlgmob gusts and wind shears with modeling imperfections.

from the controller to the reference with the gained adg&taThe objective is to gauge how each of the different con-
of increased control authority. trol laws behave to the different scenarios. The simulation
Remark 1:The generated moments from the deflectiogonsider a fixed-winguav with the parameters as pre-
angles are functions of the airspeed. This means that at lgshted in AppendiXJA, with the deflection angles bounded
airspeeds, the actuators tend to go into saturation (dueg9_0.3491 < 4,,68.,5, < 0.3491 and the thrust a® <
stalling), while at high airspeeds the required moments cgn< 250 N. The uav has the following initial conditions:
be generated using small deflection angles. Any of the cbntyg ,(0) = [0'1 0.2 O}T, Qnp(0) = [0 0 0 1f’
laws presented in this paper require the inverse of({&) : T ’
matrix, which can be written as vi(0) = [25 0 0] '

bC,, 0 O,

2 _
~ V2 ¢Crms. 0 - 69 h d-filtered backsteppi h, the gai
Ve be,,, 0 bC, For the command-filtered backstepping approach, the gains

) ) ' are chosen a¥; = diag{0.5,0.5,2}, Ko = 8T and K3 =
From [68) it follows that the right hand side of the contro&ia%2720’20}_ The filter for the middle loop is designed
laws can be made arbitrarily small by increasing the airdpeg,q w, = 2, ¢ = 1, with rate saturation limit ofl00, and
thereby keeping the deflection angles within their linegia®.  y5gnitude saturation ag. The inner loop filter has both
This idea is used in_[31] by designing a reference a'rSpeﬁgagnitude and rate saturations limits it with w, = 20,
that deviates from the desired airspeed whenever the deﬂectC — 1. The NDI controller has the gains ds = 2, k., = 10
angles are in saturation. This addresses the saturatittepto k, = 2, the decoupled method has the 95’17"315: 20
of the deflection angles by using the speed, something tfi@E = 10J and k, = 2, and for the decoupled method with
represents another way to further increase the controbatth 5 oference the gains are chosenkas= ks = k3 = 10

of the aircraft. K, = 10J andk, = 2.

4) Translational Controller: The objective of the transla- 1o gains have been tuned empirically to obtain the best
tional controller is to make the airspeed tracking error g0 herformance for each method, but there might exist bettsr se
zero. Let a desired speed profile be defined throlighs € of gains that can improve the performance of the different
Lo and assume that,, u > 0V ¢ > to. ,1A~L%/apunov function ethods. In general, it is more difficult to properly tune the
candidate can then be chosenlas:= 3V >0 YV #0  gaing of the command-filtered backstepping approach, &s tim
and differentiated using equatid (9) as scale separation must be enforced through the gains. This

—1
A. Gain Selection

G (x)

. w VO 1w beny < also puts limits on the available gains that can be used when
Vs =V mVaT+ 7 (EwaaeroJarfg)_Vd - (69) implementing the control law and required substantial &al
error before finding the best gains for the different simafat
A speed controller can now be chosen as )
scenarios.
- mVy [ -~ VO T e ben When tuning the decoupled controller, it is sufficient to set
T= U (Vd—ka— . (Ewa“€T°+R"fq) .+ (70) the gains to a positive number that can be increased until you
- I . - btai desired perf . Wh ing the d led
resulting inVs = —k, V2, which is negative definite. It follows obtain your Gesirec periormarice en using e decoup'e

approach using a reference, it is recommended to choosé equa

that the originV’ = 0 is uniformly exponentially stable, SUChgains, as that has given the best performance.

that the airspeed will exponentially track the desiredpses
as long as the thrust is not in saturation. This controllesisd
for both decoupled methods and the! to make the speed B. Simulation with Perfect Knowledge
error go to zero. Before "muddying the water” by including noise and model
imperfections, consider the case where all controllersshav
IV. COMPARISON perfect knowledge of the states and model. The objective is t
The following simulations assume that the aircraft igerform a180° maneuver and make the wind frame become
equipped with a 5-hole probe providing the airspeed arddigned with theNeD frame. The desired states gre defined
angles of attack, an inertial navigation system providing tas g, = [1 0 0 O}T, ""i,d = w;i_,d =0,V; =0
orientation and angular velocity, while a GPS provides thand V; = 40 m/s;_while the wind vector is set to a constant
position of the aircraft (not really needed here; but is retu w” = [10 0 O}T.
to expect from a navigation system and is an essential part ofFig. [ shows the rotational errors of the different control
a guidance system). Four different scenarios are considerestructures. It can be observed that all four methods aretable
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TABLE | C. Simulation with Noise

TIME TO CONVERGENCE . .
One of the main advantages of the decoupled structure is

Controller ' Time (s) that the gains can be chosen almost arbitrarily, and thegyatre
nggﬂg:gg mgﬂgg with Reference e required to enforce time-scale separation of differenttrmdn
Command-Filtered Backstepping  10.73 loops. Since noise becomes amplified with high gains, the
Nonlinear Dynamic Inversion 11.77 following simulation has included noise to see how each ef th

methods cope with uncertainties in the sensor-measursment
It is assumed that the inertial navigation system provides
make the errors go to zero. TR®! approach makes the rudderestimates of the Euler angles, quaternion and angularitgloc
go into saturation, thereby limiting the convergence speeashile a 5-hole probe provides estimates of the airspeed and
There are also some oscillations for the angular velocitiemngles of attack. This means that the available signals are
The decoupled approach exploits both the rudder and aileré, ;, qn,b,wg‘b, V., «, 8, where each term is exposed to noise
(due to gain selection) and is therefore able to achieve fastmodel state estimation based on noisy sensor measurment
convergence for both the angles and angular velocities. T(aEcelerometer, gyro, magnetometer, GPS and 5-hole probe)
command-filtered backstepping approach uses the bank anglEig.[8 shows the simulation results. All errors convergselo
as a control variable, and applies a rolling motion to penforto zero, but it can be observed that the angles and angular
the maneuver. The decoupled approach using a referencesakocities for the command-filtered backstepping approach
able to achieve the fastest convergence in less than 5 sgcondcillates much more than the other methods. Also note that
by exploiting all three actuators. there is an undesirable initial oscillation the first sectordhe
Fig. [@ shows the speed errors. All speed errors go fagammand-filtered approach. The control signals for theediff
to zero, but note that the command-filtered backsteppig§t methods also contain noise due to the measurement,errors
approach and theipi have some undesired motion beforavhere the amplitude is higher for thepr and command-
convergence. Since the speed controller fomtheis the same filtered backstepping approach than the decoupled methods.
as for the decoupled methods, this is related to the rotitioThis indicates that the decoupled methods are more robust

dynamics of the two controllers. than by using time-scale separation.
In order to have a comparative metric on the different
approaches, consider the following objective function D. Simulation with Aggressive Maneuvers and Dryden Gust

Model and Wind Shear Model

To really see the performance of each method, consider
_ the case of a more aggressive maneuver, where the aircraft
Where the quaternion-based controllers can be represerf&ek: follow a time-varying trajectory described by a desire
using Euler angles as course and flight path angle. In this scenario, the Dryden gus
model and wind sheargf{ [32]) are also modeled to enable a
more realistic simulation for studying the different caflers.
The Dryden gust model and wind shear model produce a
noisy wind vector as well as angular velocity components
affecting the aircraft. This is an important step, as thedwin
whereqg, ., 1= [77 €1 €2 €3] . variations will excite both the slow and fast modes. In order

Fig.[4 shows a comparison between the different controlldisget the best results from the command-filtered backsteppi
using the metrici;, where the decoupled method using approach, its gains were changedKq = diag{0.5,0.5,2},
reference is able to achieve the best performance, followKd = diag{2,8,8} and K; = 20I, and the rate saturation
closely by the decoupled method without a reference. Tabléor the outer filter is reduced t6.5. This selection of gains
shows the time to convergence for the different controllers also more natural than in the previous simulations, as the
The error is defined to have converged whifA crosses gains should in general &K, || < ||K2|| < ||K3]]-
below 1 - 1073, It is observed that the decoupled method Fig. [@ shows the performance of the different methods.
using a reference i$5% faster than the command-filteredThe NDI controller is able to track the trajectory, but oscil-
backstepping approach affl% faster than theidI approach. lates somewhat around the desired trajectory. The decduple
Also note that the decoupled method without a referencensethod and decoupled method with reference obtain compa-
able to obtain very good performance, but abdusecond rable results, both having a small deviation aro@acgeconds
is saved by using the reference. One of the main reasass the rudder goes into saturation. The command-filtered
for the good performance of the decoupled methods are thackstepping controller is struggling to track the trapegt
selection ofK, = 10J, whereJ allows the mapping of rudder even though considerable time was spent on tuning the gains.
commands to the ailerons and vice versa. Using this kind B§pecially note that only a little actuation is applied by th
gain for the command-filtered backstepping approach did rantroller, such that by increasing the saturation linotad
improve the performance. For th®1 approach, a convergencefor the filters, the convergence time of the tracking errors
time of abouts seconds was achievable, but when introducingill most likely improve. At around60 seconds, the flight
noise, the performance was severely deteriorated. path angle becomes negative increasing the airspeed as the

W1 =0,,04.,+ W) ,) wh,+V?, (71)

atan2(ne; + ezez), 1 — 2(e2 + €3)))
Ouw = sin™!(2(nex — ez€1)) (72)
atan22(nes + e1€2),1 — 2(e3 + €3))

}T
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of the different contstiuctures in the case of perfect knowledge.
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Fig. 6. Speed error and thrust for the different control ctrees in the case Fig. 7. Cost function showing the convergence of the diffen@ethods in
of perfect knowledge. the case of perfect knowledge.

E. Simulation with Aggressive Maneuvers and Modeling Im-

aircraft moves towards the Earth. This can be observed Rfffections

Fig.[10 and affects the performance of each method, as les$o far, the model has been assumed to be perfectly
deflection is required to create a desired moment. The iateggnown. In this simulation, the aerodynamic coefficients are
of the tracking errorj¥, = fo X — xa)? + (v —v4)?)dt, is changed to 45% of their true values, while a bias term
given in Fig[I2, showing that the decoupled method using thé = J—! [1 3 1.3 1 3] is added to the angular accelera-
reference is able to achieve the best tracking performancetion (I2). Trying to introduce larger errors in the aerodyizs
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Fig. 9. Comparison between the different control structusbien performing tracking of a more challenging desiredhfligath and course angles. Note that
at around60 seconds, the thruster goes to zero making due to the nedligive path angle making the airspeed increase to aBouin/s (airbrakes are not
modeled).
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All the controllers presented in this paper should be im-
100 j j T plementable on a standard microcontroller, e.g. a STM32f4
T Commmandfiered or similar chipset running a real-time operating systeme Th
easiest controller to implement from these is thel, as it
has a very simple structure; while the decoupled methods and
ol command-filtered backstepping approach will require more
' | | | | | | | time to implement, but should still run fine on any modern
o 10 20 3 4 5 e 70 s 9 100 Microcontroller.
Time (s) While this work has mainly focused on classicabl and
250 [ 7 o command-filtered backstepping approaches with their aiter
200 ' iy o Ak —-— commmand-iered] | tiMe-scale separation issues, it is important to stresdatte
150 L] o ' \“‘ (AL e that there are adaptive versions of these controllers [38],
i i ! LT ecouple " . . e
L T /ﬂr’ Tk Reference and [36]. The adaptive controllers will naturally exhibiry
™ different performance in the presence of modeling imperfec
L { tions, but adaptive control also allows for dealing with the
o 10 20 3 a0 s s o = e o time-scale separation issues, and as such can be considered
Time (s) an important step to improve the performance of any of the
controllers presented in this paper.

NDI
50 — — Decoupled

Reference

V (m/s)

Thrust (N)
g

a1

o
T
I

o

Fig. 10. Airspeed error and thrust for the different consblctures when
tracking an aggressive trajectory. Note that airbrakesnateused, such that
the speed increases when the aircraft is moving with a negéitght path VI. CONCLUSION

angle and zero thrust. . .
This paper has presented three different control strugture

) _ ) where the different simulations show that the new decoupled
or bias term resulted in a _Ioss of control when using th@ethod using a reference signal shows very good perfor-
command-filtered backstepping approach. mance when compared to nonlinear dynamic inversion and

Fig.[11 shows the performance of the different controllerghe command-filtered backstepping approach. By increasing
where all controllers are more or less able to track thge gains sufficiently, the convergence time can be made
trajectory, but thenDi and command-filtered backsteppingery short, with relatively small steady-state error duehe
controllers have a higher inaccuracy than the decoupletl-mefoise or modeling imperfections. While the new approach has
pds. Furth_er, a comparison of the_ impact of modeling eITOi8ivantages over the existing approaches, it is importamte
is shown in Fig[ 1P showing the integral of the course anga thenpi and command-filtered backstepping can increase
flight path errors. It follows that the command-filtered backpeir gains to most likely provide comparable results with t
stepping approach is most sensitive to model imperfectior&%coumed method, but it is challenging to properly tune the

One interesting aspect with this comparison, is the fact “b"’ains due to the inner-middle-outer loop structures.
the decoupled method without a reference is able to achieve t

best performance. This is due to the bias term, which will be

a good or bad term dependent on the direction of rotation. As ACKNOWLEDGEMENT
can be seen in Fi§. 11, the decoupled method rotates ipitiall
in an opposite direction compared to the other solutionkim t
simulation, and as such gets help from the bias term.

The authors would like to thank the reviewers and editor
for constructive feedbacks that helped improve the paper.

V. DISCUSSION APPENDIXA

The main limitation for the convergence time of the
command-filtered backstepping is the static limitationshia
command filters. This is natural, as the filters impose sttura

The YF-22uAv model is given in[[1l7] and is reproduced
here. Note that the stabilizer is treated as an elevator.

to the signals, and thereby limits the overall performance,,, — 90.64 Jow = 1.607 Jyy = 7.51

A future direction with regards to this is to apply nonlinear j  — 718 Jy. = —0.59 b=1.96
limitations to these filters, as it is desirable to obtairgéar z— .76 S =137 Cp, = 0.008
commands when the error is large, and small commands when,, — (.508 Cp, =0 Cp, = —0.034
the error is small while keeping the system stable. The worky, — —0.049 (. =3.258 CLq'“’: 0

by [33] on exponential gain selection can be a good startingjLée —0.189 Ciny = 0.022 Chn.. = —0.473

point for implementing such a solution in the filters. Thidlwi Cp, = —3.449  C,; = —0.364 Oy, =0.015
probably improve the performance of the command-filterecbyﬁ = 0.272 Cy, 1215 Cy. = —1.161
backstepping approach. Another issue with the commands, — 0.183 Cy, =—0459 Cj, = —0.001
filtered backstepping approach that became evident throug@lﬁ . _0.038 ay, 0213 C;, =0.114
simulations, is that the bank and roll angles do not go to.zerog;, = —0.056 ¢, = 0.014 Chy =0

This is due to the method of finding the desired bank angl@n; —0.036 C’n.; =-0151 O, =-0.195

from the non-affine form, resulting in a non-zero desiredeng Cpns =—0.036 C,, =—0.055
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Fig. 11. Comparison between the different control strieguvhen performing trajectory tracking in the presence ofleting imperfections.
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Fig. 12. Showing the integral of the tracking errors overetiwhen following
the aggressive trajectory. [12]
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