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A Single-Level Rule-Based Model Predictive Control Approach for
Energy Management of Grid-Connected Microgrids

Tomads Pippia, Joris Sijs, and Bart De Schutter, Fellow, IEEE

Abstract—A single-level rule-based Model Predictive Control
(MPC) scheme is presented for optimizing the energy manage-
ment of a grid-connected microgrid composed of local production
units, renewable energy sources, local loads, and several types
of energy storage systems. The single-level controller uses two
different models that yield different descriptions of the microgrid
and that use different sampling times. The model with a smaller
sampling time provides a more detailed description of the
microgrid, in order to keep track of the fast dynamics, while
the model with a higher sampling time provides a less detailed
description and is used for making long-term predictions when it
is not needed anymore to track the fast dynamics. Moreover, we
propose a novel rule-based MPC method that assigns the value
to the binary decision variables in the hybrid microgrid model,
e.g. ON or OFF status of generators, charging or discharging
mode of energy storage systems, through if-then-else rules, which
rely on the price of electricity and the local net imbalance. The
standard method of applying MPC to a hybrid model results
in a Mixed Integer Linear Programming (MILP) problem. Our
proposed rule-based method is able to convert the standard MILP
problem into a linear one. We compare our approach through
simulations to the MILP approach and we show that our method
yields almost no loss in performance while providing a significant
reduction in the computation time.

I. INTRODUCTION

Energy transition from fossil fuels to renewable energy
sources is taking place in many countries, with the goal to
improve the sustainability and to decrease the environmental
impact of energy production while trying to keep the same
services that are provided with the traditional power grid [1].
Indeed, the integration of renewable energy sources poses
many challenges, especially for what concerns their intermit-
tent nature [2], [3]. New control actions are being studied in
order to facilitate the inclusion of renewable energy sources in
the main power grid. Moreover, in recent years, the concept
of microgrids has been extensively considered in the scientific
literature within the framework of smart grids; see [2]-[5]
and the references therein about smart grids and microgrids,
and [6]-[17] for recent microgrid-related work. Microgrids are
small size electrical grids that include elements such as local
production units, local loads, and local energy storage systems.
There are many benefits related to the adoption of the concept
of microgrids in the presence of renewable energy sources [2].
One of them is related to the fact that the energy produced
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locally is also used locally, thus avoiding transportation costs
and a decrease in efficiency.

In order to optimize the power flows within the microgrid,
a control strategy must be implemented and recently some
Model Predictive Control (MPC) schemes have been presented
[10]-[17]. The recent work [10] discusses a two-layer energy
management system in which the upper layer minimizes the
total operational costs and the lower layer tries to mitigate
the fluctuations induced by the forecast errors, by using
several energy storage systems. The authors of [11] present
a procedure for modeling the different components of the
microgrid and they apply an MPC algorithm that uses an
economical cost function. This work is extended in [12] to a
stochastic MPC approach, considering a stochastic controller
that uses forecasts of loads and renewable energy sources. A
stochastic MPC approach is used also in [13], which presents
a hierarchical controller structure, in which the upper level
solves an off-line open-loop optimal control problem and the
lower level, with knowledge about the stochastic processes
within the microgrid, takes care of tracking the solution
provided by the upper level. The approach considered in [16]
involves a two-level hierarchical MPC controller, where the
upper level solves on a long time scale the unit commitment
problem, i.e. the problem of deciding whether to turn off
or on the local generators, and the lower level solves on a
smaller time scale the economic dispatch problem, i.e. the
problem of choosing the optimal power flows, once the unit
commitment problem is solved. In all the mentioned papers,
the overall MPC optimization problem is casted as a Mixed
Integer Linear Programming (MILP) problem. Although nowa-
days there are some efficient solvers to solve this kind of
programming problems, e.g. Gurobi [18] or CPLEX [19], the
overall worst case complexity of MILP problems is considered
to be exponential on the number of optimization variables
[20]. Combining this with the fact that usually in microgrid
operation optimization the prediction horizon is quite long, i.e.
24h, the overall computational complexity of the MPC-MILP
problem can be too high.

Many works have been proposed to solve MILP problems in
an efficient way [21]-[23]. In particular, decomposed methods
[24], [25] split a specific problem into a “master” problem
and one or more “slave” problems. In [24], [25], a set of so
called complicating variables, which are the main source of
complexity in the problem, are identified in the integer pro-
gram. The non-complicating variables are projected out of the
integer program. The master problem then seeks for a solution
to the new integer program, while the slave problem either
determines that the master problem is feasible for the original
integer program or produces a constraint that it violates. The
resulting “Bender cuts” are then added to the original master
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problem. Another approach is the so called “branch-and-price”
method [26], [27], where instead of adding new constraints to
the (primal) master problem, a separation between feasible and
infeasible solutions for the dual of the master problem is used
to add new constraints to the dual problem. This approach
was first described in [28], together with a decomposition
method called Dantzig—Wolfe decomposition. The interested
reader is referred to [21]-[23] and the references therein for
more details on MILP methods.

Nevertheless, the worst-case computational complexity of
MILP problems, like the MPC-MILP problem with a long
horizon considered here, remains exponential in the number
of integer variables. A possible solution to this issue could
be to parametrize the control inputs, such that the parameters
of a parametrized control law, and not the control inputs,
are optimized [14], [29]-[31]. However, in the case of a
model with both binary and continuous variables, this could be
challenging, because it would be necessary to parametrize both
kinds of variables, and if the parametrized law is nonlinear,
there could be no improvements in the computational com-
plexity. In order to obtain computational savings with a small
loss of performance, it is a better approach to go from an MILP
problem to a linear one. Moreover, instead of parametrizing the
control variables, another approach could be to assign values
to the binary decision variables using if-then-else rules, while
still optimizing the continuous variables. In this way, we have
a combination of a rule-based controller with an MPC one.

In this article, we propose a novel rule-based MPC con-
troller that assigns the value to the binary decision variables in
the hybrid model of a grid-connected microgrid. Our proposed
approach solves both the unit commitment problem and the
problem of choosing in which mode of operation the batteries
and the power exchange with the main grid are set through
a set of if-then-else rules. The rules we propose are based
on an economic consideration and the values of the different
binary variables are assigned based on external variables such
as the price of electricity and the local net imbalance. Our
approach is able to achieve almost the same performance as the
standard controllers available in the literature, while providing
a great improvement in the computational time of the control
optimization problem. Moreover, we also propose a new
control scheme. Unlike previous works, where a hierarchical
control scheme for microgrids was presented [11]-[13], [16],
we present a single-level controller that uses two different
models of the microgrid under control. The two models have
two different sampling times and the model with the smallest
sampling time is used in the MPC algorithm for predictions
that are close in time to the time step at which the MPC
optimization problem is solved. On the other hand, the model
with the larger sampling time is used for predictions that are
far in time with respect to the sampling time at which the
MPC optimization problem is solved. In other words, we fix
a time threshold, before which the ‘fast” model is used and
after which the ‘slow’ model is used. The idea is that when
we compute the control action for the current sampling time,
we have to consider the evolution of the system right after
we apply our control action, while after some time steps we
can consider a more granular model, since all the information

related to prices, local renewable energy production, and loads
is also more granular. Moreover, some storage systems, €.g.
ultracapacitors, could have, by their nature, a limited amount
of time during which they can hold an electric charge, which
means that these devices should not be considered in the
prediction for time instants far in time, i.e. after which the
charge stored in them has vanished. With this approach, we
are able to control the microgrid, in the tertiary control level,
by solving only one optimization problem that uses infor-
mation about the future evolution of the microgrid. In other
words, instead of using a hierarchical control scheme within
the tertiary control layer that has to consider two different
control problems, we combine them into only one optimization
problem while still using all the available information related
to the microgrid. By using this approach, we provide a simpler
MPC controller structure and avoid possible implementation
problems, e.g. delays, overhead, arising from the extra control
layer. Moreover, hierarchical approaches within the tertiary
control layer usually have a large time step T, i.e. at least 1h,
for the upper layer. Therefore, the predictions are updated only
once every T time units. With our method we can instead
update the predictions much more often, i.e. once every Tt
time units, where T} is the time step of the ‘fast’ model. This
allows to have a faster reaction to possible changes in the
predictions of loads and renewables, e.g. a sudden increase in
the load. The increase in the computational complexity, related
to the fact that at each time step we solve an online optimal
control problem with a large prediction horizon, is reduced
both with our proposed if-then-else rules and through the use
of the two models, since one of them has a large sampling
time.

We would like to stress that although there exist some
efficient commercial solvers for solving MILP problems, e.g.
[18], [19], their computational complexity is still exponential
in the worst case, and the problem remains an NP-hard
one [20]-[22], [32]. While our rule-based approach does not
have the theoretical guarantees of MILP methods, it provides
a good compromise between computational complexity and
performance and stands out as an alternative to MILP methods.
Indeed, with our method we get rid of the binary variables and
therefore the computational complexity becomes polynomial,
hence the computation time is greatly reduced. In applications
in which the solving time of the optimization problem is not
required to be small, one can use the MILP approach and
obtain the best achievable performance. On the other hand,
when time is crucial, hardware is limited, or when the size of
the problem is too large to be solved efficiently in a limited
amount of time, it is advisable to look for alternative solutions
other than the MILP approach, and our method fits in this
category.

The contribution of this article is therefore twofold:

e we propose a new control scheme that, in contrast to
hierarchical control, merges the two control levels into
one single level, by using two models with different
sampling times;

o we present a novel set of if-then-else rules for assigning
the value to the binary decision variables involved in the
optimization procedure of the microgrid operation.
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Fig. 1. Microgrid scheme considered in this article. Arrows represent power
flows. The microgrid is connected to the main grid.

This approach is able to provide almost the same perfor-
mance as standard controllers but with a significant decrease
in the computational complexity, as will be shown through
simulations.

The outline of the article is as follows. In Section II, we
present the model of the microgrid under control and our
proposed single-level controller. In Section III we present our
novel rule-based MPC method. Lastly, in Section IV we show
the application of our proposed method in simulations and we
draw conclusions and remarks for future work in Section V.

Notation: We denote vectors and matrices with bold
style, e.g. @, P, and scalars with non-bold text style, e.g. x,
P. Moreover, the operator || represents the ceiling operator,
i.e. [x] is equal to the closest integer Ziy such that @i, > .

II. MODEL DESCRIPTION

In this article, we consider a microgrid that includes several
elements, as shown in Figure 1. These elements are storage
units (i.e. batteries and ultracapacitors), sources (i.e. renewable
sources and local dispatchable units), a bidirectional connec-
tion to the main grid (i.e. energy can be bought or sold), and
uncontrollable loads. Moreover, we consider the operational
economical costs of the microgrid, i.e. the costs for producing
electricity locally and buying electricity from the main grid.
The goal in microgrid operation optimization is to minimize
the economical costs, optimally choosing the power flows
within the microgrid and the exchange of power with the main
grid.

In this section, we first describe the model of the system un-
der control, then we introduce the novel single-level controller
proposed in this article, and lastly we introduce the model
constraints, which are both related to the power exchange and
the modeling framework.

A. Microgrid Description

The microgrid model that we consider is similar to the one
presented in [11], with some modifications, in order to better
adapt it to our case.

a) Dynamics of the energy storage systems: The dynam-
ics of the Energy Storage Systems (ESSs) are expressed with
the simplified formulation presented in [33] with respect to
[11], i.e.

s h L Ps h s Ps h) <0
£Est(h+1): xt( )+77d,st t( ) t( ) ’ (1)
xSt(h) + Tsnc,stpst(h), Pst(h) >0

where 2 (h) indicates the level of energy stored at the ESS
at time step h, ¢ ¢ and 74, are the charging and discharging
efficiencies, respectively, Py (h) is the power exchanged with
the ESS at time step h, and 75 is the sampling interval of
the discrete-time system. At each time step h, the ESS can
only be in one of the two modes, i.e. either in the charging
or in the discharging mode. In order to model this hybrid
behavior, we follow the modeling approach of [11] using a
Mixed Logical Dynamical (MLD) model [34] to model the two
different modes of the batteries. The boolean variable dg (h)
indicates whether the ESS is in the charging or discharging
mode at time step h, i.e. ds(h) =1 <= Py(h) > 0, and
dst(h) =0 <= Py (h) < 0. Then we define a new auxiliary
variable zg as zgt(h) = dst(h)Pst(h) and we can write (1)
more compactly in linear form as

1

7d,st

xSt(h + 1) = xst(h) + TS (nc,st - ) Zst(h)
T

T1d,st

+ Py (h). (2

In this article we consider two different ESSs: an ultra-
capacitor used for fast response and a battery for storing
larger amounts of energy for a longer time span. Note that for
simplicity of expression, the number of storage devices here is
kept limited but our approach can also be applied to systems
with a higher number of ESSs. Moreover, our approach can
be used with any kind of ESSs and it is not specific only for
batteries and ultracapacitors.

b) Loads: We consider critical loads, i.e. loads that must
be satisfied at all times. We denote by Pjoaq(h) the total power
required by the loads at time step h. It is assumed that the
information on the values of P,.q is available, either through
available information in the microgrid or through forecasting
methods.

c) Generators: We consider two different kinds of gen-
erators, i.e. dispatchable generators, whose output power can
be controlled with a certain degree of freedom, and non-
dispatchable generators, whose output power cannot be con-
trolled. Renewable sources are considered as non-dispatchable
generators and their output is considered as a known dis-
turbance, since it is a signal that cannot be controlled. We
denote by P..s the variable representing the power produced
by renewable energy sources and Pjgjs the vector represent-
ing the power produced by dispatchable generators, where
Pys = [P, .,PI?,Z“]T and P& indicates the power
produced by dispatchable unit i, ¢ € {1,..., Ngen}, with
Ngen denoting the total number of generators. Moreover,
we use a variable 09" (h) to indicate whether dispatchable
generator 4 is active at time step h, i.e. 67"(h) = 1, or not,
ie. o9"(h) = 0.

d) Energy prices: We consider time-varying electricity
prices, such that prices for purchase and sale of electricity are
different. We denote with cga1e(h) and cpur(h) the price for
selling and purchasing electricity to and from the main grid,
respectively. We also consider a time-varying tariff cproq(h)
for producing electricity with the local dispatchable production
units.



e) Main grid: The microgrid is connected to the main
grid and power can flow bidirectionally. Following once again
the MLD model of [11], we model the connection with the
grid using a binary variable dg,iq (k) that indicates the direction
of the power flow at time step h, i.e. whether energy is being
bought from the main grid or sold to it. Denoting by Pyiq the
power exchanged with the main grid, we have

dgria(h) =0 <= Pgia(h) < 0, (exporting case) 3)
dgrid(h) =1 <= Pgia(h) > 0, (importing case)
We can then define an auxiliary variable Clgiq as
Cgrid(h) = Csale(h)Pgrid(h)7 Pgrid(h) < Oa (4)
Cgrid(h) = Cpur(h)Pgrid(h); Pgrid(h) > 07 .

As explained in Section II-C, we can link together 04riq and
Clria by resorting to a set of linear constraints. The auxiliary
variable Cy,iq is used in the cost function, presented in Section
II-D.

f) Dimensioning of the microgrid: We apply our method
to an already dimensioned microgrid, therefore we assume that
the parameters related to all the elements of the microgrid
are given. However, it is possible to optimize the sizing of
the elements of the microgrid by following the procedure
illustrated in e.g. [35], [36].

Remark 1: In this article, we consider that the renewable
energy source profiles, the load profiles, and the time-varying
prices are known in advance. For what concerns the prices,
this is not a limiting assumption, since in some cases these
are known some time in advance; see e.g. [37], where authors
use a day-ahead pricing scheme. As regards the loads and
the renewable energy sources, some works [11]-[13] have
considered a prediction scheme that provides a predicted load
or renewable energy signal to the MPC controller. Although
in the current article we do not consider a prediction scheme,
it can be easily included in the control scheme presented here
and predicted signals can be used instead of signals known a
priori. In conclusion, we do not explicitly include a prediction
scheme because our focus is on presenting the if-then-else
rules of Section III, and these rules can be achieved with
or without a prediction scheme as long as there is available
information on the load, renewables, and prices profiles.

Remark 2: In this article we consider a microgrid in a grid-
connected mode as done in many other works in the literature,
e.g. [8], [10], [11], [13], [15], [16], [33], [38]-[45]; however,
in an application in which it is crucial to minimize the power
exchanged with the main grid, e.g. in a case in which the utility
grid acts as a backup, it is possible to add a penalization term
in the cost function to the power exchanged with the main
grid.

B. Fast and Slow Model

In this article, we propose a novel method that uses two
different microgrid models, namely a ‘fast’ one and a ‘slow’
one. The ‘fast’ model is used for predictions that are close
to the current sampling time, while the ‘slow’ one is used
for predictions that are farther away in time. The reason

for choosing such a control structure is twofold. Firstly, the
ultracapacitor cannot hold electric charge efficiently for a long
time [46], i.e. it has a high self-discharge rate; this holds for
other similar ESSs with small capacity. Therefore we assume
that the ultracapacitor is available only close to the current
sampling time; hence it is used only in the ‘fast” model, when
a quick response is needed for providing or absorbing a small
amount of energy. Secondly, the available future data on prices,
load, and renewables profiles is denser in time steps close
to the current one, while it becomes more sparse far from
the current time step. The previous discussion implies that
the number of state components and input components of the
two models are different. Indeed, the ‘slow’ model does not
consider the dynamics of the ultracapacitor and only considers
the dynamics of the battery.

The advantage of this kind of controller structure is that, by
having only one controller, we reduce the complexity of the
control architecture and we make the implementation easier,
with respect to hierarchical controllers. Moreover, during each
optimization procedure the most updated information is used,
compared to other approaches in which information is only
updated at a higher level after a certain amount of time.

We show in Figure 2 the different sampling times and the
time intervals during which each model is used. We denote by
T! and T? the sampling interval of the ‘fast’ and ‘slow’ model,
respectively, and we denote by h and k the time steps of the
‘fast’ and ‘slow’ model, respectively. Moreover, we suppose
that from time step N¢ ¢ of the ‘fast” model we start using the
‘slow’ model for predictions. Therefore, the step N¢ ¢ of the
‘fast” model coincides with time step 0 of the ‘slow’ model.
We also assume that Nlc,sTsf =T%, i.e. the ‘fast’ model is used
for exactly one time step of the ‘slow’ model.

The dynamic equations of the fast model, by using (2), are

zi(h + 1) = z¢(h) + Biz¢(h) + Bhug(h), (5)

where @¢(h) = [z¢p(h) vauc<h/):|—r, with z¢y, and g e
being the storage level of the battery and of the ultracapacitor,
respectively, z¢ is the auxiliary variable for the ‘fast’ model,
and Bf € R?*2, Bf € R?*™t_ We define the input vector
as ug(h) = [Pin(h) Pruc(h)] ', ue(h) € R™, which
represents respectively the power exchanged with the battery
and the power exchanged with the ultracapacitor. The ‘slow’
model is defined in a similar way, i.e.

xs(k—’_]-) :xs(k)—’_BiZs(k)—'_B;us(k)v (6)

where z5(k) = x5 (k) is the storage level of the battery, zs is
the auxiliary variable for the ‘slow’ model, and B}, B5 € R.
The input vector is defined as us(k) = Psp(k) and it
represents the power exchanged with the battery. Note that, as
highlighted before, the number of states and inputs is different
between the two models.

We consider the power balance constraint in the microgrid,

Ngen
Prp(h) = > PS(h) + Pres(h) + Peria(h)
=1

- Pf,uc(h/) - Hoad(h)v (7)



‘Fast’ model ‘Slow’ model

N, P
l
!

Fig. 2. Scheme adopted in this paper for the time steps of the two different
models.

Vh > 0, and apply it to (5) to write the expression
of the dynamics of the storages as a function of Ppq,
Pioad, and P,. Then, by introducing matrices M}, Mf
and defining w!'(h) = Mfiwg(h) + MLwe(h), Wi‘trh

w(h) = [PL(0) Paa(h) Prc(h) @@(m)7]
we(h) = [Poaa(h) Prcs(h)f, we can put together (5) and
(7) as

ze(h+1) = ¢(h) + Bz (h) + BS (Miwe(h) + Miwe(h)).

®)
A similar expression is obtained for (6) by using the version
of the ‘slow’” model of (7), where, however, P; ,.(h) does not
appear, i.e.

gen

Z Pdls

Vk > 0. Equation (7) is used only for the “fast”
model, while (9) is used only for the “slow” model.
Similar to what we did before, we introduce matrices
M2, M: and define wus(k) = M:3us(k) —|—TM§st(k‘),

with T(k) = [PL(K) Paalk) (07(k)7] . walk) =
[Poad(k)  Pres(k)] "

zs(k+ 1) = zs(k) + Bizs(k) + Bs (Mius(k) + M ws(k)) .
(10)
Since the ‘fast’ and the ‘slow’ model have different input
components and state components, it is necessary to define a
way to link the two models. As stated before, we assume that
the ‘fast’ model is used only until the time instant TSf Nt g, i.e.
time step N¢g of the ‘fast’ model and after that the ‘slow’
model is used. We can then link the two models as

x(0) = @¢ b (Nt s),

+ Prcs(k) + Pgrid(k) - Pload(k)v (9)

. Next, we merge (6) and (9) as

(1)

which means that we can define a matrix Mgs = [1 0] to
link the two models as xs(0) = M; sx¢(Ng ).

C. Constraints

In this section, we introduce the constraints related to the
models and the power flows in the microgrid. Since we are
using an MLD model for the storages and the power exchanged
with the main grid, we define the constraints as in [11], [34]
by defining matrices E1, F5, E'5, F/4 such that we can write the
constraints in a compact form. We define two different sets of
constraints, one for each model, denoting with a superscript

‘f and ‘s’ the constraints for the ‘fast’ and ‘slow’ model,
respectively. We can then write compactly the constraints as

EL¢ (k) + Ebz(k) < Efug(k) + EX. (12)
A similar inequality holds for the ‘slow’ model, where we
replace the matrices E! with matrices Ef, i € {1,---,4} and
we replace the variables of the ‘fast’” model with the ones
related to the ‘slow’ model.

We define also constraints on the upper and lower bounds
for the states and the inputs, i.e.

Py ng(h) <P (13)

P, <Pu(h) < Py (14)

Bgrid Spgrid(h) < 7gr1d (15)

5™ (h) P gie <P(h) < 67" (h) Pass (16)
2y <zs(h) < Ty (17)

T
gcn}7 where Lt = [Qb guc} and Ly Lye
are the lower bounds for the state of charge of the battery and
the ultracapacitor, respectively, and Ty, = [Eb fuC]T, and
Ty, Ty are respectively the lower bound for the state of charge
of the battery and the ultracapacitor. The constraints (13)-
(17) model the physical bounds on, respectively, the power
exchanged with the battery, the power exchanged with the
ultracapacitor, the power exchanged with the main grid, the
power produced by each production unit, and the level of
charge of the ESSs. The constraints (13)-(17) are expressed
using the sampling time index of the ‘fast’ model, i.e. h, but
they are also applied to the variables of the ‘slow’ model as
well.

Moreover, we also consider constraints for the generators
related to the amount of time they should stay turned on or
off. Following [11], we denote by 7! and T the minimum
amount of time during which the generators should be turned
on or off, respectively, expressed in number of sampling times
of the ‘fast’” model. Therefore, we can introduce the constraints

forie {1,---,N,

5 (h) — 67" (h — 1) < §(1), from OFF to ON (18)
§9%(h — 1) — 09"(h) < 1—46(1), from ON to OFF  (19)
for] = ,min{h+T e —1, Ny} andl = 1,---, min{h+

T, — } Again, this constraint is written using the
sampling time of the ‘fast’ model but it is adapted and
applied to the ‘slow’ model too. Notice however that since
the two models are used consecutively, it might happen that
h+T:, —1> Npgor h+ Tl —1 > Npg, which means
that the constraint associated to the ‘fast’ model would extend
over the time instants of the ‘slow’ model. In that case, we
extend constraints to the ‘slow’ model defining a k as

- [THh+TE -1)
k= [Ts ] (20)

We then impose the adapted constraints (18), (19) for the
‘slow’ model until time step k. The extension for Tfff is done
in a similar way.



D. Cost Function

In the MPC scheme we use a cost function that is a sum of
several economic terms. In particular, we consider the simple
sum of costs and revenues, i.e. we sum up the costs for
producing electricity locally and buying electricity from the
main grid and the revenues obtained from selling electricity
to the main grid. The resulting cost function is defined as

J(Py(h), Cyria(h)) =

Neg—1 gen
3 (cgr,dmﬂ + oo zpdlsm)
=0

- Z ( grid(h + Ne + 1)+

Ngen

k) > PYS(h+ Nis+ l)), (21)

i=1

Cprod(

where the first summation term corresponds to the ‘fast’
model, from time step h until time step h 4+ N¢ ¢ — 1, and
the second summation term corresponds to the ‘slow’ model,
from time step h + Nt until time step h + N, —1 (recall Fig.
2).

Note that the total cost depends strongly on the prices cgale,
Cpur,» Which are included in the variable Cjgrig, and on the
price cproq. This fact will be exploited in the next section in
the proposed if-then-else procedure.

ITII. RULE-BASED MPC CONTROLLER

In this section, we present briefly the MPC framework
and our proposed rule-based MPC controller, based on if-
then-else rules, for microgrid control. We also discuss some
issues related to the constraints that need special attention once
the if-then-else rules have been applied. Lastly, we present
our proposed single-level controller that uses the two models
introduced in Section II-B.

A. Model Predictive Control

MPC is an established control approach that has been
extensively studied and successfully applied in many fields
in the last forty years [47]-[50]. At each time step, an online
optimal control problem is solved, using a model of the system
under control for computing predictions of the future states up
to a certain prediction horizon IV,. The optimization problem
results in a sequence of optimal inputs, but only the first
element in the sequence is applied to the system. At the
following time step, the system state is sampled and a new
optimization problem is solved, shifting the prediction horizon
one time step forward. Thanks to this strategy, MPC controllers
are able to handle, to a certain extent, uncertainties, model
mismatches, and disturbances [47]-[49]. Moreover, since the
MPC strategy turns the control problem into an optimization
one, constraints on the inputs, states, and outputs can be
naturally included into the control problem.

When it comes to applying MPC to hybrid systems e.g.
MLD systems, the MPC optimization problem becomes a
mixed integer programming problem [50], due to the presence

of integer variables in the hybrid model. Many efficient solvers
have been developed to solve MILP problems, e.g. [18],
[19]. However, in the worst case scenario, the computational
complexity of such problems is considered to be exponential
[20], i.e. the complexity increases exponentially with the
number of integer variables involved. Therefore, in order to
reduce the computation time of the control problem, in this
article we propose a combination of a rule-based controller
and an MPC one, which is discussed in detail in the next
subsections.

B. Structure of the Rule-Based MPC Controller

In our proposed rule-based MPC method, we assign the
value of the binary variables in the MLD model while opti-
mizing the continuous variables. In this way, the problem is not
an MILP one anymore, since the value of the binary variables
is assigned before the optimization takes place. Therefore,
computational savings are achieved due to the removal of the
binary variables in the optimization problem, which becomes
then a linear programming one.

The if-then-else rules are designed in order to avoid losses
on the performance, which in this case is of an economic
nature. Therefore, the rules are based on economic quantities.
Moreover, the rules also consider the local renewable energy
production and load profiles, since the decisions taken depend
on these two quantities too.

C. Assignment of the Values to the Binary Decision Variables

We will first start by analyzing which are the causes that
lead the controller to take certain actions, i.e. what triggers the
assignment of the binary decision variables in the optimization
problem.

In the considered system, the economic cost (21) to be
optimized depends on two main quantities: the locally pro-
duced power Py and the power exchanged with the main
grid Pgriq. These two inputs are weighted in the cost function
by the price of producing energy locally, cprod, and the prices
of electricity purchase or sale, cpyy and ceale, Tespectively,
according to whether the microgrid is purchasing electricity or
selling it. Since the quantities Pyjs and Pgiq are two inputs
of the system, these inputs directly determine the overall cost.
Note that the price cproq and the input Py appear directly in
the cost function (21), while the prices cgale and ¢,y and the
input Pg,iq appear indirectly inside the variable Cgyiq.

Besides these two quantities, the system must satisfy the
power balance constraints (7), (9) at all times. Therefore, the
decisions that the controller takes are based on the satisfaction
of these constraints. Since the cost of producing energy
through the renewable energy sources is considered to be
zero, because in our cost function (21) we consider only
marginal costs and revenues and not fixed ones, in order to
minimize the cost the controller will try to satisfy the loads
with the renewable energy sources first, and only if this power
is not enough, it will either buy power from the main grid or
produce it locally through the dispatchable units. If the power
produced by the renewable energy sources is higher than the
one required by the loads, then the surplus power can be stored



in the battery or it can be sold to the main grid. Moreover, we
must also make a distinction between whether the microgrid is
able to completely satisfy the local demand or not, i.e. whether
it is necessary to acquire power from the main grid or not.
From the previous discussion, it is possible to notice that the
actions that the controller takes are based on two main facts.
The first one is related to whether the microgrid can satisfy the
local demand with the local production units or not and it is
mainly related to the feasibility of the control action, i.e. it is
closely related to constraints (7), (9). The second one is related
to the choice of the power source that will satisfy constraints
(7), (9) and it deals with the optimality of the control action.

We can then determine the values of the binary de-
cision variables by looking at whether the microgrid
can locally satisfy the loads, i.e. we check whether
Ngen PR+ Pies(h) < Pioad(h) and whether Pog(h) >
Pioad(h). Then, we check the relation between the energy
prices, i.e. we check whether cproa(h) < csale(h) < cpur(h),
Csale(h) < Cprod(h) < Cpur(h), or Csale(h) < Cpur(h) <
Cprod (h). Based on this, we have five different cases:

1) Prcs(h) Z Hoad(h)’ with Cprod(h) < Csalc(h) S
cpur(R). In this case, the renewable energy sources
completely satisfy the loads. Since cprod(h) < Csale(h),
it is also convenient to produce energy and sell it to the
main grid. Furthermore, due to the fact that there is a
surplus of energy, the battery is allowed to store energy,
because it could be useful to store energy for later
usage. Therefore, in this case we impose Ogria(h) = 0,
0™(h) = 1,4 € {1,---,Ngen}, op(h) = 1. In the
resulting optimization problem, it will be determined
how much energy to sell to the main grid and to store
in the batteries, since these two actions are enabled.

2) Ngenﬁdis"'_Pres(h) > F)load(h) and Hoad(h) > Pres(h>s
with ¢proda(h) < cCsale(h) < cpur(h), O coale(h) <
Cprod () < cpur(h). In order to satisfy the local loads,
a certain amount of energy has to be acquired, since
the renewable energy sources do not completely satisfy
the loads. Producing energy is cheaper than buying it
from the main grid, so the required energy is produced
locally. If cproda(h) < csale(h), then extra energy will
produced in order to be sold to the main grid, otherwise
only the necessary energy will be produced. The battery
is allowed to store energy, as in the previous cases.
Therefore, we impose dgria(h) = 0, d*(h) = 1,
i€{l, -+, Ngen}, Ob(h) =1.

3) NgenPdis + Pres(h) < Pload(h)s with Cprod(h) <
Csale(h) < Cpur(h)’ or Csale(h) < Cprod(h) < Cpur(h)-
The local loads require more energy than the energy
that can be locally produced together by the renewable
energy sources and the dispatchable units. Therefore,
we set the production units to produce energy and we
buy the remaining required energy from the main grid.
The battery is also allowed to provide the stored energy.
In this case, there is no distinction between the cases
Cprod () < Csale(h) and cproa(h) > csale(h), since in
both cases it is necessary to buy energy from the main
grid. Therefore, we impose dgrida(h) = 1, 69" (h) = 1,
t€{L, -+, Ngen}, 0p(h) = 1.

4) Pres(h) > Pload(h)s with csale(h) < cprod(h) <
cpur(h). With these conditions, the renewable energy
sources completely satisfy the loads. Since cgae(h) <
Cprod(h), the generators are turned off. Due to the
surplus of energy, the battery is allowed to store energy
and the grid power exchange is set to the sale mode.
The battery can store energy in this case since the
price for electricity might increase in the following
time steps, or the amount of available renewable energy
could be smaller. The optimization procedure will decide
whether to sell energy, store it, or perform both actions.
For this case we impose dgria(h) = 0, 09"(h) = 0,
(S {L o 7Ngen}» 5b(h) =1

5) Ngerlpdis+Pres(h) > ]Dload(h) and ]Dload(h) > Pres(h)’
with ceate(h) < cpur(h) < cproa(h). As in the previous
case, some energy has to be acquired in order to satisfy
the local loads. Producing energy is more expensive than
buying it from the main grid, thus the required energy
is bought from the main grid and the generators are
turned off. In order to reduce the cost, the battery is
allowed to provide some stored energy. In this case, we
impose dgria(h) = 1, 65"(h) = 0, % € {1,---, Ngen},
dp(h) = 0.

All the cases are summarized in Table I. For what concerns the
ultracapacitor, in all the mentioned cases we opt to impose a
mode of operation that is always the same as the battery. Also,
consider the two following observations on Table 1. The first
one is that in order to optimize the economic costs, in cases
1 and 2 of Table I, we could add an extra step and force the
local dispatchable units to produce at full capacity, i.e. Pgjs,
since that would be the most convenient choice. However, we
could run into infeasibility issues, as will be discussed in the
next subsection. Therefore, in these two cases we only force
the generators to be turned on and, if it is more profitable
and feasible, the solver will set the production output to its
maximum value. The second observation is that in the first
COlllml’l, Pload < Pres lmphes that Ngenﬁdis > Pload - PreS7
which means that the microgrid is perfectly able to satisfy the
local loads with the locally produced energy, therefore we do
not need to add the second condition Ngenﬁdis > Pioad — Press
which is instead present in the second column.

Remark 3: Although a rule-based controller design could
mean to apply some changes to the rules in case different costs
are considered, our proposed approach uses simple rules based
on linear inequalities that can easily be verified in real time.
We therefore believe that our approach is flexible and can be
adapted to cases in which more rules are needed. Moreover,
the reduction in the computational complexity achieved, as
shown in Section IV, justifies the adoption of this approach.
Lastly, an increase in the number of rules will not alter the
benefits of adopting this strategy.

Remark 4: Related to the previous remark, it is possible to
add rules regarding shut-down in the rule-based approach, if
needed. More specifically, since the shut-down costs regard
only the generators, one can check if the total shut-down cost
is higher than the cost of producing the minimum amount
of energy multiplied by the number of time steps during
which the generator would be turned off. In other words, if



Ngcnﬁdis 2 Hoad - Prcs AND

Pioaa < Pres Pload > P,
oa res

Ngenﬁdis < Pload — Pres

Case 2:

Case 3:

Case 1:
e Production units produce energy
o Battery can store energy
o Grid power exchange: sale enabled

e Production units produce energy
e Battery can store energy
o Grid power exchange: sale enabled

e Production units produce energy
o Battery provides energy
o Grid power exchange: purchase enabled

Case 4:
e Production units are turned off
o Battery can store energy
o Grid power exchange: sale enabled

Same as case 2

Same as case 3

Same as case 4

abled

Csale S Cpur S Cprc»d Csale S Cprod < Cpur Cprod < Csale S Cpur]

Case 5:
e Production units are turned off
o Battery provides energy
o Grid power exchange: purchase en-

Same as case 5

TABLE I
DIFFERENT CASES OF THE IF-THEN-ELSE RULES FOR THE PROPOSED CONTROLLER

the total shut down cost for generator ¢ from time step k to
time step k + Torr is cip(k) and the generator is turned
off for at least Torr time steps, then it is convenient to turn
off the generator if ¢y (k) < TorFCproaPyis- Since all these
quantities are known at time step k, one can check whether
the above inequality is true or not.

D. Additional Constraints Required by the Rule-Based Design
and Feasibility Issues

When we apply the if-then-rules proposed in the previous
Section III-C, we must devote special attention to some of
the constraints presented in Section II-C. In particular, the
generator constraints (18)-(19) in combination with the power
balance constraints (7), (9) pose some issues in some of the
cases presented in Table I.

First of all, according to the if-then-else rules proposed in
the previous section, it might happen that the generators are
imposed to be turned off while according to constraint (19)
they should be kept turned on, or vice versa. In this case it is
enough to override the proposed if-then-else rules and keep the
generators on (vice versa, off) in order to satisfy constraints
(18)-(19).

When also taking into account the power balance constraints
(7), (9), extra attention is needed. Let us analyze the case in
which, at time step h, the generators are turned off. Suppose
now that at the prediction time step h+1 the system is in case
2 of Table I and thus the if-then-else rules procedure would
force the generators to be turned on, but constraint (18) is
active at /i + 1. According to the rules proposed in Table I, if
the generators cannot be turned on due to constraint (18), then
the power balance (7) could not be satisfied, since the grid is

set to be in the sale mode. In this case, we must then set the
grid to the purchase mode.

In all the other cases, the proposed if-then-else rules to-
gether with the generator constraints (18)-(19) do not lead to
an issue that requires extra attention. In some cases, though,
we must verify that some assumptions are guaranteed. For
instance, suppose that at the prediction time step h+1 the
if-then-else rules would make the system switch from case 1
to case 4, but due to constraint (19), the generators cannot
be turned off. In this case, the optimization problem is still
feasible as long as

Pres (iL + ]-) - -Pload (iL + ]-) + NgenEdjs S Pgrid' (22)

This constraint is satisfied as long as Fgrid is sufficiently
large, which is usually the case in the practical applications.
A similar case is verified when the generators are turned off
and the if-then-else rules would impose case 3 of Table I,
but in this case we would have the less restrictive constraint
Pres(h + 1) - ]Dload(h + 1) < Pgrid-

Lastly, we do not impose the generators to produce at full
capacity in cases 2 and 3 since this could lead to infeasibility
problems when the generators should be turned off but they
remain turned on due to constraint (19).

E. Single-level Two-model Controller

For the overall scheme of our proposed controller we
consider a single-level controller rather than a hierarchical
one. Our proposed controller uses two different models that
have two different sampling times, as explained in Section
II-B. At each time step, the controller solves an open-loop
optimal control problem, using for predictions the ‘fast’ model
until time step N¢ ¢ and the ‘slow’ model until the prediction



TABLE II
PARAMETERS OF THE MICROGRID USED IN THE CASE STUDY OF SECTION
IV.
PARAMETER VALUE
Maximum ultracapacitor energy level Zyc 50 [kWh]
Minimum ultracapacitor energy level z . 2 [kWh]
Maximum battery energy level Ty, 250 [kWh]
Minimum battery energy level 25 [kWh]
Battery charging efficiency 7. 1, 0.90
Battery discharging efficiency 14 1, 0.90
Ultracapacitor charging efficiency 7c,uc 0.99
Ultracapacitor discharging efficiency 14, uc 0.99
Maximum interconnection power flow limit Fgrid 1000 [kW]
Minimum interconnection power flow limit P4 -1000 [kW]

Number of generators Ngen 3

Maximum power providable by the battery P4, 100 [kW]
Maximum power injectable to the battery Py -100 [kW]
Maximum power providable by the ultracapacitor Py 25 [kW]
Maximum power injectable to the ultracapacitor P . -25 [kW]
Maximum power level 0% ;be dispatchable generators 150 [KW]
18
Minimum power level O]fD the dispatchable generators 6 [KW]
Z_dis

horizon N;,. For both models, the if-then-else rules proposed
in Section III-C are applied. After an optimal input sequence
is obtained, only the first input of the sequence is applied to
the system and at the next time step the procedure is repeated
again.

F. Optimization Problem

The overall optimization problem, after we have applied the
proposed if-then-else rules of Section III, becomes

min J (P (1), Ciia (1) (23)

subject to

dynamics (10),(11), constraints (7), (12) — (19),

parametrization of Section III.

As standard in MPC controllers, we compute the optimal
control inputs w¢ from the current time step A until time step
h+Np,—1. We apply only the first element of the optimal input
sequence and at the next sampling time we solve problem (23)
once again.

IV. SIMULATIONS

In this section, we compare our proposed single-level two-
model rule-based MPC controller with a controller that has
the same single-level two-model structure but that does not
make use of the if-then-else rules proposed in Section III-C
and instead uses the standard MILP approach. We denote our
proposed rule-based controller as RBMPC, and we denote the
other approach by MILP. In both cases we use Gurobi [18] to
solve the optimization problems, which are an MILP for the
MILP case and a linear programming problem for the RBMPC
case.

We simulated different scenarios, with different renewable
energy and loads profiles, and compared the two approaches in
terms of total computational time and total cost. The profiles

are taken from available data at [S1]. We used data from the
Netherlands, choosing profiles of days between the 15¢ of May
2018 and the 30" of June 2018. The value of the parameters
in the microgrid that we consider are similar to the ones in
[11] and are reported in Table II.

Moreover, we also consider different combinations of
Ts,Tt, Nt s, N}, and for each of them we performed 20 simula-
tions. Table III summarizes the simulation results and we show,
for each different combination, the mean value, maximum
value, the minimum value, and the standard deviation of both
the total computation time and the overall cost, i.e. the times
shown in Table III are total CPU times. Moreover, we also
show the average MILP gap for the MILP approach. Note that
the maximum value for the MILP gap parameter was set in
Gurobi to 10~%. Note also that in the different cases (rows) of
Table III we used different days in the dataset that we indicated
before, in order to test our method with different renewables
and load profiles. In other words, in the different cases of Table
III, we did not always choose the data from the same set of
days. This also explains why the costs differ considerably in
the different rows of Table III. We can see that for the different
combinations, the average total cost is very similar for both the
approaches and there is at most a 1.2% difference. However,
the computational complexity is greatly reduced, since in all
the cases the average computational savings are between 65%
and 80%. As one could expect, the computational savings are
larger when the number of binary variables increases, i.e. when
Nt s or N, or both, increase. Nevertheless, the performance
of our proposed controller does not show a decrease with the
number of binary variables.

Figure 3 shows the power flows within the microgrid for a
representative scenario, with N¢ g = 12, N, = 12, Ty = 5min,
T, = 60min, i.e. the scenario in row 4 of Table III. Figure
5 shows, for the same scenario, the evolution of the level of
charge of the energy storage systems in the two approaches,
while Figure 6 shows the time-varying price profiles. The
electricity prices in this scenario are chosen in such a way that
the three cases in the rows of Table I are covered. It can be
observed that the two different approaches reach a very similar
solution. When ¢, increases above cproq, all the dispatchable
units start producing power to satisfy the loads. Moreover,
during the peak production hours of renewable energy sources,
when ¢pr04 < Cpur, both methods still produce energy and they
sell the excess energy to the main grid. What is different in
the two approaches is that the MILP algorithm charges the
battery more often compared to the RBMPC controller and it
also utilizes more the ESSs. Apart from this, the two solutions
are very similar. Indeed, Table IV shows the comparison of
different quantities for the selected scenario, comparing the
total produced power with the dispatchable generators P£ST,
the power acquired from the main grid Pg;%?;urchased, and the
power sold to the main grid Pl;fri%ifsold, and it can be noted that
there is almost no difference between the two approaches.
Note that in some cases, i.e. rows 4 and 5, the RBMPC
approach achieves a lower cost than the MILP one. This could
in theory not be possible, since the RBMPC approach only
considers one case (due to the fact that binary variables are
assigned) while the MILP one considers many more cases for



Ntg, Tt T. | N, | Total CPU Time MILP [s] Total CPU [Ts‘]me RBMPC Cost MILP [€] Cost RBMPC [€]
n = 35.85 o =4.39 pn=12.58 o =0.94 uw=>5491 o =1174 pn=>5494 o =1184
6 A =4420 <7 =27.78 A=1456 7 =1140 | A =8680 + = 3308 A =8703 <7 = 3297
GAP = 0.438-10~5 (—65%) (+0.1%)
Nieg=6 . © = 40.69 o =29.10 pn=12.99 o =225 p=5896 o =1532 pn=>5899 o =1540
Tt = 5min 30min| 24 A =5287 v =1883 A=1580 v=1009 | A=9072 v =3292 | A =09087 < =23286
GAP = 1.818-107° (—68%) (+0.0%)
p=5459 o =12.77 p=1279 =282 1 =5533 o= 1453 w="5589 o =1455
48 A =81.33 v =19.04 A=2038 v=1088 | A=8811 t =331l A =8870 v = 3356
GAP = 2.295-10~° (=77%) (+1.0%)
Nig =12 . pn=3819 o0=3.12 pw=11.07 o =047 uw=>5808 o= 1006 pn=25801 o =1010
T = smin | OO0 121 A=a737 g=3334 A=1182 v=1039 | A—7516 <o —3735 | O=T497 < =3722
GAP = 1.720-1072 (—=71%) (—0.1%)
p=30412 o =4811 p=103.97 0=13.95| , =5837 o =1188 w=>5825 o =1183
6 A =364.93 v =203.90] A=112.62 v =0897| A =09207 v = 3880 A =9150 <7 = 3846
GAP = 0.563-107° (—66%) (—0.2%)
Neo =30 | o0 w=238392 o=>59.34 p=119.71 o=17.03 | ;, =6252 o= 1097 uw=6262 o=1105
Tp = 1min| SO0 24 A =464.99 v =23843| A=131.04 v =8087| A—8375 T =385 | A=8373 v =3846
GAP = 1.927-107° (—69%) (+0.2%)
p=36846 o =84.26 pw=7259 o=6.49 1w=5635 o =1543 w=>5703 o =1550
B A—62744 v =18203) A=7945 V=6153 | A=9067 =330 | A=09109 v =3337
GAP = 2.504-10~° (—80%) (+1.2%)
p=393.95 o =82.72 p=107.63 o =3.98 u=>5671 o =1534 ©n=>5676 o =1541
3 A =479.61 v =190.30 A=111.56 v =99.14| A =9063 v = 3295 A =9087 7 = 3292
Ne s = 60 ) GAP = 0.828-10~° (—73%) (+0.1%)
’ 60min
Tt = 1lmin
p = 452.62 o =98.51 p=10237 o¢=1275| ;, =5683 o =1335 pn=>5695 o =1343
121 A—605.06 v =201.17| A=11244 v=06627| A—g032 o —3375 | A =8893 < = 3332
GAP = 1.832-1075 (=77%) (+0.2%)
TABLE III

SIMULATION RESULTS FOR DIFFERENT SAMPLING TIMES AND PREDICTION HORIZONS. THE SYMBOLS u, o, A, AND 5/ INDICATE THE MEAN, STANDARD
DEVIATION, MAXIMUM, AND MINIMUM RESPECTIVELY, WHILE ‘GAP’ INDICATES THE AVERAGE MILP GAP. IN COLUMNS 5 AND 7 THE DIFFERENCE OF
PERFORMANCE IN PERCENTAGE BETWEEN THE MILP AND RBMPC APPROACH IS SHOWN.

the values of the binary variables. This implies that the cost of
the MILP approach should be always lower than or equal to
the one of the RBMPC approach. However, it can happen that
the MILP approach decides to charge the battery more and,
at the end of the simulation, the stored energy in the battery
could be larger than the energy stored in the battery with the
RBMPC approach. This means that there is extra energy that
has not been used or sold. Since the cost used in Table III
does not consider a terminal cost, it can then happen that the
RBMPC approach has a lower cost than the MILP approach,
but this implies that a higher amount of energy is stored in
the battery in the MILP approach at the end of the simulation.

Note also that in some cases of Table III the minimum
value for the CPU time of the MILP case is smaller than the
maximum value of the CPU time of the rule-based case. This
does not mean that the MILP was able to find a solution before
the rule-based approach in that specific simulation. Indeed, this
is due to the fact that many simulations were performed for

each row and for certain profiles of P,s and P,.q the solver
could find a solution in less time, both for the MILP and
RBMPC case. However, in each single simulation the rule-
based approach had a smaller computation time compared to
the MILP one.

V. CONCLUSIONS

We have presented a rule-based MPC controller for the
optimization of the operation of a grid-connected microgrid.
The controller follows if-then-else rules in order to assign
values to the binary variables in the hybrid model of the
microgrid, e.g. ON or OFF status of the generators, charging
or discharging modes of the batteries. Moreover, a single-
level controller structure is used, that relies on adopting two
different models of the microgrid that have different number
of states and sampling times for predictions in the MPC
optimization procedure. The proposed approach, compared
to the standard one available in the literature, requires a



TABLE IV

SIMULATION RESULTS COMPARISON BETWEEN RBMPC AND MILP FOR A SCENARIO WITH N ¢ = 12, Np = 12, Ty = 5min, Ts = 60min. THE TOTAL

POWER PRODUCED BY DISPATCHABLE GENERATORS IS REPRESENTED BY PC;EST, WHILE

PgTS%le IS THE TOTAL POWER SOLD TO THE GRID AND

TOT
Pg,purchascd IS THE TOTAL POWER BOUGHT FROM THE MAIN GRID.

TOT TOT TOT
Pp [kW] Pgrid sold [kW} Pgrid purchased [kW] Total cost [€]
MILP 88557 31687 52012 4059.40
RBMPC | 88726 (+0.19%) 31335 (-1.11%) 51855(-0.30%) 4081.00 (+0.53%)
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Fig. 6. Electricity purchase (cpur), sale (csale), and production (cpr0q) prices
in the considered simulations of Table III.
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Fig. 4. Load profile (Poaq) and renewable sources generation profile (Pres)
in the considered simulation, with nys = 12, Np = 12, Ty = 5min,

Ts = 60min.

considerably lower amount of computation time. Indeed, while
the standard approach from literature is based on an MILP
problem, we are able to convert it to a linear programming
problem. The simulations carried out show that with our
proposed method we can reduce the computational complexity
up to around one fourth of the time required by the other
approach, with almost no loss on performance. However,

the amount of computational savings is expected to increase

when the number of binary variables is larger. Therefore, our
method provides a way to drastically reduce the computational

complexity when the number of binary variables involved is
large; the proposed method can be thus applied in a real
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Fig. 7. Average computation times of the MILP and RB-MPC approaches as
a function of the number of variables.

microgrid when the amount of computation time and/or power
is limited.

As a first step for extending the current work, we will con-
sider if-then-else rules that make use of the future values of the
electricity prices and not of the current one only. We will also
consider a set of rules to include flexible loads management
and demand side management policies. Furthermore, we will
analyze which is the impact of some specific inter-temporal
constraints on the overall computation time, i.e. constraints
(18), (19) related to the minimum amount of time during
which the generators should stay turned on or off. Moreover,
the proposed if-then-else rules are obtained heuristically in
this article, but as future work we will study a systematic
approach to obtain the rules for assigning the values to the
binary decision variables. We also suggest, as future work,
a comparison between the standard MILP method and the
proposed one on real test scenarios, e.g. using a microgrid
lab setup as the one considered in [15], possibly together with
a decentralized optimization approach using decomposed or
distributed optimization methods. Lastly, we will consider an
extension of our work for the case of a microgrid in islanded
mode.
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