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Abstract—One prerequisite for high-speed imaging in 
dynamic-mode atomic force microscopy (AFM) is a fast 
demodulation of the probe signal. In this contribution, we present 
an amplitude and phase estimation method based on the 
acquisition of four points per oscillation, the sampling frequency 
being phase-locked on the probe actuation. The method is 
implemented on a RedPitaya platform, its clock being generated 
from the actuation signal of the probe. Experimental 
characterizations using square-modulated sine waves show that a 
latency of 500 ns is achieved with a carrier frequency of 10 MHz, 
which is 10-times faster compared to a state-of-the-art lock-in 
amplifier. A tracking bandwidth greater than 200 kHz is 
obtained experimentally. The method is eventually applied to a 
close-loop AFM scan realized using a 15-MHz AFM probe, 
showing its suitability for high-frequency oscillating probes.   

Index Terms—Atomic force microscopy (AFM), field-
programmable gate array (FPGA) implementation, amplitude 
and phase demodulation. 

I. INTRODUCTION 
TOMIC Force Microscopy (AFM) counts among the most 
important instrumental breakthroughs of the last century 

[1]. AFM has been at the origin of, and constantly supported 
the development of nanosciences, micro-nanotechnologies and 
nanobiology by providing not only sample topography down 
to the atomic scale [2] but also valuable spectroscopic 
information [3]. The dynamic modes of AFM, including non-
contact and intermittent-contact modes [4,5], are often 
preferred to contact mode. They are less damaging for the tip 
and the sample and thus well-suited for the study of delicate 
samples like biological materials that would be altered by 
large interaction forces otherwise [6]. In the dynamic modes, 
the AFM probe tip is driven in oscillation close to the 
mechanical resonance frequency of the probe. Any interaction 
force between the oscillating tip and the sample surface 
translates into a change in amplitude, phase and 
eigenfrequency. The detection of the modulation allows 
retrieving the interaction information and obtaining the sample 
topography when supplied to a feedback system controlling 
the tip-to-surface distance [7]. In particular, high-speed 
imaging has received a lot of attention in recent years, 
motivated by the direct observation of fast biomolecular 
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processes [8,9]. This purpose imposes constraints on the speed 
of the AFM feedback loop, which in return has motivated 
several works on the low-latency and high-bandwidth 
demodulation of the probe oscillation. Indeed, any delay 
introduced in the open-loop chain consisting of the probe, the 
demodulator and the z-axis actuator is detrimental to the AFM 
tracking bandwidth. Ruppert et al. have carried out a 
comprehensive review of these techniques [10]. They 
encompass mixing (synchronous) methods derived from the 
lock-in amplifier (LIA) operation [11,12], rectification (non-
synchronous) methods such as rms-to-dc conversion and peak-
hold detection [8,13], and amplitude and phase estimators 
using Kalman and Lyapunov filters [14,15]. Efforts have been 
put to digital implementations able to yield demodulation 
within one oscillation cycle or less for the sake of the tracking 
bandwidth [16,17]. It is worth noting that the methods have 
been mostly applied to AFM cantilevers with resonance 
frequencies up to a few hundreds of kHz, leading to bandwidth 
of a few tens of kHz. More data are given in Table I in the 
appendix.  

Besides that, novel concepts of AFM probes have been 
developed these last years. They offer resonance frequencies 
greater than 10 MHz, even reaching 100 MHz recently, that is 
to say 2 orders of magnitude higher than that of usual AFM 
cantilevers [18-21]. They exploit resonating devices inherited 
from micro-electromechanical systems (MEMS) technology 
[18-20] and most advanced developments propose 
optomechanical transduction schemes [21]. The purpose is to 
push further the imaging speed of AFM and to enhance the 
resolution. Indeed, higher frequencies comes along with 
reduced oscillation amplitudes down to a few picometers 
[19,21], thus allowing operation in the short-range regime of 
forces where chemical interactions give substantial 
contributions to the AFM signal [22]. They also give access to 
spectroscopic experiments at the microsecond and below, 
paving the way to the nanosecond timescale that is unexplored 
yet but of utmost importance to confront experimental data to 
molecular dynamics simulations for example [23].  

These high-frequency oscillating probes require a 
demodulator working above 10 MHz, a frequency greater than 
the one usually met in AFM applications. Moreover, 
considering an imaging rate of 100 kSa/s, which corresponds 
to 10 frames of 100 pixels ´ 100 pixels per second, the AFM 
bandwidth is 200 kHz. These figures show that the probe 
frequency is hundred times greater than the tracking 
bandwidth. It means that the oscillation period, lower than 
100 ns, does not set a significant limitation in terms of latency 
to achieve the desired AFM tracking bandwidth, lifting in 
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particular the requirement for a demodulation in less than one 
cycle. However, the delay introduced by the data numerical 
processing may be limitative in this frequency range. This is 
notably the case of LIAs that feature a demodulation latency 
of a few microseconds (See Table I in the appendix). 

In this contribution, we propose a demodulation method 
based on the acquisition of only 4 samples per cycle, suitable 
for high-frequency AFM probes. The key point lies in using 
the frequency of the probe actuation signal as the reference for 
the automatic calculation of the sampling frequency by a 
multiplication b 4. This approach reduces the speed constraint 
in terms of sampling rate undergone by most of single-cycle 
methods, thus allowing the use of high-resolution ADC and 
ease of implementation. A cost-effective hardware based on a 
field-programmable gate array (FPGA) is employed for 
demonstration experiments. In the remainder of the article, 
experimental results are presented. They highlight the 
amplitude and phase estimation and the demodulation latency 
obtained for carrier frequencies ranging from 5 to 25 MHz. 
The method is then applied to AFM imaging using a 15-MHz 
probe.  

II. PROBLEM FORMULATION OF AMPLITUDE AND PHASE 
ESTIMATION FOR HIGH FREQUENCY PROBES 

We consider the measurement signal of the AFM probe tip 
vibration as an amplitude- and phase-modulated cosine wave: 

 

 𝑦(𝑡) = 𝑎(𝑡) cos*𝜔!𝑡 + 𝜙(𝑡).	, (1) 
 

where 𝜔! is the known angular frequency which the probe 
oscillates at, 𝑎(𝑡) and 𝜙(𝑡) the time-varying amplitude and 
phase of the tip vibration induced by the tip-to-surface 
interaction during AFM operation. Taking into account the 
high frequency of the probe, e.g. 10 MHz, and a typical 
tracking bandwidth of 200 kHz, the amplitude and phase 
signals 𝑎(𝑡) and 𝜙(𝑡) vary very slowly with respect to the 
timescale of the carrier cycle. In particular, if one assumes a 
sine amplitude (or phase) modulation at angular frequency 
𝜔", it means that 𝜔" ≪ 𝜔!. Generally, amplitude modulation 
index 𝛼 is much smaller than 1 when imaging using dynamic 
modes of AFM and 𝑎(𝑡) can be considered as a strictly 
positive value. The problem of amplitude and phase 
demodulation consists in estimating 𝑎(𝑡) and 𝜙(𝑡) from the 
measurement signal 𝑦(𝑡). 

III. PRINCIPLE OF AMPLITUDE AND PHASE ESTIMATION 
The method we propose here relies on the acquisition of 

exactly four samples per cycle of the measurement signal 
𝑦(𝑡). Practically, this is made possible by automatically 
generating the FPGA and sampling clock from the AFM probe 
actuation signal, the clock generation circuit providing a 
multiplication factor of 4. The principle of operation is 
illustrated in Fig. 1. Details of implementation will be given in 
Section IV. Basically, 4 data samples noted 𝑦(𝑡#) with 
i from 0 to 3 are used to estimate the amplitude and phase of 
𝑦(𝑡) at time 𝑡!, where 𝑡! = 𝑛𝑇 and 𝑡# = 	𝑡! + 𝑖 𝑇 4⁄ . 𝑇 =
1 𝜔!⁄  is the carrier cycle period and n is an integer.  

 
 
Fig. 1    Diagram of the principle of operation of the demodulation method. 
The AFM probe actuation signal acts as the reference signal to generate the 
FPGA and sampling clock by using a frequency multiplier by 4. 4 points y(ti) 
of the measurement signal are sampled at ti = t0 + iT/4. They are used to 
calculate X and Y, leading to the amplitude and phase estimates 𝑎(𝑡!)%  and 
𝜙(𝑡!)%  by a rectangular-to-polar conversion. 
 
An estimate of the amplitude 𝑎(𝑡!)8  and phase 𝜙(𝑡!)8  is then 
obtained by calculating: 

 

 𝑎(𝑡!)8 =	√𝑋$ + 𝑌$ (2) 
and 

 𝜙(𝑡!)8 = arctan2(𝑌 𝑋⁄ ) , (3) 
 

where  

 𝑋 = 𝑦%𝑡0&−𝑦%𝑡2&
2  ,  (4) 

 

 𝑌 = 𝑦%𝑡3&−𝑦%𝑡1&
2  , (5) 

 

and arctan2(x) is the four-quadrant inverse tangent function. 
Calculations for amplitude and phase estimation can be 
performed once the fourth sample is acquired at 𝑡 = 𝑡', that is 
to say less than one carrier cycle period after 𝑡!, yielding low-
latency demodulation. It is worth noting that the differential 
calculations in (4) and (5) cancels out any dc offset affecting 
the measurement signal 𝑦(𝑡). 

A. Steady State  
In steady state conditions where 𝑎(𝑡) and 𝜙(𝑡) have 

constant values 𝑎 and 𝜙 respectively, (4) and (5) are 
straightforwardly re-written using (1) as: 𝑋 = 𝑎 cos𝜙 and 
𝑌 = 𝑎 sin𝜙. This leads to 𝑎(𝑡!)8 = 	𝑎 and  𝜙(𝑡!)8 = 𝜙, i.e. an 
errorless determination of the amplitude and phase of the 
signal. 

B. Slowly Varying Amplitude and Phase  
For slowly varying amplitude and phase with respect to the 
timescale of the carrier period T, a first order approximation is 
used to describe the behavior of 𝑎(𝑡) and 𝜙(𝑡) at 𝑡# = 	𝑡! +
𝑖 𝑇 4⁄  as linear functions of time: 
 



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

3 

        𝑎(𝑡#) ≈ 𝑎(𝑡!) + 𝑎̇(𝑡!) × 𝑖 𝑇 4⁄  , (6) 
 

         𝜙(𝑡#) ≈ 𝜙(𝑡!) + 𝜙̇(𝑡!) × 𝑖 𝑇 4⁄  . (7) 
 

Using (1), (4), (5), (6) and (7), X and Y are then approximated 
to the first order as: 
 

𝑋 ≈ [𝑎(𝑡!) + 𝑎̇(𝑡!) 𝑇 4⁄ ] cos𝜙(𝑡!) 
                    −H𝑎(𝑡!)𝜙̇(𝑡!) 𝑇 4⁄ I sin𝜙(𝑡!) ,  (8) 
 

𝑌 ≈ [𝑎(𝑡!) + 𝑎̇(𝑡!) 𝑇 2⁄ ] sin𝜙(𝑡!) 
                     +H𝑎(𝑡!)𝜙̇(𝑡!) 𝑇 2⁄ I cos𝜙(𝑡!) . (9) 
 

In the following sections III.C and III.D we calculate the 
amplitude and phase estimates 𝑎(𝑡!)8  and 𝜙(𝑡!)8  in the case of 
amplitude-modulated and phase-modulated signals, 
respectively. 

C. Amplitude Modulation  
Amplitude-modulated signals are defined for 𝜙(𝑡) = 𝜙 and 

𝜙̇(𝑡) = 0. Using this consideration and first-order calculation, 
we obtain from (2), (3), (8) and (9): 

 
                 𝑎(𝑡!)8 ≈ 𝑎(𝑡!) K1 +

()̇(,!)
.)(,!)

(3 − cos 2𝜙)M (10) 
and 
                 𝜙(𝑡!)8 ≈ 𝜙 + ()̇(,!)

.)(,!)
sin 2𝜙 . (11) 

 

Equation (10) shows that in the worst case, the relative error 
on the estimated amplitude reaches ()̇(,!)

$)(,!)
 . Considering a 

slowly varying signals as we assumed in Section II, this value 
is much lower than 1. In particular, for a sine amplitude 
modulation, the estimation error remains lower than /0"

$0!
 , i.e. 

lower than 10-3 in the case of a 10-MHz AFM probe 
frequency, a 200-kHz modulation frequency, and a modulation 
index 𝛼 = 0.1 . As for the phase estimate (11), the error 
reaches ()̇(,!)

.)(,!)
 in the worst case, i.e. it remains lower than /0"

.0!
, 

which is of the order of 10-4 radians for the sine amplitude 
modulation given just above as an example. 

D. Phase Modulation  
Phase-modulated signals correspond to 𝑎(𝑡) = 𝑎 and 𝑎̇(𝑡) =
0. Using this consideration, we obtain: 
 
                 𝑎(𝑡!)8 ≈ 𝑎 K1 + (1̇(,!)

.
sin 2𝜙M (12) 

and 
                 𝜙(𝑡!)8 ≈ 𝜙(𝑡!) +

(1̇(,!)
.

(3 + cos 2𝜙) . (13) 
 
Equations (12) and (13) show that the estimation errors are 
ruled by 𝑇𝜙̇(𝑡!) that is much lower than 1 for a slowly 
varying phase-modulated signals. In the case of a sine phase 
modulation with a 10-MHz AFM probe frequency, a 200-kHz 
modulation frequency, and a phase deviation 𝛽 = 0.1	rad, 
estimation errors remain lower than  20"

0!
~2. 103'. 

 
Fig. 2    Block diagram of the implementation of the method on the RedPitaya 
platform (RP). The PLL included in the FPGA generates the clock frequency 
fclk by multiplying the actuation signal frequency f0 by 4. ADC samples of the 
measurement signal y(t) are acquired at fsampling = fclk and stored in registers. 
Once four signal samples are available the calculation of X and Y is 
performed. Values are then formatted and converted to magnitude and phase. 
Estimates are finally output thanks to the DACs. 

IV. IMPLEMENTATION DETAILS 
The estimation method was implemented on a RedPitaya 

STEMlab 125-14 platform (RP) featuring a Xilinx Zynq 7010 
system-on-chip (SoC), a dual-channel 14-bit analog-to-digital 
converter (ADC), and a dual-channel 14-bit digital-to-analog 
converter (DAC) [24]. A phase-locked loop (PLL) 
implemented on the FPGA of the SoC was used to generate 
the FPGA clock fclk from the AFM actuation signal. The PLL 
multiplier was set so that fclk was 4 times the frequency of the 
reference f0. The sampling clock of the ADC is locked to fclk, 
thus allowing the acquisition of exactly 4 ADC samples of the 
measurement signal per period T. Note that the clock 
generation of the RP were studied elsewhere in terms of phase 
noise and frequency stability, underlining its suitability for 
most time and frequency applications [25]. The ADC input 
and DAC outputs were configured with a range of ±1 V. 

A block diagram of the main components implemented on 
the RP is shown in Fig. 2. The latency of the whole 
demodulation process has been estimated to 16 FPGA clock 
cycles, i.e. 4 periods of the measurement signal y (t). 

V. EXPERIMENTAL RESULTS 

A. Square Amplitude Modulation 
A test bench was set up to validate the method implemented 

on the RP, consisting of a dual-channel function generator to 
produce the reference signal and a square amplitude-
modulated sine signal. The carrier frequency chosen was 𝑓! =
𝜔! 2𝜋⁄ = 10	MHz, which is of the order of magnitude of the 
resonance frequency of AFM Ring Probes from Vmicro 
[19,26]. A Zurich Instruments HF2LI lock-in amplifier (ZI 
LIA) was used as a reference for performance comparison. 
The ZI LIA input range was set to ±1 V. The cutoff frequency 
of its post-mixing low-pass filter was set to 200 kHz, i.e. the 
highest selectable value.  

14-bit ADC
fsampling = fclk

Actuation signal Probe signal

14-bit 
DAC

14-bit 
DAC

Analog output
Amplitude estimate

Analog output
Phase estimate

Digital output

y(t)

f0

f0

f0

AFM

PLL
Frequency
multiplier ×4

FPGA clock
fclk = 4×f0

y(t0),y(t1),y(t2),y(t3)

(X,Y) calculation

Data formatting

Magnitude and 
phase calculation RP

fclk

SoC-FPGA
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Fig. 3    (a) 10-MHz carrier sine wave amplitude-modulated by a square wave 
with fm = 10 kHz. (b) Amplitude estimate from the RedPitaya platform. 
(c) Demodulated amplitude signal with the ZI LIA. 
 

 
Fig. 4    (a) 10-MHz carrier sine wave amplitude-modulated by a square wave 
with fm = 10 kHz. (b) Amplitude estimate from the RedPitaya platform. 
(c) Demodulated amplitude signal with the ZI LIA. (d), (e) and (f): Close-
view of (a), (b) and (c) respectively, from 0 to 1 microsecond. 
 

The reference and modulated signals were simultaneously 
applied to the RedPitaya platform (RP) and the ZI LIA inputs 
through 50-ohm power splitters. Analog outputs as well as the 
modulated signal were recorded using a four-channel digital 
oscilloscope.  

Time responses of RP and ZI LIA amplitude outputs RRP 
and RLIA are plotted in Fig. 3 for a square amplitude 
modulation. 10000 data points were acquired for each channel. 
It can be seen in Fig. 3b that the RP delivers a faster output 
than the one of the ZI LIA, which is delayed with a noticeable 
rise time (Fig. 3c). In Fig. 4, we show a closer view where it 
can be observed in Fig. 4b and 4e that the estimation latency is 
about 0.5 µs for the RP whereas the ZI LIA signal starts rising 
after ~5 µs (Fig. 4c). Moreover, the steady-state value of 
amplitude output is reached in ~100 ns for the RP estimation, 
a significantly shorter value than the ~3 µs required by the ZI 
LIA. Note that this longer transient time is ruled by the post-
mixing filter of the ZI LIA that also explains a slightly better 
noise rejection. 

  

 
Fig. 5    (a) 10-MHz carrier sine wave phase-modulated by a square wave with 
fm = 10 kHz and a 90-degree phase shift. (b) Phase estimate from the 
RedPitaya platform. (c) Demodulated phase signal with the ZI LIA.  
 

 
Fig. 6    (a) 10-MHz carrier sine wave phase-modulated by a square wave with 
fm = 10 kHz and a 90-degree phase shift. (b) Phase estimate from the 
RedPitaya platform. (c) Demodulated phase signal with the ZI LIA. (d), (e) 
and (f): Close-view of (a), (b) and (c) respectively, from 0 to 1 microsecond. 
 

B. Square Phase Modulation 
The same test bench and experimental conditions as in the 

previous section were employed to study the time responses of 
the RP and ZI LIA phase outputs 𝜙RP and 𝜙LIA to a 90-degree 
square phase modulation. Data are plotted in Fig. 5 and 6 for 
the sake of a comparison. As it can be observed, the same 
analysis as for amplitude modulation applies to phase 
modulation: the RP achieved phase estimation with a latency 
of ~0.5 µs whereas it is delayed by about 6 µs for the ZI LIA. 
Steady-state values of phase estimations are reached in about 
120 ns and ~3 µs for the RP and the ZI LIA, respectively. 

C. Demodulation Latency 
The two previous sections have evidenced that the proposed 

method implemented on the RP is able to detect and output a 
change in the amplitude or in the phase of a 10-MHz signal 
with a delay shorter by one order of magnitude compared with 
the ZI LIA. To go further in the analysis, we studied the 
latency of the responses as a function of the frequency of the 
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carrier signal f0. In the following, the latency is defined as the 
delay required to reach half of the steady-state response after a 
change in the modulated signal. The measurement results are 
given in Fig. 7. The range f0 from 5 to 25 MHz is studied, the 
upper value being limited by the maximum clock frequency 
fclk supported by the RP. In the case of the ZI LIA, the latency 
appears to be independent of the carrier frequency, with an 
average of 6.46 µs for amplitude demodulation and 7.10 µs for 
phase demodulation. These values are in good agreement with 
the specifications of the instrument giving a lag time of 7 to 
10 µs. On the contrary, the RP features a latency that 
decreases from 875 ns to 225 ns as the carrier frequency f0 
increases from 5 to 25 MHz. More in details, the latency-
versus-frequency plot fits a hyperbolic law given by 𝜏 = 75 +
4 4!

#

5!
, where 𝜏 is the latency in nanoseconds. 𝜏 can be re-

written as 𝜏 = 75 + 4𝑇Z , where 𝑇Z  is the carrier period in 
nanoseconds. This law is in very good agreement with what 
expected by the implementation described in Section IV. 16 
system-clock cycles corresponding to 4 carrier periods are 
indeed required by the RedPitaya platform to perform the 
estimation: the higher the carrier frequency, the higher the 
system-clock frequency and the shorter the processing time. A 
constant delay of 75 ns adds up to this processing time that we 
attribute to transmission delay in cables and to electrical delay 
of the analog input and output amplifiers of the RedPitaya 
platform.  

D. Sine Amplitude and Phase Modulations 
A second test bench was set up to study the frequency 

response of the RP to sine amplitude- and phase-modulated 
signals. It consisted of a Zurich Instruments HF2LI LIA with 
multi-frequency and modulation options that produced the 
reference signal and the modulated signals applied to the RP. 
The carrier frequency and peak amplitude were chosen to be 
𝑓! = 𝜔! 2𝜋⁄ = 10	MHz and 500 mV, respectively. We varied 
the modulation frequency 𝑓" = 𝜔" 2𝜋⁄  from 1 kHz to 1 MHz. 

 
Fig. 7    Latency of the amplitude output (squares) and phase output (circles) 
versus the carrier frequency f0 for the RP (in red) and ZI LIA (in blue). Error 
bars correspond to a measurement uncertainty of half a carrier period. Dashed 
lines are plotted as guides for the eye. In the case of the RP latency, it 
corresponds to a hyperbolic fit. The ZI LIA post-mixing low-pass filter is set 
at its maximum cutoff frequency of 200 kHz. 

 
Fig. 8    Frequency response of the amplitude output of the RP to an 
amplitude-modulated input with a carrier frequency f0 = 10 MHz. 
 

 
Fig. 9    Frequency response of the phase output of the RP to a phase-
modulated input with a carrier frequency f0 = 10 MHz. 
 

Modulation index was set to 0.1. The analog outputs for 
amplitude and phase estimates from the RP were 
synchronously demodulated at frequency 𝑓" by the ZI LIA. 
Figure 8 presents the frequency response to an amplitude 
modulation. Results show that the magnitude response of the 
amplitude estimate of the RP is flat over a 200 kHz 
bandwidth, which is consistent with the calculations in Section 
III. It decreases perceptibly as the modulation frequency 𝑓" is 
increased up to 1 MHz, featuring however a slight bump 
around 𝑓" = 250	kHz that we have no evident explanation 
for. As for the phase response of the amplitude estimate, it 
decreases regularly with the modulation frequency 𝑓". This is 
explained by the latency 𝜏 ≈ 500	ns	of the RP at the carrier 
frequency 𝑓! = 10	MHz that causes a drift of the phase 
response proportional to the modulation frequency 𝑓". The 
frequency response to a phase modulation is shown in Fig. 9. 
The phase estimate of the RP behaves similarly to the 
amplitude estimate in Fig. 8 and the same analysis applies. 

E. Measurement Resolution 
The measurement resolution is defined by the smallest 
amplitude or phase change in the input signal that can be 
detected and translated into a voltage change at the analog 
outputs of the RP. The 14-bit DACs combined with the ±1 V 
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output range limit the output signal resolution to 122 µV, 
which corresponds also to the minimum voltage change we 
were able to observe with the oscilloscope. This being taken 
into consideration, we first checked that the amplitude 
estimate varied linearly with the input signal amplitude up to 
1.5 Vpp and we determined that the minimum detectable 
change in the input signal amplitude was 0.5 mVpp, 
corresponding to a 120-µV change in the amplitude estimate 
output signal. Given the ±1 V input range of the ADC of the 
RP, this yielded a 72-dB dynamic reserve. We performed 
similar experiments to determine the phase resolution of the 
RP. We obtained an experimental resolution of 0.2 degree, the 
full-scale of the phase measurement being 360 degrees. This 
phase resolution value was achieved for an input signal 
amplitude ranging from 50 mVpp to 1.5 Vpp. 

F. Sensitivity to noise 
In the previous experiments, signals were provided by a 

function generator. In an AFM application, the probe 
oscillation signal would have some superimposed noise. In 
order to investigate the sensitivity of our demodulation 
method to noise, we analyzed the amplitude output of the RP 
when the frequency of a small signal acting as an added noise 
is swept and applied to the input. In the measurement plotted 
in Fig. 10, the demodulator frequency is fixed to 10 MHz. As 
one can expect, we observe that the noise sensitivity is 
maximal at the demodulation frequency. For lower 
frequencies the noise sensitivity decreases monotonically. It 
theoretically tends to 0 at dc as expected from the differential 
calculations (see Section III for details of the method). Nodes 
in the sensitivity response for even harmonics of the 
demodulation frequency are explained similarly. On the 
contrary, maxima of noise sensitivity occur for odd harmonics, 
which is understood as an aliasing effect in relation to the 
sampling frequency of the RP. The sensitivity to noise is 
obviously higher than for other synchronous methods making 
use of 10-20 samples per period typically, which offers some 
level of filtering and greater noise rejection. The main 
drawback of our method lies in its poor noise rejection at the 
frequencies of odd harmonics of the carrier signal. 

 
 

 
Fig. 10  Noise sensitivity versus frequency of the demodulation method 
obtained from the response to a sine small signal swept from 2 to 50 MHz. 
The demodulation frequency f0 of the RedPitaya platform is set to 10 MHz in 
the experiment. 

 

 
Fig. 11  AFM image of a block copolymer sample surface obtained using the 
proposed demodulation method implemented on the RedPitaya platform. Scan 
size: 490 nm ´ 490 nm (200 pix. ´ 200 pix.). Acquisition time: 4 s. The 
dashed line in the AFM image indicated the location of the cross-section. 

G. AFM imaging 
The demodulation method implemented on the RP was used 

in a dynamic mode AFM experiment so as to demonstrate its 
functionality and suitability in a real case application. A 
homemade AFM microscope was used for the experiment, 
which consists of a XYZ PicocubeTM piézo scanner (P-363 / 
E-536, Physik Instruments) and a controller based on a 
CompactRIO 9035 system (National Instruments). The AFM 
probe was a Ring Probe (Vmicro) with resonance frequency of 
𝑓! ≈ 15.86	MHz and quality factor of about 200 [26]. This 
high-frequency probe based on MEMS technologies integrates 
capacitive electromechanical transducers for driving and 
sensing the tip oscillation. Further details of the probe 
operation are given in Ref. [19]. We used amplitude-
modulation mode AFM. The setpoint was set to 99 % of the 
free-air amplitude estimated to be 50 pm. A block copolymer 
sample was scanned and Fig. 11 shows the image. A lamellar 
structure is observed, corresponding to the stiffness contrast of 
the hard and soft self-structured domains of the copolymer 
material. This result should be compared with those of Ref. 
[19], obtained on a similar material yet using a LIA 
demodulation, and showing that the image quality is identical. 

VI. CONCLUSION 
We have introduced in this article a fast amplitude and 

phase estimation method designed for high-frequency atomic 
force microscopy probes. One key feature is the low latency 
achieved thanks to a short signal-acquisition and data-
processing time. We implemented the method on a RedPitaya 

1M 10M 100M
-20

-15

-10

-5

0

 Frequency (Hz)

 

N
oi

se
 s

en
si

tiv
ity

 (d
B)

100nn 200nn 300nn 400nn 500nn

2nm

4nm

6nm

8nm

 

 



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

7 

STEMlab 125-14 platform. We demonstrated a 500-ns 
demodulation latency at 10-MHz carrier frequency (225 ns at 
25 MHz), a value smaller by one order of magnitude 
compared to state-of-the-art methods working in the same 
frequency range. This low latency is essential to extend the 
tracking bandwidth of the AFM beyond 100 kHz, i.e. for high-
speed imaging in close-loop configuration with high-
frequency probes. Other characterizations have highlighted the 
bandwidth in response to amplitude- and phase-modulated 
signals as well as the resolution and the noise sensitivity. The 
authors believe that this estimation method will be useful for 
high-speed AFM exploiting high-frequency probes recently 
appeared in the literature, as a contribution to minimizing the 
time-delay associated with components in the microscope 
feedback loop. In this context, the AFM experiment using the 
proposed method demonstrates that the concept is functional 
for AFM imaging with a 15 MHz probe. 

APPENDIX 
TABLE I 

COMPARISON OF DEMODULATION METHODS USED IN AFM APPLICATIONS 

Method 
Carrier 

frequency f0 

(MHz) 

Demodulation 
latency 

(µs) 

Demodulation 
bandwidth 

(kHz) 
Reference 

Synchronous methods 

LIA ZI HF2LI ≤ 50 7 200 [27] 
LIA ZI UFHLI ≤ 600 3 5000 [27] 
Coherent 
demodulation 0.088 50 N/A [17] 

High-bandwidth 
LIA 0.1 N/A 40 [12] 

Kalman filter 0.137 N/A ≈30 [14] 
Lyapunov filter 0.05 ≈5 50 [15] 
Proposed 
method 5 to 25 0.5 

(f0 = 10 MHz)	 200 This work 

Non synchronous methods 

RMS-to-DC ≤ 1 5 
(f0 = 1 MHz) 200 [8,28] 

Peak-hold ≤ 1 1 
(f0 = 1 MHz) 250 [8,28] 
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