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Efficient Multiple Line-Based Intra Prediction
for HEVC
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Abstract—Traditional intra prediction usually utilizes the
nearest reference line to generate the predicted block when
considering strong spatial correlation. However, this kird of
single line-based method does not always work well due to aeést
two issues. One is the incoherence caused by the signal nowe
the texture of other object, where this texture deviates fron the
inherent texture of the current block. The other reason is that the
nearest reference line usually has worse reconstruction @ity
in block-based video coding. Due to these two issues, this pex
proposes an efficient multiple line-based intra predictionscheme
to improve coding efficiency. Besides the nearest referendmme,
further reference lines are also utilized. The further refeence
lines with relatively higher quality can provide potential better
prediction. At the same time, the residue compensation is
introduced to calibrate the prediction of boundary regions in
a block when we utilize further reference lines. To speed up
the encoding process, this paper designs several fast algbms.
Experimental results show that, compared with HM-16.9, the
proposed fast search method achievez0% bit saving on average
and up to 3.7%, with increasing the encoding time by112%.

Index Terms—Intra prediction, High Efficiency Video Coding,
multiple line, quality analysis, residue compensation.

I. INTRODUCTION
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Fig. 1. HEVC intra prediction. (a) 35 modes. (b) Angular pecéidn

illustration.

intra predictions are allowed. By contrast, HEVC uses a
more flexible quadtree structure to choose the best block
size adaptively, with the newly introduced concepts of ngdi
unit (CU), prediction unit (PU), and transform unit (TU) [5]
PU carries prediction information such as intra directiamnd
varies from4 x 4 to 64 x 64. TU is the basic unit for intra

NTRA coding is important for video coding to explore theprediction, and varies from x 4 to 32 x 32. All TUs in a
spatial correlation. In the newly published High Efficiency?U will share the same prediction direction. As the panmiiio
Video Coding[[1] standard, many new technologies have beefiPU and TU provide the flexibility to adapt the content, it

introduced for intra coding. These improvements have ltelpgnproves intra coding efficiency. In addition, HEVC intraxhs
HEVC become a state-of-the-art video compression scherntee adaptive scanning order and discrete sine transforf(DS

which can provide a similar perceptual quality with abbff;

to further improve intra coding efficiency.

bitrate saving compared with its predecessor H.264/AVC [2] Fig. [ shows the intra prediction in HEVC. For angular
In HEVC, the number of intra modes has been extendggediction, each pixel is projected to the nearest referdine

to 35 which includes planar mode, DC mode, a3&langular

along the angular direction. A two-tap linear interpolatfiter

modes|[3]. This kind of fine-grained modes can provide mowgth 1/32 pixel accuracy is used to generate the prediction,
accurate prediction by leading to lower residual power whethere the filter coefficient is the inverse proportion of thve t
compared with the intra prediction in H.264/AVC, in whichdistances between the projected fraction position andnits t
there are onlyd modes|[4]. In H.264/AVC, the macro blockadjacent integer positions. For DC mode, the average of the

size is fixed onl6 x 16. Only 4 x 4, 8 x 8, and 16 x 16
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pixels in the nearest reference line is as the predictolinBar
interpolation is used in planar mode.

There are many works that further improve intra predic-
tion. To better explore spatial correlation, many works [6—
10] model the correlation between adjacent pixels as a first
order 2-D markov process, where each pixel is predicted
by linearly weighing several adjacent pixels. The weigiin
in the Markov model need to be trained off-line. Another
typical technology used for improving intra predictionnsage
inpainting, and it can be subdivided into edge-based|[1],, 12
partial differential equations-based [13, 14], and tetliation
based [[15] methods. In additiohai et al. propose an error
diffused intra prediction algorithm for HEVC [16Fhang et
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al. propose a position-dependent filtering method [17].In [18 Original Nearest prediction Further prediction
an iteratively filtering-based scheme is proposed. The hesig I,,, < I —

prediction with two directions has also been investigate i i ¢ h

in [19-+21]. Recently,Chen et al.have proposed to encode gl § v i

‘ i > Noise "
one half of the pixels in a block first, and the remains ai —-F ‘
reconstructed by interpolations [4]. The coding gain mainl \ ,
comes from the prediction distance being shortened. Noise stripe

However, these aforementioned works and the intra pred
tion in the HEVC standard only utilize the nearest referenc (@)
line to generate the prediction. Actually some further oegi
can also be utilized as there may exist similar content whi I_
can be used as the predictor. One famous technique is - |
template matching [22—25] which searches similar nontoc
content by using the neighbor reference pixels as an iraticat
It performs well on the situation that there are many repkat
patterns. As there is a searching procedure for both encoi
and decoder, it has a high level of complexity, especially fc
the decoder. Another similar technique is the intra blogkyco o _
[2€], which is commonly used in screen content coding. When (b) . . p Diection ottexturen
compared with template matching, the major differenceas th
the predictor is directly indicated by displacement vecitnis Fig. 2. The examples of possible cas8sx 8 block. The left block is

; ; ; the original block. The middle block is the predicted bloangrated by the
avoids the SearChmg procedure at the decoder side. nearest reference line. The right block is the predictediblgenerated by the

In this paper, we propose taking advantage of the l0Ggkner reference line. (@3QTerrace best direction of nearest prediction: 26:
further regions, namely the further reference lines. The ubest direction of further prediction: 26. (FeopleOnStreetbest direction of

lization of further reference lines has been investigated fearest line: 7; best direction of further line: 6.
[27]. However, our method is different from_[27], and the
detailed comparison will be described in Section Ill. Thekvo
[27] was implemented on H.264/AVC reference software, amgntrol encoder complexity. 3) Based on residue compesrsati
its method without gradient achievés2% gain on average, and fast algorithms, we propose an efficient multiple line-
with increasing the encoding time by228%. The method based intra prediction scheme. The predictions generateu f
with gradient in [27] achieve€.0% gain on average, with different reference lines, including the traditional picgin
increasing the encoding time B836%. In addition, multi- generated from the nearest reference line, are selected by
ple line-based intra prediction was proposed for JEM (Joitlie rate distortion optimization to choose the best préaufict
Exploration Model) [[28] 29]. for each block. Experimental results verify that the praubs
Two main reasons motivate us to develop the multipl@lgorithm is effective. For all intra coding, the bit saviof
line-based intra prediction method. One is that the neargsé proposed fast search scheme&.&% on average, and up
reference line may have signal noise or the texture of other3.7%, with increasing the encoding time iy 2%. The bit
object, where this texture is inconsistent with the inheresaving of full search scheme %3% on average, and up to
texture of the current block. This will cause the incoheeend.3%.

between the nearest reference line and current block, anérne rest of this paper is organized as follows. Section I
then decrease the prediction accuracy. In such cases, U§ifigsals the motivation of the proposed method with detailed
the further reference lines is helpful because more priedist ,n5\yses. Section Il introduces the proposed methoddiiredy
are provided for choosing. The other reason is that the piXghe pasic framework, residue compensation, and correspgnd

in different positions of a block have different reconstiie 55 aigorithms. Experimental results are presented itiGec
quality. In most block-based video coding frameworks, thg§ section V concludes this paper.

residues are quantized in the transform domain. The unequal

frequency quantization error in the transform domain veild

to different spatial quantization errors in the pixel dom[&i0].

In general, the boundary of a block has a larger quantization 1.

error (i.e. worse quality), especially at the corners. Se th

nearest reference line utilized by traditional intra po#idin

solutions is often with worse quality. As introduced in the previous section, we are motivated by
Because of these two reasons, this paper designs a ntwle reasons to develop the multiple line-based intra ptixtic

tiple line-based intra prediction scheme to improve codiregcheme. In this section, we will analyze them in detail. tFirs

efficiency. The main contributions of this paper are as folve analyze the incoherence caused by signal noise or the

lows:1) A residue compensation procedure is introduced texture of other object. Then we concretely reveal the uakqu

calibrate the prediction when further reference lines amdu reconstruction quality of different regions in a block, aisl

2) This paper designs several fast encoding algorithms itdluence on intra prediction.

“Other texture

ANALYSIS OF INTRA PREDICTION
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Fig. 3. The percentage of each reference line. The nearesenee line:
Lo. The further reference lines:1, L2, and L3.

A. Incoherence Between The Nearest Reference Line and *
Current Block

In essence, the angular prediction in HEVC is a copying
based process with the assumption that visual contenifsllo (c) (d)
a pure direction of propagation. Since the pixels with skrort
distance generally have stronger correlation in a picturgg. 4. The variance of spatial quantization error in HEV@ancoding,
HEVC only uiizes the nearest reference line to predict ™ comporert. ausntiaion parencter. 37 The weascenlcuated
current block. However, the nearest reference line can n@plied because the intra coding uses the reconstructitrowtiin-loop filters
always predict well due to the incoherence, which is causagithe predictor. (a)(d): 4 x 4 ~ 32 x 32.
by signal noise or the texture of other object. During video

acquisition, the noise is introduced. If the nearest refeze ) . )
line is noised and used for prediction, the noise will alsBf fivé sequencesSiasketballDrill, BQTerrace, Cactus, Traffic,

be propagated into the whole predicted block, forming tf'd PeopleOnStregt Each picture will be partitioned into
noise stripe. The noise stripe will make the prediction devi Non-overlapped blocks with a fixed size for prediction, vener

from the original. In addition, the texture of other objecayn W€ investigate the block sizesx 8 and 16 x 16 separately.

emerge on the nearest reference line, where the texturel% €xclude the influence of the quantization error in the

inconsistent with the inherent texture of the current blockeference line, the prediction is generated by the original
This kind of other texture will break the prediction of inkat pixels of the reference line rather than compressed piels.

texture. These two issues will cause the incoherence batwddS figure, although the nearest reference lig) (takes the
the nearest reference line and current block. We illustate '27gest percentage, there are still up4to blocks choosing
examples corresponding to the two issues, as shown if] Figﬁf.th_efr reference linesl(y, L», andL3) for 8 x 8 bloc.:ks.. Th,'_s
Fig. 2 (a) shows an example of signal noise, and Fig. 2 Bpmflcant percentage sh(_)vv_s the potential benefits |f2|_mjj

is an example with other texture. From the middle block, wirther reference lines. Similarly, the percentage of s
can see the prediction generated by the nearest referemce fiirther reference lines in6 x 16 blocks is40%.

has an obvious deviation from the left original block, which

is not what we expect. B. Reconstruction Quality of References

For this reason, we expect to utilize the further referencein most video/image coding frameworks, the residue is
lines to seek potential better prediction when there exisfsganized as block and quantized in the transform domain.
incoherence. This is because that further reference lires nThe quantization introduces the frequency quantizatioarer
have less noise or may keep the inherent texture of tag the transform and inverse transform are linear operation
current block. In the two aforementioned examples, thénurt the spatial quantization error in the pixel domain is the
reference line can provide more precise prediction, as showiverse transform of the frequency quantization error ia th
in the right block in FigP. transform domain. Furthermore, from a statistical perspec

This kind of incoherence is not uncommon in intra predidhe relation between the variance of spatial quantizatioor e
tion, and there exist many cases that further referencecine and that of frequency quantization error also can be derived
provide better prediction. To verify our assumption, wdexil theoretically. Robertson et al[30] present the relation for
the percentage number of each reference line if using ttiee discreet cosine transform (DCT). They conclude that the
multiple reference lines, as shown in Higj. 3. The best refeze locations near the block boundary have relatively highatiab
line of each block is chosen from the nearest 4 referenqaantization error variance for smooth signals whose s$igna
lines according to the sum of absolute transformed diffeesn energy is mainly contained in the low frequency coefficients
(SATD) between the predicted block and the original blockdn the contrary, for signals that contain significant high-
where each reference line will check 35 directions just dsequency content, such as textured regions, the innelspixe
HEVC intra prediction. The statistic is from the first pictur of a block have higher spatial quantization error variance.



H Extend M, 1 Extend M,

In most cases, the smooth blqcks take a larger proportion g /J\
a sequence when compared with the complex texture bloc '
leading to the error variance of the boundary region beir
larger than that of the inner region, according to the casiolu
of [3Q]. To verify the inference, we calculate the variande ¢
the spatial quantization error using statistics. Fify. 4wsho
the variance of spatial quantization error for differenddi
sizes of five sequence8dsketballDrill, BQTerrace, Cactus,
Traffic,andPeopleOnStregt These sequences are compresst
by the HEVC reference software HM-16.9 with all intre
configuration, and the quantization parameter (QP) is set
37. From the figure, we can see that the border has the wc
quality in a block, especially at the corners. However, tt |
right most column and the bottom most row with the wors MendM{
quality are exactly the reference pixels used for tradalon
intra prediction. This deviates from our expectation tha t |
reference pixels used for prediction should be high quality Offset M
is noted that the 4x4 luma block takes DST in HEVC intra
coding, and blocks with other sizes use DCT. Neverthelegég,' 5
these blocks follow similar characteristics from the qtyali

distributions shown in Fid.]4. In the generation of a predicted block, the further refeeenc

Further reference lines with relatively better quality Iwil . . o
. ) : - . : line takes the same rule as the nearest reference line, \ighich
bring more benefits for intra prediction. To verify this, we

: . .. . specified in the HEVC standard [3]. For the 33 angular direc-
collect the percentage numbers just like the analysis in[Fig ) : . .
o . . tlpns, each pixel of predicted block is projected to refesen
We merely generate the prediction with the compressedsp|x? e '
. o : . ine L), along the direction, then the interpolated value (at

of reference lines rather than original pixels, where thelQP1/32 ixel accuracy) is used as the predictor:
37 for compression. We find that the percentage of prediction P Y b '
from further reference lines has increased frénh¥ to 60% —((32—2 )1 P +16) >> 5. (1
for the 8 x 8 block. The increase of9% verifies that further " ( W) MMt 2y Ti—a-1 +16) @)
reference lines with better quality have higher possipitift p, , is the predicted value of each pixel, wherandy are the
being chosen. Similarly, the percentage of titex 16 block column and row index, respectiveli, 0) represents the most
increases froml0% to 61%. In this subsection, we concludetop-left pixel in the current predicted block, , is the recon-
that the further reference lines with relatively better lgya structed value of pixel atz,y) position in other neighboring
have a stronger reason to be utilized in video coding. blocks which have already been coded. In particular, ;1
andr;41,_p—1 are the two adjacent pixels corresponding to
the projected subpixel in reference lide,. >> denotes a
_ _ _ bit shift operation to the right. Reference pixel indexand

Based on the analyses from the previous section, this papgérpolation parametey, are calculated according to position
proposes an efficient multiple line-based scheme for HEVIC. bf current pixel and the projection displacemeh(a value

this section, we first introduce how to generate the predictgqom —32 to +32 as shown in Fig]1 (a)) which is associated
block with a further reference line, since it is the basis ifith current prediction direction.

the proposed method. In the procedure of predicting with

further reference lines, some affiliated information casoal oy =((y+M+1)-d)>>5

be obtained. To take the full advantage of this information, zy=(y+M+1)-d)&31 %)

we propose a residue compensation as a post processing to

further refine the predicted block. Besides coding efficjenc

we also care about the encoding complexity. For this reasevhere & is bitwise AND operation. Equatiors (1) afdl (2) de-

a fast solution is designed, into which several accelanatifine the generation of prediction for vertical modes (i.e deo

algorithms are incorporated. 18 ~ 34). Meanwhile, the reference lingé,, is reorganized

as a unified reference row (i.e. projecting the left refeeenc

column to extend the top reference row toward left, and more

details can be found in[3]). For horizontal modes (i.e. mode
In the proposed scheme, the structure of the multipfe~ 17), the prediction is derived identically by swapping the

reference lines is organized as shown in Elg. 5. Each referen: andy coordinates in EquationEl(1) arid (2), and thg is

line is indicated by an index.;; (the nearest reference linereorganized as a unified reference column (i.e. projectieg t

corresponds to indeX,). From Fig[%, we can see that therdop reference row to extend the left reference column uppard

exists an interval between the reference lihg; and the For DC mode, the average of the reference libg is

predicted block, whose offset i&l. used as the predictor. In planar mode, each pixel is a bitine

——Reference line Ly,

Extend M Offset M

Block size N

The structure of the multiple reference lines.

IIl. MULTIPLE LINE-BASED INTRA PREDICTION

1=+ cy,

A. Prediction Generation



interpolation:

pr =(N—-y—-1)re -1+ Y+M+1)-r_p_1n) Offset 1~ Lx

P, =(N—z—1)-r_yay+@+M+1)-ry_p-1) Original =

Pey = (p;/y + pgy +N+M)/(2-(N+M)). prediction block |2 -
3

WhenM equals td), the Equationg{1)[{2), andl(3) exactly de

fine the angular and planar prediction for the nearest reéere .

line Ly, which is same with that defined in HEVC standar compensation

[3]. It is noted that our prediction method with the furthe

reference lines is different from _[27]. In_[27], the furthel (a) (b)

reference line is used to replace the nearest reference |
(the top row uses vertical replacement, and the left colun

uses horizontal replacement), and then the replaced nea I Y] r. K
v

Residue

Vertical

reference line is used for generating prediction. As farhas t
angular prediction is concerned, the methodLlin [27] will nc I
follow the assumption that the visual content follows a pul
direction of propagation. K

When generating the predicted block with the nearest refi
ence lineLy, 4N + 1 pixels will be utilized. More generally,
4(N 4+ M) + 1 pixels will be utilized forL,, in the proposed
method because of the existence of the interval. The extenc
pixels are illustrated in Fig.]5. For each reference ling tt
unavailable pixel padding and the reference pixel smogthi
follow the same manner with the nearest reference line in t
HEVC standard|[5].

The reference line index.,, will be transmitted into the
bit stream. It is coded using a similar way to code referen:
picture index. For example, if there are 4 reference lines, v
use 0,10, 110, and 111 to indicakg to L3, respectively. In

Horizontal Both-side
compensation compensation

(c) (d)

N
3

the proposed method, the reference _Iine index i_s implenden Parallel // Bi-directional
at the CU level. All PUs and TUs in a CU will share the compensation 4 compensation
same reference line index. The chroma components will ret
the downsampled reference line index of its correspondi (e) (f)
luma component. For example, in 4:2:0 formag is used
for chroma components if, or L, is used for luma. B Residue === Direction of prediction
Prediction Direction of residue compensation

B. Residue Compensation

From the structure of further reference line shown in Figdfig- 6. The residue compensation types for different intesdjgtion modes.
B, we can see that there exists an interval between furt resdue 'luggét('g)nB(Obt)rﬁgg%'&pfofroggofﬁ ;é'ngcr) mggze‘.’r}g' P e
reference line and the predicted block. The interval reg@mm type for model4 ~ 22. (f) Bi-directional type for mode and 34.
also be predicted by the further reference line. In addition
the reconstructed pixels of the interval are available & th
current block is not located on the boundary of a picturehown in Fig[® (a). To improve compensation efficiency, this
So the residue can be estimated by subtracting its “newaper designs several residue compensation strategidgpo a
prediction from its reconstruction, where the new predicti to different intra modes, and they are described subselguent
means the prediction generated by the further referenee lin The vertical residue compensation is performed on the first
The residue of the interval is the affiliated information imow of a predicted block. It can be formulated as
utilizing the further reference line, and can be used tdcate
the prediction because we assume that the residue also has a P74y = Pay + Wy - (rz,~1 = Pz.-1), y=0. (4

spatial correlation in some degree. pi, is the predicted value after residue compensation.

This paper proposes compensating the residue to the bougithicates the compensation weight. In the proposed method,

aries of a predicted block. Considering the assumption th@lrica) residue compensation will be used for angularcdire
spatial correlation is stronger with the distance ShoMe, iqng around horizontal intra direction (i.e. mode~ 13 ).

only compensate the residue of the nearest reference late. &, weightw is calculated according to the mode index:
this reason, we will predict a larger block whose size equals

the original block size plus one to get the nearest residsie, a w, = (14 — abs(dir — HOR)) - 3/64, y=20, (5)



where thelir is the current intra mode index, adfiO R is the
horizontal mode index (i.€.0). The weight will be larger when . EwloResicomp
the deviation between current intra direction and horiabnt ../ resicomp
direction is smaller. The vertical compensation is illagd
in Fig.[8 (b).

Similarly, the horizontal residue compensation acts on tl
first column of a predicted block, which can be regarded as
transposition of vertical residue compensation. It is smamv oo :
Fig.[d (c). The horizontal residue compensation is desidoed The Block Line Index The Block Line Index

The Line MSE of Prediction Error The Line MSE of Prediction Error

i w/o ResiComp

directions around vertical intra direction (i.e. mozie~ 30 ). () (b)

The both-side residue compensation is applied on the top
and left boundaries. The top rows are with vertical residugy. 7. The MSE of prediction error. The MSE is the averageasheline
compensation, and the left columns are with horizontatitesi including one row and one column. The block line index O iaths the most
; ; : top row and most left column. The block line index 1 indicatke second
compensatlon. _It can be regard_ed as the Fomblnatlon tgjg row and second left column. The block line index 2 indésathe third
vertical and horizontal compensation, merely it will p&no top row and third left columnQP 37 (a) 8 x 8. (b) 16 x 16.

on multiple lines. It can be formulated as

Doy + Wy (o1 = Pa,—1), Yy <K is as follows
Dy = (6)
Pay +We - (ro1y —p-1y), <K, Poy T Wy (Motyiim1 = Potyrio1)s y < K
Dy =
WhereK is the pa}rameter representlng the nL_meer of compen- Doy +We - (Pt opyt1 —Potaiyr1), = <K.
sated lines, and is set as 3 for both-side residue compensati 9)
in implementation. The weight is calculated according to The K is also set as 3 for bi-directional compensation in the
the distance to the residue: implementation, and the weight is same as both-side com-
pensation in[{7). Similarly, the top-left parh € =,y < K)
wg = (A—k)/B, k<K, (7) will also perform the compensation from both the top and left

residue, where vertical compensation is applied first.

where k is the row or column indexA and B are the  To verify the benefit of residue compensation, we calculate
parameters, which are set as 3 and 4 in implementation.the mean square error (MSE) between the predicted block and
equation [(V), the compensation weight will be smaller whehe original block when the residue compensation is dighble
the pixel has a larger distance to the residue (i.e., whenenabled. In our method, we only compensate the three top
k is larger). This is because that the residue correlationrsws and left columns at most for all block sizes, and the
weaker when the distance is longer. Hig. 6 (d) shows tkempensation intensity decays from the boundary to therinne
illustration. The gradually changed color indicates ttensity of block. Thus, we present the MSE change of the three lines,
of compensation weight. I](6), it is noted that the top4eftt as shown in Fig[J7. The experiment setting of this statistic
(0 < z,y < K, denoted by the region within dotted lines) willis same with that in Fig]3. We merely use the compressed
perform both horizontal and vertical compensation, whiaee tpixels of reference lines to predict, where the QP is 37 for
vertical compensation is prior to horizontal compensation compression.

the proposed method, the both-side compensation is used fofor each instance in Fifl] 7, the left one only uses multiples

DC and planar modes. reference lines, but the residue compensation is disabeel.
The parallel compensation follows the same direction witlight one enables the residue compensation. From the figure,
the intra angular direction, as shown we can see that the residue compensation can obviouslyeeduc

the prediction errors of the three boundary lines. The gera
Piy = Doy +Wmin(z,y) - (Tar yr —Daryr), o< K ||y <K, MSE ofthe first block line (i.e. the most top row and most left
(8) column) can decrease 47.6 fog x 16 blocks if using residue
where the(z*, y*) is the location by projecting thee, y) pixel compensation. It verifies that the residue can help caébrat
to the nearest reference line along the angular directfadhel prediction well on this region under the assumption that the
projection is located on a fractional position, thg ,~ and residue also has a spatial correlation.
.+ 4+ are interpolated by the two adjacent pixels, same with After residue compensation, we continue to weight the
the normal intra angular prediction. TH¢ is also set to 3 for prediction generated by the nearest reference line, jist i
parallel compensation, and the weight is same as thaflin (e principle of bi-prediction in inter coding, where theepr
The parallel compensation is illustrated in Hig. 6 (e), and dictions estimated from two reference pictures are weityhte
is performed for angular directions around diagonal diogct The weights are [3/4,1/4], respectively (3/4 is for the Hiert
(i.e. model4 ~ 22 ). reference line). The two predictions share the same dinecti
In addition, we propose bi-directional compensation fofhe joint utilization of further references and the nearest
mode2 and mode34, as shown in Fid.16 (f). The formulationreference line can further refine prediction.



C. Best Reference Line Selection and Fast Algorithms

In the encoder, the best reference line is chosen accordi

to the rate distortion (RD) cost, formulated by:

LBest = argrilin (Dr,, +A-Rp,,) (10)
M

whereDy,,, is the distortion between the reconstructed blocl

using reference linel.,; and the original block,R is the
corresponding bits, andl is the Lagrangian multiplier used in

the mode decision process. The encoder will check the RD cc

of using the reference lines from the nearest one to thedstrth

2.6%

N N
N B
X X

Bitrate Saving
3

1.8%

1.6%

Lo
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Lo
L2

Lo
L3

Lo
L1

The Coding Gain of Different Reference Line Subsets

L2 L3

one, and chooses the best one at the CU level. It is noted tt
the residue compensation is applied when checking further
reference lines, and then the best reference line is chogenely. 8. The coding gain of using different reference linesatb. One frame.
rate-distortion optimization.

In general, we can get better prediction by using more
reference lines. However, the encoding complexity willaétn ~ 2) Block Size DecisionIn the hierarchical block structure
linearly increase with the number of checked referencesline@f HEVC, the size of CU varies fromix 8 to 64 x 64. However,
Considering the tradeoff between compression efficiendy afor intra coding, the larger blocks (i.e. 64x64 and 32x32) ar
encoding complexity, we use at most 4 reference lines (ighosen less often because the larger blocks are most likely
from Ly to L3) in the proposed method. The additionabised in the regions whose textures are very simple (e.g.tsmoo
three reference lines are required to be cached to suppegions). In the proposed method, to accelerate the encoder
the proposed method. However, because of the existencethsf CU size of 64x64 is not checked for further referencesline
deblocking procedure, these additional pixels have ajread For regions full of complex textures, the encoder generally
been cached [31]. Thus, no additional memory increase peefers the smaller CU for more elaborate prediction. Toakno
introduced by the proposed method. whether the current CU locates a region with complex testure

Sometimes, the complexity for checking 4 reference lingée use the sizes of neighbor blocks as a hint. If the neighbor
still may not be welcome in some situations. For this reasdplocks are small in size, it means that the current region is
this paper also provides a fast solution which is incorpatatlikely to be full of texture, and the current CU probably also
with several acceleration algorithms. These algorithnes aghooses small size. For this reason, we will not check the
subsequently introduced. further reference lines foB2 x 32 CU in the fast solution

1) Subset SelectiorConsidering the tradeoff between comWwhen the sizes of the above and left PUs are both less than
pression efficiency and encoding complexity, we proposmagjsila o _
the near 4 reference lines, namely frdm to Ls, in the full ~ 3) RD Cost-Based DecisiorBecause of the strong spatial
search scheme. However, we propose selecting a subsef@felation, sometimes the nearest reference ligealready
the 4 lines to accelerate the encoder. As for the selecti6@n Predict the original block well. In this situation, thieeck
of the subset, we make the choice according to experimerRhifurther reference lines seems to be superfluous. Thus, we
results. When considering that the nearest referencelline Propose skipping the check of further reference lines when
has the strongest statistical correlation, we keep it irstiizset the nearest reference line is efficient enough, and we use the
initially. Then we test all candidates of the subset. They aRD c0sts 0fL and L, as the hint. We will not check the
{Lo, L1}, {Lo, Lo}, {Lo, L3}, {Lo, L1, L2}, {Lo, L1, L3}, reference Imeg which are further thdn if we find that the.
and {Lo, Ls, L3}. For convenience, we only test one fram&D cost of L, is larger than that of, to some degree. This
of five sequencesBasketballDrill, BQTerrace, Cactus, Traffic,condition can be expressed by
a_nd PeopIeOnStreaat_The e_zx_perimental results are shown in Cr, > f1 x Cr,, (11)
Fig.[8. As to the coding efficiency, we can see that the regult o
subset{ Ly, L1, L3} performs best when using three referencehere Cp,, indicates the rate distortion cost of CU with
lines, and it ha9).59% gain over that of{ Ly, L;}, which reference lineL;; and the f; is a parameter, which is set
performs best when using two reference lines. Moreover, the1.1 in the implementation.
result of subset{ Ly, Li, L3} only has a0.16% loss over In the encoder of HEVC reference software (HM), the intra
that of full set{Ly, L1, Lo, L3}. Meanwhile, the relation mode2N x 2N will be checked before the mod¥ x N.
between encoding complexity and the number of checkéuthis procedure, we can skip checking the further refezenc
reference lines is almost linear. From this observation, viilees of modeN x N if we find that the mode&N x 2N
propose using the subséf,, Li, L3} in the fast solution, probably performs better than the modex N. We use the
namely skipping thd.,. It should be noted that the disablingRD cost of modeN x N with the nearest reference link,
Lo in the fast solution is a normative modification (i.e. therand that of mod@N x 2N with the best reference linkg.;
needs corresponding modification in the decoder) because agethe hint. If the following condition is satisfied, the fut
need to modify the binarization of reference line index. reference lines of mod& x N will not be checked because



Begin encoding current CU only work for further reference lines. The intra coding wiitle
with Depth and PU Mode : :
nearest reference liné, remains unchanged. The flowchart
of the proposed fast algorithms is shown in Fify. 9.

IV. EXPERIMENTAL RESULTS
A. Experiment Setting

»Set M=M+1 To verify the compression performance of the proposed
multiple line-based intra prediction scheme, we implement
it into the HEVC reference software HM-16.9 [33]. The

test sequences include the whole range of HEVC stan-
dard test sequences in common test conditions (CTC) [34],
which are specified by JCT-VC (Joint Collaborative Team on

L Intra mode Video Coding). They are arranged into five classes: Class A
szchangsd y Cutthe n;nl}berdofl decision | (2560%x 1600), Class B (1080p), Class C (WVGA), Class D
St 'rzgg’gir']”sesonznst;”e (WQVGA), Class E (720p), and Class F (screen content). In

: ‘ | addition, we choose eight 4K sequences from [35] to verify

§

the proposed method on higher resolution sequences. The firs
32 frames are tested in the eight 4K sequences.
As our algorithms are designed for intra coding, we only test

3 the all intra main configuration. The quantization paramsete

No are set as 22, 27, 32, and 37. The parameter settings of
other tools strictly follow the HEVC CTC, unless pointed out
explicitly. The results are evaluated by BD-Rate [36], vehar
negative number indicates bitrate saving and a positivebaum
indicates an increasing bitrate. Meanwhile, we also test ou
algorithms under lossless coding, where coding efficiescy i
measured by bitrate change.

Mode==NxN)&&M==0?

Cooen, 10> f2+Canxan, Loest

B. Experimental Results of The Proposed Method

Yes The experimental results of the proposed multiple line-
> based scheme with full search (i.e. disabling the propoasd f
3 algorithms) are shown in Table I. The average bitrate saving
End encoding current CU of all sequences is abo®3%, and the maximum bitrate

depth with PU Mode saving is4.3% for TrafficFlow. For the 4K sequences, the
proposed method can achieve an average gaid.@h. As
for computational complexity, we can see that the proposed
scheme with full search will increase encoding time by about
we deduce that the mod&V x 2V performs better than mode363%' Th_is is because t_he encoder_needs to check t.he intra
NxN. coding with 4 reference lines. In addition, the post-pretes
) of residue compensation needs extra interpolations. &itpil

as the existence of residue compensation, the decoding time

Here, f5 is set asl.2 in the implementation. has a small increase.

4) Other AccelerationsThe whole procedure of intra mode In addition, we conduct the experimental results under
decision in the encoder of HM can be divided into thremssless coding, also shown in Table I. From the results, we
main steps [32]: rough mode decision (RMD) based on SAT€an see that the proposed full search method achieves an
cost, fine-grained direction decision based on RD cost wilverage bitrate saving @f2%. When compared with th23%
fixed TU size, and the check of best residual quadtree (RQdf) lossy coding, it is smaller because the advantage that the
size with the best direction. The second step will occugurther reference lines have relatively better quality sloet
a large percentage of the whole encoding complexity asist under lossless coding. But due to the incoherenceedaus
several full encoding procedures (including predictioans- by signal noise or the texture of other object, the utilizati
form, quantization and entropy encoding) will be performeaf multiple lines still performs better than only using dimg
To accelerate the proposed scheme, the number of directime, and achieves notable2% gain. In particular, théNebuta
candidates will be decreased by half in the second step éor tichieve the largest bitrate saving, up2d%. We look into
further reference lines. In addition, the tool of rate distm this sequence, and find that it is full of noise. This make the
optimized quantization (RDOQ) is disabled in the secongd stadvantage of multiple line-based scheme more prominent.
for further acceleration. In this paper, we also provide an alternative solution that

It should be noted that the all of the proposed fast algoisthroooperates with several fast algorithms. The experimental

Fig. 9. The flowchart of the proposed fast algorithms.

CNxN, Lo > fo X Canx2N, Lge.- (12



TABLE |
BITRATE SAVING OF THE PROPOSEDSCHEME

Sequence Full Search-Lossy Fast Search-Lossy Full Search-Lossless  Fast Search-Lossless
Y Cb Cr Y Cb Cr
Traffic —2.4% —-1.6% —-1.8% —2.1% -1.1% —-1.2% —-1.0% —0.9%
PeopleOnStreet —2.6% —2.5% —2.5% —2.3% —-1.8% —1.8% —1.4% —1.2%
Nebuta —2.3% —-2.5% —-1.9% —-1.9% —2.0% —-1.5% —2.1% —-1.9%
SteamLocomotive —1.4% —2.6% —2.9% -1.1% -08% —-1.0% —2.1% —1.8%
Kimono —1.6% —1.4% —-1.5% —1.4% —0.9% —0.9% —1.0% —0.9%
ParkScene —2.0% —-12% —1.5% -1.7%  -0.7% —-1.0% —1.2% —1.0%
Cactus —2.5% —1.4% —-2.2% —2.1% —0.8% -1.3% —-1.2% —-1.0%
BasketballDrive —2.6% —24% —2.5% —2.2% —12% —1.4% —1.4% —1.1%
BQTerrace —2.8% —22% —2.5% —2.2% -1.3% -1.5% —1.3% —1.1%
BasketballDrill -3.7% —4.0% —4.3% -3.2% —-2.9% —-3.0% -1.1% —-1.0%
BQMall —2.0% —1.4% —1.6% -1.7% —-0.9% —-1.0% -1.1% —0.9%
PartyScene —2.0% —-1.2% —-1.3% -1.5% —-0.7% —0.8% -1.1% —0.9%
RaceHorsesC -22% -17% -21% —-1.8% —-1.2% -1.5% -1.1% —-1.0%
BasketballPass —-2.2% —-1.9% —2.0% -1.9% -1.1% —-1.2% -1.1% —0.9%
BQSquare -1.9% —-1.0% —-1.2% —-1.4% —0.6% —0.8% -1.1% —0.9%
BlowingBubbles -1.9% —-1.2% —-1.3% -1.5% —-0.7% —0.8% —-0.9% —0.8%
RaceHorses -21% -21% -21% -1.9% —-1.4% -1.5% -1.1% —0.9%
FourPeople —2.1% —-1.6% —1.7% -1.9% —-1.1% —1.1% —1.2% —1.0%
Johnny —-2.3% -3.0% —2.7% —-2.0% —1.9% —1.8% —1.2% —1.0%
KristenAndSara —2.1% —2.6% —2.4% —-1.8% —1.7% —1.4% —1.2% —1.1%
BaskeballDrill Text -32% -32% -3.3% —-2.8% -2.3% -2.3% -1.1% —0.9%
ChinaSpeed -1.8% —-1.1% —-1.2% —-1.4% —0.6% —-0.7% —-0.7% —0.6%
SlideEditing —-2.2% —-1.2% —-1.2% -1.6% —0.8% —-0.7% —1.0% —0.7%
SlideShow -1.8% —-1.1% —-1.1% -1.5% —0.8% —0.8% —1.3% —-1.1%
Average-CTC —22% —-1.9% —2.0% —1.9% —1.2% —1.3% —-1.2% —1.0%
Tango —-2.5% -3.3% —2.7% -1.9% —-1.8% -1.3% -1.1% —-1.0%
Drums100 —2.4% -3.1% -3.1% —2.1% —-2.2% —-2.2% —-1.4% —-1.3%
CampfireParty —27% -2.0% -2.3% —-2.3% -1.1% -1.3% -1.1% —1.0%
ToddlerFountain -1.7% -1.1% —-1.1% -1.5% —-0.4% —0.6% —-1.0% —0.9%
CatRobot —2.6% —2.3% —2.5% —-2.3% —-1.4% —-1.6% —-1.0% —0.8%
TrafficFlow —-4.3% —4.5% —4.6% -3.7% -3.1% -3.0% —-0.9% —0.8%
DaylightRoad -3.1% —2.2% —2.0% —2.7% —-1.2% —0.8% —-1.0% —0.8%
Rollercoaster -22% -27% -2.3% -1.7% -1.8% -1.5% —-1.0% —0.9%
Average-4K —27% —-2.7% —2.6% —2.3% —1.6% —1.5% —1.1% —0.9%
Average-All —23% —-2.1% —2.2% —2.0% -13% —-1.4% —1.2% —1.0%
Encoding / Decoding time 463%/112% 212%/110% 477%/113% 275%/110%

results of the proposed scheme with fast algorithms are aksfficiency. For more analyses, we collect the results when
shown in Tabléll. From the table, we can see that the increaskd number of reference lines is different. In particulae t
encoding time has an obvious reduction, fr863% to 112%. performances of sequences with different spatial reswoisti
Nevertheless, coding efficiency only has a small drop. Tleee grouped separately to investigate the relationshipdweat
average coding gain of lossy coding still reacBe¥%, where the appropriate number of reference lines and the resalutio
the maximum bitrate saving i8.7% for TrafficFlow. For The detailed results are presented in Eid. 10. From the figure
lossless coding, there is only(a2% loss when compared towe can see that the performance of sequences with all reso-
the full search scheme. These results verify that the pexpodutions has relatively large improvement when the number of

fast algorithms are effective. reference lines is in the early stage of growth (e.g. fromo
4), even for sequences with lower resolution (e.g., WQVGA).
C. More Analyses For this reason, in the proposed method, the maximum number

Considering the tradeoff between coding efficiency arRf reference lines is fixed as 4 for all sequences with differe

encoding complexity, this paper uses 4 reference lines at.mg€solutions. From the average results of all sequencesawe c
From the results shown in Table |. we can see that theS&€ that the performance can continue to increase even the

line-based intra prediction can significantly improve cmgi number goes ta3. The bit saving of checkings3 lines is3.2%
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[10]

on average. However, when the number of reference lines go
larger, the performance increases more slowly, and there eYll]
exists little fluctuation in some resolutions. This is beswmu
that the overhead of transmitting the reference line indiix w
be heavier, which constrains the increase of performance. [12]
To verify the effectiveness of the proposed method, we
also collect the reference line distributions from the attu[13]
bit streams, different with the analysis in Figl 3, which
is conducted outside the codec framework. Higl 11 shos
the results of four sequences from different classes. From
the figure, we can find that the percentage follows similar
distribution for different CU sizes from2 x 32 to 8 x 8, where (15
we do not collect the information @# x 64 blocks as they are
seldom chosen. FddebutaFestivalthere arer2.1% 16 x 16
blocks choosing further reference lines. The large peagent [1¢)
verifies the effectiveness of the proposed method. In all of
these examples, thg is still the most chosen becaudg

. . [17]
has the strongest spatial correlation.

[18]
V. CONCLUSIONS

This paper proposes a multiple line-based intra predicti%]
scheme to improve video coding efficiency by utilizing local

further reference lines. A residue compensation proceidure
introduced to calibrate prediction along the block bouretar
when using further reference lines. Experimental restitsvs
that the proposed full search algorithm improves coding effi
ciency by2.3% on average and up t6.3%. In addition, this
paper designs several acceleration algorithms. When iegabl
these fast algorithms, the encoding time only increasestabo
112%, but the average bit saving still reacte8%, where the
maximum is3.7%.
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