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Weakly-Supervised Saliency Detection via Salient
Object Subitizing

Xiaoyang Zheng*, Xin Tan*, Jie Zhou, Lizhuang Ma†, and Rynson W.H. Lau†

Abstract—Salient object detection aims at detecting the most
visually distinct objects and producing the corresponding masks.
As the cost of pixel-level annotations is high, image tags are
usually used as weak supervisions. However, an image tag can
only be used to annotate one class of objects. In this paper,
we introduce saliency subitizing as the weak supervision since
it is class-agnostic. This allows the supervision to be aligned
with the property of saliency detection, where the salient objects
of an image could be from more than one class. To this end,
we propose a model with two modules, Saliency Subitizing
Module (SSM) and Saliency Updating Module (SUM). While
SSM learns to generate the initial saliency masks using the
subitizing information, without the need for any unsupervised
methods or some random seeds, SUM helps iteratively refine the
generated saliency masks. We conduct extensive experiments on
five benchmark datasets. The experimental results show that our
method outperforms other weakly-supervised methods and even
performs comparable to some fully-supervised methods.

Index Terms—weak supervision, saliency detection, object
subitizing

I. INTRODUCTION

The salient object detection task aims at accurately recog-
nizing the most distinct objects in a given image that would
attract human attention. This task has received a lot of research
interests in recent years, as it plays an important role in many
other computer vision tasks, such as visual tracking [1], image
editing/manipulation [2], [3] and image retrieval [4]. Recently,
deep convolutional neural networks have achieved significant
progress in saliency detection [5]–[9]. However, most of these
recent methods are primarily CNN-based, which rely on a
large amount of pixel-wised annotations for training. For such
an image segmentation task, it is both arduous and inefficient
to collect a large amount of pixel-wised saliency masks. For
example, it usually takes several minutes for an experienced
worker to annotate one single image. This drawback confines
the amount of available training samples. In this paper, we
focus on the salient object detection task with a weakly-
supervised setting.

Some methods [12]–[14] tried to address salient object
detection with image-tag supervisions. Li et al. [12] utilized
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Fig. 1. Several inconsistent cases between the given image labels and the
actual salient objects. These images and tags are chosen from the Pascal
VOC [10] and Microsoft COCO [11] datasets. The captions under images are
the given labels. The masks are generated with our methods, which show the
actually salient objects.

Class Activation Maps as coarse saliency maps. Together with
results from unsupervised methods, those masks are used to
supervise the segmentation stream. Wang et al [13] proposed
a two-stage method, which assigns category tags to object
regions and fine-tunes the network with the predicted saliency
maps with the ground truth. Zeng et al. [14] proposed a unified
framework to conduct saliency detection with diverse weak
supervisions, including image tags, captions and pseudo labels.
They achieved good performances with image labels from the
Microsoft COCO [11] or Pascal VOC [10] datasets. However,
their results are established on a critical assumption that the
labelled object is the most visually distinct one. From those
datasets with image tags, We observe that this assumption is
not always reliable. As shown in Figure 1, the actual salient
objects are inconsistent with the image labels. For example, the
image in the second column is labelled as “fire hydrant”, it is
obvious that the orange “ball” should also be a salient object.
In addition, even trained on datasets with multi-class labels,
these methods essentially detect object within the categories,
but not salient objects. Hence, image category labels do not
guarantee the property of saliency.

Motivation. Subitizing is the rapid enumeration of a small
number of items in a given image, regardless of their semantic
category. According to [15], subitizing of up to four targets
is highly accurate, quick and confident. In addition, since the
subitizing information may contain objects from different cat-
egories, it is class-agnostic. Inspired by the above advantages,
we propose to address the saliency detection problem using
only the object subitizing information as a weak supervision.

Although there exist works, e.g., [16], that use subitizing

ar
X

iv
:2

10
1.

00
93

2v
1 

 [
cs

.C
V

] 
 4

 J
an

 2
02

1



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, SEPT. 2020 2

as an auxiliary supervision, we propose to apply subitizing
as the weak supervision in this work. To the best of our
knowledge, we are the first to adopt subitizing as the only
supervision in saliency detection task. However, the subitizing
information does not indicate the position and appearance of
salient objects. Therefore, we propose the Saliency Subitizing
Module (SSM) to produce saliency masks. Recent works [17],
[18] have proven that, even trained with classification tasks,
CNNs implicitly reveal the attention regions in the given
images. Trained on subitizing information, the SSM relies on
the distinct regions to conduct classification. By extracting
those regions, we can explicitly obtain the locations of the
salient objects.

However, as pointed out in [19], in a well trained clas-
sification network, the discriminative power of each object
part is different from each other, and thus lead to incomplete
segmentation. In the finetune stage, we need to further enlarge
the prominent regions extracted from the network. Kolesnikov
et al. [20] trained their network with pseudo labels for multiple
iterations and obtain integrated results, while the multi-stage
training is complicated. In order to address this issue, we
design the Saliency Updating Module (SUM) for refining
the saliency masks produced by SSM. In each iteration, the
generated saliency maps, combined with original images, are
used to generate masked images. With those masked images
as input to the next iteration, the network learns to recognize
those related but less salient regions. During the inference
phase, given an image, our model will produce the saliency
maps without any iterations, and there will be no need to
provide the subitizing information. Our extensive evaluations
demonstrate the superiority of the proposed methods over the
state-of-the-art weakly-supervised methods.

In summary, this paper has the following contributions:
• We propose to use subitizing as a weak supervision in

the saliency detection task, which has the advantage of
being class-agnostic.

• We propose an end-to-end multi-task saliency detec-
tion network. By introducing subitizing information, our
network first generates rough saliency masks with the
Saliency Subitizing Module (SSM), and then iteratively
refines the saliency masks with the Saliency Updating
Module (SUM).

• Our extensive experiments show that the proposed
method achieves superior performance on five popular
salient datasets, compared with other weak-supervised
methods. It even performs comparable to some of the
fully-supervised methods.

II. RELATED WORK

Recently, the progress on salient object detection is substan-
tial, benefiting by the development of deep neural networks.
He et al. [5] proposed a convolution neural network based
on super-pixel for saliency detection. Li et al. [21] utilized
multi-scale features extracted from a deep CNN. Zhao et al.
[22] proposed a multi-context deep learning framework for
detecting salient objects with two different CNNs used to
learn global and local context information. Yuan et al. [23]

proposed a saliency detection framework, which extracted the
correlations among macro object contours, RGB features and
low-level image features. Wang et al. [24] proposed a pyramid
attention structure to enlarge the receptive field. Hou et al. [25]
introduced short connections to an edge detector. Zhu et al.
[8] proposed the attentional DenseASPP to exploit local and
global contexts at multiple dilated convolutional layers. Hu
et al. [9] proposed a spatial attenuation context network, which
recurrently translated and aggregated the context features in
different layers. Tu et al. [26] presented an edge-guided block
to embed boundary information into saliency maps. Zhou
et al. [27] proposed a multi-type self-attention network to
learn more semantic details from degraded images. However,
these methods rely heavily on pixel-wised supervisions. Due
to the scarcity of pixel-wised data, we focus on the weakly-
supervised saliency detection task.

Weakly-Supervised Saliency detection. There are many
works using weak supervisions for the saliency detection task.
For example, Li et al. [12] used the image-level labels to train
the classification network and applied the coarse activation
maps as saliency maps. Wang et al. [13] proposed a two-
stage weakly-supervised method by designing a Foreground
Inference Network (FIN) to predict foreground regions and
a Global Smooth Pooling (GSP) to aggregate responses of
predicted objects. Zeng et al. [14] proposed a unified network,
which is trained on multi-source weak supervisions, includ-
ing image tags, captions and pseudo labels. They designed
an attention transfer loss to transmit signals between sub-
networks with different supervisions. However, as discussed in
Section I, the image-level supervisions are not always reliable.
In addition, captions were used as a weak supervision in
[14], combined with other supervisions. Different from those
methods above, we propose to use subitizing information as
the weak supervision in the saliency detection task.

Salient object subitizing. Zhang et al. [28] proposed a
salient object subitizing dataset SOS. They firstly studied
the problem of salient object subitizing and revealed the
relations between subitizing and saliency detection. Lu et al.
[29] formulated the subitizing task as a matching problem
and exploited the self-similarity within the same class. He
et al. [16] trained a subitizing network to provide additional
knowledge to the pixel-level segmentation stream. Recently,
Amirul et al. [30] proposed a salient object subitizing network
and recognized the variability of subitizing. They also provided
outputs as a distribution that reflects this variability. In this
paper, our approach is motivated by these methods but we use
subitizing as the weak supervision.

Map refinement. Li et al. [12] adopted saliency maps gen-
erated by some unsupervised methods as the initial seeds. With
a graphical model, these saliency maps are used as pixel-level
annotations and refined in an iterative way. However, in our
proposed method, we do not utilize any unsupervised methods
or initial seeds. The saliency maps are refined iteratively from
the activation maps of the subitizing network. Li et al. [31]
adopted a soft mask loss to an auxiliary attention stream.
However, the input of [31] is updated only once while the
inputs to our network are iteratively updated. In addition,
there are some existing post-processing techniques used to



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, SEPT. 2020 3

refine the saliency masks. In [12], [13], the authors utilized
an iterative conditional random field (CRF) to enforce spatial
label consistency. Zheng et al. [32] further proposed to conduct
approximate inference with pair-wised Gaussian potential in
CRF as a recurrent neural network. Chen et al. [33] employed
the relations of the deep features to promote saliency detectors
in a self-supervised way. In order to achieve better results,
we adopt a refinement process, which maintains the internal
structure of original images and enforces smoothness into the
final saliency maps.

III. SALIENT OBJECT DETECTION METHOD

We propose a multi-task convolutional neural network,
which consists of two main modules: saliency subitizing mod-
ule (SSM) and saliency updating module (SUM). SSM helps
learn counting of salient objects and extract coarse saliency
maps with the precise locations of the target objects. SUM
helps update saliency masks produced by SSM, and extend
the activation regions. Finally, we apply a refinement process
to refine the object boundaries. The pipeline of our method is
presented in Figure 2.

A. Saliency Subitizing Module

The subitizing information indicates the number of salient
objects in a given image. It does not provide the location or
the appearance information of the salient objects explicitly.
However, when we train our network with the subitizing
supervisons, the network will learn to focus on regions related
to the salient objects. Hence, we design the Saliency Subitizing
Module (SSM) to extract the attention regions as coarse
saliency masks. We regard the saliency object subitizing task
as a classification task. Training images are divided into 5
categories based on the number of salient objects: 0, 1, 2, 3
and 4+. We use ResNet-50 [34] as the backbone network,
pretrained on the ImageNet [35] dataset. The original 1000-
way fully-connected layer are replaced by a 5-way fully-
connected layer. We use cross-entropy loss as the classification
loss Lcls. In order to obtain denser saliency maps, the stride of
the last two down-sampling layers is set as 1 in our backbone
network, which produces feature maps with 1/8 of the original
resolution before the classification layer. In order to enhance
the representation power of the proposed network, we also
apply two attention modules: channel attention module and
spatial attention module, which tells the network “where” and
“what” to focus, respectively. Both of them are placed in a
sequential way between the ResNet blocks.

We apply the technique of Grad-CAM [18] to extract
activation regions as the initial saliency maps, which contains
the gradient information flowing into the last convolutional
layers during the backward phase. The gradient information
represents the importance of each neuron during the inference
of the network. We assume that the produced features from the
last convolutional layer have a channel size of K. For a given
image, let fk be the activation of unit k, where k ∈ [1,K].
For each class c, the gradients of the score yc with respect

to the activation map fk are averaged to obtain the neuron
importance weight αck of class c:

αck =
1

N

m∑
i

h∑
j

∂yc

∂fkij
, (1)

where i and j represent the coordinates in the feature map and
N = m× h. With the neuron importance weight αck, we can
compute the activation map M c:

M c = ReLU(
∑
k

αckf
k). (2)

Note that the ReLU function filters the negative gradient
values, since only the positive ones contribute to the class
decision, while the negative values contribute to other cate-
gories. The size of the saliency map is the same as the size
of the last convolutional feature maps (1/8 of the original
resolution). Since the saliency maps M c are obtained within
each inference, they become trainable during the training
stage.

B. Saliency Updating Module
In the Saliency Subitizing Module, our proposed network

learns to detect the regions that contribute to the counting
of salient objects. Due to this attribute, with only the SSM
module, we can obtain saliency masks with accurate locations
of the target objects. However, the quality of the saliency
masks may not be very high. In order to address this issue,
we design a Saliency Updating Module (SUM) to fine-tune the
obtained masks, with the aim to refine the activation regions.
Li et al. [12] updated saliency mask with an additional CRF
module. In contrast, our proposed model refines the saliency
masks in an end-to-end way.

As shown in Figure 2, we fuse the origin images and
the saliency maps to obtain masked images as new inputs
to the next iteration. Visually, the current prominent area
is eliminated from the original samples. We define I0 as
the original images. Ici denotes the input images at the i-th
iteration (i >= 1). M c

i denotes the saliency maps of class c
at the i-th iteration.

The fusion operation is formulated as:

Ici = I0 − (Sigmoid(ω · (M c
i−1 − σ))� I0), (3)

where � stands for element-wise multiplication, σ is a thresh-
old matrix with all elements equal to σ. With the scale
parameter ω, the mask term gets closer to 1 when M c

i−1 > σ,
and gets closer to 0 otherwise. As presented in Eq. 3, we
enforce Ici to contain as few features from the target class c
as possible.

Trained on samples without features from the current promi-
nent area, the network learns to recognize those related but
less salient regions. In other words, regions beyond the high-
responding area should also include features that trigger the
network to recognize the sample as class c. Similar to [31],
we introduce an mask mining loss Lmask to extract larger
activation area. This loss penalizes the prediction error for
class c, as shown below,

Lmask =
1

n

∑
c

yc(Ic), (4)
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Fig. 2. The pipeline of the proposed network, with the Saliency Subitizing Module (SSM), the Saliency Updating Module (SUM) and the refinement process.

where n is the dataset size and yc(Ic) represents the prediction
score of masked images Ic for class c. With the loss perspec-
tive, the prediction scores of the right label for the masked
images should be lower than those for the original images.
During the training phase, the total loss L is the combination
of the classification loss Lcls and the mask mining loss Lmask.

L = Lcls + αLmask, (5)

where α is the weighting parameter. We set α = 1 in all
our experiments. With this loss, the network learns to extract
those less salient but related parts of the target objects, while
maintains the ability of recognizing subitizing information. In
[31], the extracted regions for masking the input are updated
only once. These regions extracted from just a single step are
usually small and sparse, since CNNs tend to capture the most
discriminative regions and neglect the others in the image. In
contrast, our method updates the extracted regions through
multiple iterations. In this way, the extracted regions in our
method are more integrated.

Discussion. Although Wei et al. [36] also adopted an
iterative strategy, our method is different from [36] in two
main aspects. First, during the generation of training images
for the next iteration, [36] simply replaced the internal pixels
by the mean pixel values of all the training images. Instead,
we use a threshold σ to determine the salient regions and a
weighting parameter ω to adjust the removing rate of features
(as presented in Eq. 3), so that the correlations of the extracted
regions and the backgrounds at different iterations would be
smoothly changed. Second, [36] took the mined object region
as the pixel-level label for segmentation training. Instead, our
method is only trained on the given dataset with subitizing
labels, avoiding training on unreliable pseudo labels.

C. Refinement Process

To refine the object boundaries in the saliency maps, we
take a graph-based optimization method. Inspired by [37],
we adopt super-pixels produced with SLIC [38] as the basic
representation units. Those super-pixels are organized as an
adjacency graph to model the structure in both spatial and
feature dimensions. A given image is segmented into a set of
super-pixels {xi}Ni=1, where N = 200. The super-pixel graph
A = (ai,j)N×N is defined as follows:

ai,j =

{
K(xi, xj), if xi and xj are spatially adjacent;
0, otherwise,

(6)
where K(xi, xj) = exp(− 1

2‖xi − xj‖
2
2) evaluates the feature

similarity. Assume that there exist l super-pixels with initial
scores. Our task is to learn a non-linear regression function
g(x) =

∑N
j=1 αjK(xi, xj) for each super-pixel x. The frame-

work is shown as:

min
g

1

l

l∑
i=1

(yi−g(xi))2+θ1‖g‖2K+
θ2
N2

gTD− 1
2LD− 1

2 g, (7)

where yi is the weight of the i-th unit in the super-pixel
graph, and g = (g(x1), ..., g(xN ))T . ‖g‖K denotes the norm
of g induced by the function K; D is the diagonal matrix
containing the degree value in the adjacency graph; L denotes
the graph Laplacian matrix, defined as L = D−A; θ1 and θ2
are two weights, set as 1 and 1e− 6, respectively.

In Eq. 7, the first term is the trivial square loss, and the
second term aims at normalizing the desired regression func-
tion. However, unlike [37], we introduce matrix D in the third
term to enforce constraints between units of the super-pixel
graph, and normalize the optimized results. Since we introduce
constraints between different graph units, our method can help
strengthen the connections and smoothness among different
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Input image Before refinement After refinement Ground-truth

SalientUnsalient

Fig. 3. Comparison between coarse saliency maps and refined saliency maps.
The color code above the second column indicates the degree of saliency.

graph units. The optimization objective function is transformed
into a matrix form as:

min
α

1

l

l∑
i=1

‖y−JKα‖22+θ1αTKα+
θ2
N2

αTKD− 1
2LD− 1

2Kα,

(8)
where J is a diagonal matrix with the first l elements set to 1,
while the other elements are set to 0; α = (α1, . . . , αN )T ;
K is the kernel gram matrix. The solution to the above
optimization problem is formulated as:

α∗ = (JK + θ1lI +
θ2l

N2
D− 1

2LD− 1
2K)−1y, (9)

where I is an identity matrix. With the optimized α∗, we
can calculate the saliency score g(x) for each super-pixel. As
presented in Figure 3, the refinement process optimizes the
boundaries of the salient maps.

IV. EXPERIMENT RESULTS

A. Implementation Details

In this paper, we utilize ResNet-101 [34] as the backbone
and modify it to meet our requirement. Those unmodified
layers are initialized with weights pretrained on ImageNet
[35], while the rest are randomly initialized. Our method
is implemented based on the PyTorch framework. We use
Stochastic Gradient Descent for parameter updating. The
learning rate is initially set up as 1e-3, and will go down as
the training progresses. The weight decay and the momentum
is set as 5e-4 and 0.9, respectively.

It has been widely proved that inputs with various scales
helps the accurate localization of target objects. Hence, the
input scales are set as {0.5, 0.75, 1.0} of the original size.
Saliency maps from three replicate networks with shared
weights are summed up and regularized as [0, 1]. The proposed
method is trained and evaluated on a PC with i9 3.3GHz CPU,
an Nvidia 1080Ti GPU and 64GB RAM. Given an image of
400×400, the network takes about 0.05s to produce a single
saliency map and the refinement procedure takes 0.03s per
image. We apply random horizontal flipping, color scale and
random rotations (±30◦) to augment the training datasets.

B. Datasets and Evaluation Metrics

The ESOS dataset [15] is a saliency detection dataset,
annotated with subitizing labels. It contains 17, 000 images,
which are selected from four datasets: MS COCO [11], Pascal
VOC 2007 [10], ImageNet [35] and SUN [39]. Each image in
the dataset is re-labeled by [15] with 0, 1, 2, 3 and 4+ salient
objects (5 classes). We randomly choose 80% of the whole
dataset (around 13, 000 images) as the training set and use the
rest 20% as the validation set for model selection. All images
are scaled to 256×256 during training. To compare with other
saliency detection methods, we evaluate our proposed method
on five benchmarks: Pascal-S [40], ECSSD [41], HKU-IS [42],
DUT-OMRON [43] and MSRA-B [44]. These five datasets are
all commonly used in the saliency detection task. All of them
provide images and pixel-level masks.

In this paper, we adopt four metrics to measure the perfor-
mance: precision-recall (PR) curve, Fβ , S-measure [45] and
mean absolute error (MAE). The continuous saliency maps
are binarized with different threshold values. The PR curve
is computed by comparing a series of binary masks with the
ground truth masks. The second metric is defined as:

Fβ =
(1 + β2) · precision · recall
β2 · precision + recall

, (10)

where β2 is set as 0.3 to balance between precision and recall
[38]. The maximum F-measure is selected among all precision-
recall pairs. The structural measure, or S-measure [45], is
used to evaluate the structural similarity of non-binary saliency
maps. It is defined as:

S =
So + Sr

2
, (11)

So is used to assess the object structure similarity against the
ground truth, while Sr measures the global similarity of the
target objects. Please refer to the original paper [45] for the
definition of these two terms. The metric of MAE measures
the average pixel-wised absolute difference between the binary
ground-truth and the saliency maps. It is calculated as:

MAE(S,GT ) =
1

W ×H

W∑
x=1

H∑
y=1

‖S(x, y)−GT (x, y)‖,

(12)
where S and GT are generated saliency maps and the ground
truth of size W ×H .

C. Visualized Results

We present some visualized results of our proposed method
in Figure 5, which is close to the ground-truth.

D. Comparison with Other Methods

We conduct the saliency detection task in a weakly-
supervised way. There exist several other weakly-supervised
methods. The difference on the settings is presented in Ta-
ble II. Our method requires less extra information than those
existing weakly-supervised methods. In addition, we apply the
refinement process to optimize the saliency maps, instead of
the commonly used CRF.
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Fig. 4. Precision-recall curves of our proposed method and other methods on three benchmark datasets. Our proposed method consistently outperforms
unsupervised and weakly-supervised methods. It is comparable to some fully-supervised methods.

TABLE I
QUANTITATIVE RESULTS ON Fβ AND MAE. THE RED ONES REFER TO THE BEST RESULTS AND THE BLUE ONES REFER TO THE SECOND BEST RESULTS.

Dataset Metric Unsupervised Weakly-supervised Fully-supervised
BSCA [46] HS [43] ASMO [12] WSS [13] Ours SOSD [16] LEGS [47] DCL [42] MSWS [14]

ECSSD Fβ ↑ 0.705 0.727 0.837 0.823 0.858 0.832 0.827 0.859 0.878
MAE↓ 0.183 0.228 0.110 0.120 0.108 0.105 0.118 0.106 0.096

MSRA-B Fβ ↑ 0.830 0.813 0.881 0.845 0.897 0.875 0.870 0.905 0.890
MAE↓ 0.131 0.161 0.095 0.112 0.082 0.104 0.081 0.072 0.071

DUT-OMRON Fβ ↑ 0.500 0.616 0.722 0.657 0.778 0.665 0.669 0.733 0.718
MAE↓ 0.196 0.227 0.110 0.150 0.083 0.198 0.133 0.094 0.114

Pascal-S Fβ ↑ 0.597 0.641 0.752 0.720 0.803 0.794 0.752 0.815 0.790
MAE↓ 0.225 0.264 0.152 0.145 0.131 0.114 0.157 0.113 0.134

HKU-IS Fβ ↑ 0.654 0.710 0.846 0.821 0.882 0.860 0.770 0.892 /
MAE↓ 0.174 0.213 0.086 0.093 0.080 0.129 0.118 0.074 /

TABLE II
COMPARISON OF OUR SETTING WITH OTHER METHODS. Seed MEANS
USING UNSUPERVISED SALIENCY MAPS AS THE INITIAL SEEDS. Pixel

MEANS APPLYING PIXEL-WISED SUPERVISION. CRF MEANS USING
CONDITIONAL RANDOM FIELDS AS THE POST-PROCESSING STEP. Pseudo

MEANS ADOPTING PSEUDO LABELS.

Setting ASMO [12] WSS [13] SOSD [16] Ours
Label image tag image tag subitizing+pixel subitizing
Seed X × × ×
Pixel × × X ×

Pseudo X X × ×
CRF X X X ×

We compare our results with eight state-of-the-art methods,
including two unsupervised ones: BSCA [46] and HS [43];
two weakly-supervised ones using image-label supervisions:
ASMO [12] and WSS [13]; four fully-supervised ones: SOSD
[16], LEGS [13], DCL [42] and MSWS [14].

As shown in Table I, our proposed method outperforms
existing unsupervised methods with a considerable margin.
Compared to weakly-supervised methods with image-label
supervisions, our method achieves better performance on all
benchmarks. It proves that the subitizing supervision helps
boost the saliency detection task. In addition, our method
compares favorably against some fully-supervised counter-
parts. Note that on the DUT-OMRON dataset, our method
obtains more precise results than the fully-supervised methods.
Since the masks of the DUT-OMRON dataset are complex in
appearance, sometimes with holes, it reveals that our method
is capable of handling difficult situations. Compared to SOSD
[16], which utilized additional subitizing information, our

method extracts more valid information from the subitizing
supervision. Moreover, our method achieve comparable results
with MSWS [14], which applied multi-source weak supervi-
sions, including subitizing, image labels and captioning.

TABLE III
COMPARISON OF OUR RESULTS WITH TWO WEAKLY-SUPERVISED

METHODS (ASMO [12] AND WSS [13] USING IMAGE-TAG SUPERVISION)
AND A FULLY-SUPERVISED METHOD SOSD [16] ADDITIONALLY USING

SUBITIZING INFORMATION IN TERMS OF S-MEASURE (LARGER IS
BETTER).

Methods ASMO [12] WSS [13] SOSD [16] Ours
ECSSD 0.827 0.829 0.837 0.860

DUT 0.736 0.803 0.816 0.832
Pascal-S 0.702 0.815 0.742 0.854

The PR curves on the ECSSD, HKU-IS and DUT-
OMRON datasets are presented in Figure 4. Our method
consistently outperforms other unsupervised methods and
weakly-supervised methods. It is also better than some fully-
supervised methods like SOSD [16], LEGS [13] and DCL
[42], except on the ECSSD dataset where ours is very close
to the result of DCL. We also evaluate those methods on S-
measure. The results are shown in Table III. It reveals that our
method generates saliency maps of higher structural similarity
compared with the ground-truth masks. The qualitative result
is shown in Figure 6. The first two rows show that our
method provides clear separation between multiple objects.
The next four rows present that our results maintain the
complete appearance of the salient objects. Moreover, we
generate saliency maps with clear boundaries, as shown in
the last three rows.
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Fig. 5. Visualized results of our proposed method. From top to bottom, there are five groups, organized as: images, our results and the ground-truth.
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Fig. 6. Qualitative comparison with other saliency detection methods. Unsupervised methods, weakly-supervised methods and fully-supervised methods are
placed from left to right. Among those weakly-supervised methods, our proposed method produces saliency maps closest to the ground-truth masks.
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Fig. 7. Comparison between different iterations. From top to bottom, they are original images, saliency maps generated with Grad-CAM, and saliency maps
after 50 iterations. Saliency maps after 50 iterations cover larger activation area belonging to the salient objects. The color code on the left represents the
degree of saliency.
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Input image ASMO [13] Ours GT

Fig. 8. Comparison between our method and ASMO [12], a weakly-
supervised method using image-tag supervision. The results reveal the su-
periority of subitizing supervision.

The superior performance of our proposed method confirms
that object subitizing generalizes better to the saliency de-
tection task than image-level supervision. We also conduct
extensive experiments to validate the performance of each
component in our method.

V. ABLATION STUDY

In this section, we discuss the advantage of subitizing
supervisions over image-level supervisions. We also evaluate
the effectiveness of the Saliency Updating Module and the
refinement process.

A. The Advantage of Subitizing Supervisions

In this subsection, we aim to reveal the advantage of subitiz-
ing supervisions over image-tag supervisions. The generated
saliency maps from our method are compared against those
from ASMO [12] with image-label supervisions, as presented
in Figure 8. The first two rows reveal that the subitizing su-
pervision helps recognize the border between multiple objects.
The last two rows indicate that our method captures the whole
regions of the salient objects, while those methods supervised
with image tags leave out some parts of the salient objects.
In addition, we train our network with the image-tag supervi-
sions. The results are also process with the refinement module.
The performance with different training data is presented
in Figure IV. The subitizing-supervised framework performs
better than the image-tag-supervised framework, which reveals
the advantage of subitizing supervision.

B. The Effect of Saliency Updating Module

In this subsection, we aim to evaluate the effect of the
Saliency Updating Module. As shown in Figure 7, the results
after updating are more complete in appearance, while those
without any updating only focus on a limited but notable
region due to the property of neural networks. With the

TABLE IV
THE PERFORMANCE OF OUR FRAMEWORK TRAINED WITH IMAGE TAGS
AND SUBITIZING, RESPECTIVELY. THE BETTER ONES ARE MARKED IN

BOLD.

Dataset Metric w/ image-tag w/ subitizing

ECSSD Fβ ↑ 0.825 0.858
MAE↓ 0.110 0.108

DUT-OMRON Fβ ↑ 0.745 0.778
MAE↓ 0.103 0.083

TABLE V
THE PERFORMANCE WITH/WITHOUT THE REFINEMENT PROCESS. THE

SALIENCY RESULTS WITH CRF IS ALSO PRESENTED. THE BEST
PERFORMANCE IS MARKED IN BOLD.

Dataset Metric w/o post-pro. w/ CRF w/ ref.

ECSSD Fβ ↑ 0.707 0.721 0.858
MAE↓ 0.197 0.185 0.108

MSRA-B Fβ ↑ 0.731 0.782 0.897
MAE↓ 0.167 0.152 0.082

Pascal-S Fβ ↑ 0.644 0.680 0.803
MAE↓ 0.206 0.191 0.131

SUM module, the network captures more parts within the
semantic affinity. In addition, on the DUT-OMRON dataset,
the Fβ and MAE measures of saliency predictions after 10
and 50 iterations with our SUM module are 0.638/0.252 and
0.704/0.139, respectively. It reveals that the SUM module
helps boost the performance of saliency detection.

C. The Effect of Refinement Process

In order to obtain promising results, we adopt the refinement
process to optimize the boundaries of saliency maps. As CRF
is the most popular technique to refine segmentation results,
we apply CRF on coarse maps and evaluate the outputs as well.
The results on the ECSSD, MSRA-B and Pascal-S datasets
are presented in Table V. The refinement process contributes
a lot to the recognition of salient objects. It reveals that
our refinement process achieves better optimization results
than CRF. In addition, to evaluate the effectiveness of the
refinement module on other methods, the refinement process
is conducted on unsupervised results from BSCA [46]. As
shown in Table VI, the refinement module helps improve the
performance, but the processed results are still worse than our
results.

VI. CONCLUSION

In this paper, we propose a novel method for the salient
object detection task with the subitizing supervision. We
design a model with the Saliency Subitizing Module and
the Saliency Updating Module, which generates the initial

TABLE VI
THE PERFORMANCE OF UNSUPERVISED RESULTS (BSCA [46])

PROCESSED BY OUR REFINEMENT MODULE.

Dataset Metric BSCA [46] BSCA w/ ref. ours w/ ref.

ECSSD Fβ ↑ 0.705 0.756 0.858
MAE↓ 0.183 0.140 0.108

DUT-O Fβ ↑ 0.500 0.618 0.778
MAE↓ 0.196 0.134 0.083
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masks using subitizing information and iteratively refines the
generated saliency masks, respectively. Without any seeds
from unsupervised methods, our method outperforms other
weakly-supervised methods and even performs comparable to
some fully-supervised methods.

ACKNOWLEDGMENT

We thank for the support from National Natural Science
Foundation of China(61972157, 61902129), Shanghai Pujiang
Talent Program (19PJ1403100), Economy and Information
Commission of Shanghai (XX-RGZN-01-19-6348), National
Key Research and Development Program of China (No.
2019YFC1521104), Science and Technology Commission of
Shanghai Municipality Program (No. 18D1205903). Xin Tan
is also supported by the Postgraduate Studentship (Mainland
Schemes) from City University of Hong Kong.

REFERENCES

[1] X. Qin, S. He, Z. V. Zhang, M. Dehghan, and M. Jägersand, “Real-time
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