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Abstract— This paper presents the intra prediction and mode
coding of the Versatile Video Coding (VVC) standard. This stan-
dard was collaboratively developed by the Joint Video Experts
Team (JVET). It follows the traditional architecture of a hybrid
block-based codec that was also the basis of previous standards.
Almost all intra prediction features of VVC either contain
substantial modifications in comparison with its predecessor
H.265/HEVC or were newly added. The key aspects of these
tools are the following: 65 angular intra prediction modes with
block shape-adaptive directions and 4-tap interpolation filters
are supported as well as the DC and Planar mode, Position
Dependent Prediction Combination is applied for most of these
modes, Multiple Reference Line Prediction can be used, an intra
block can be further subdivided by the Intra Subpartition mode,
Matrix-based Intra Prediction is supported, and the chroma
prediction signal can be generated by the Cross Component
Linear Model method. Finally, the intra prediction mode in VVC
is coded separately for luma and chroma. Here, a Most Probable
Mode list containing six modes is applied for luma. The individual
compression performance of tools is reported in this paper. For
the full VVC intra codec, a bitrate saving of 25% on average is
reported over H.265/HEVC using an objective metric. Significant
subjective benefits are illustrated with specific examples.

Index Terms— Versatile Video Coding, intra prediction.

I. INTRODUCTION

VERSATILE Video Coding (VVC) [1], [2] is an interna-
tional video coding standard that enables increased com-

pression capabilities compared with Advanced Video Coding
(AVC) [3], [4] and High Efficiency Video Coding (HEVC) [5],
[6]. It has been collaboratively designed by the Joint Video
Experts Team (JVET) that was founded by two international
standardization organizations, ITU-T Video Coding Experts
Group (VCEG) and ISO/IEC Moving Picture Experts Group
(MPEG). This paper describes intra prediction and mode
coding in the VVC standard.
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The VVC design follows the principle of a hybrid,
block-based video codec that was also employed in the pre-
vious standards H.264/AVC and H.265/HEVC. Here, a video
frame is subdivided into blocks. For each block, a prediction
is performed and a transform, which may be the identity
mapping, is applied to the residual. This is followed by entropy
coding of the prediction mode information and the transform
coefficients. The prediction is generated by inter prediction or
by intra prediction. While the former makes use of temporal
redundancies, the latter exploits spatial correlations to generate
the prediction signal for a given block out of previously
reconstructed samples of the same frame that are located close
to the current samples.

Intra prediction forms a cornerstone for applications of the
VVC standard. It arises in the following two scenarios. First,
in order to guarantee random access capability (excluding
the gradual decoding refresh scenario), frames on which only
intra prediction, but not inter prediction is allowed, so-called
I-frames, are inserted into each video sequence. Second,
local temporal scene changes, for example occlusions, may
occur within a video frame. Here, inter prediction may not
be effective and thus intra prediction may be applied to those
regions. Although in typical video sequences, inter prediction
is used most frequently, the blocks coded in intra prediction
mode contribute to a significant part of the overall bitrate.
Moreover, efficient intra prediction tools can mitigate bitrate
fluctuations that typically occur with every I-frame due to the
higher bitrate it consumes.

Compared to its predecessor HEVC [7], most of the intra
prediction tools of VVC either include substantial modifica-
tions or are newly added. It is important to point out that the
prediction from already reconstructed reference samples of the
same frame introduces sequential dependencies between the
intra predicted blocks. Consequently, in contrast to motion
compensated prediction, intra predicted blocks in a frame
cannot always be computed in parallel at a decoder and
thus they form a particular challenge for real-time decoding.
This phenomenon, often referred to as the ‘intra critical
loop’, imposes tight limits on the implementation complexity
of intra prediction modes. These constraints were carefully
considered and incorporated into the design of all the VVC
intra prediction tools.

This paper is structured as follows. In Section II,
an overview of the main features of VVC intra coding,
including newly added tools, is given. In Section III, a brief
review of the partitioning schemes in VVC that result in intra
coded blocks is provided. In Section IV, the intra prediction
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tools of VVC are described in detail whereas their signaling is
outlined in Section V. In Section VI, experimental results are
reported while conclusions are drawn in the final Section VII.

II. OVERVIEW OF THE MAIN NEW INTRA PREDICTION

FEATURES IN VVC

In this section, an overview of the main new intra prediction
tools that are part of the VVC standard is given.

1) Angular Intra Prediction With 65 Angles and 4-Tap Inter-
polation Filters: Angular intra prediction with 65 different
directions is enabled. Two types of 4-tap interpolation and
smoothing filters are used in the prediction generation.

2) Wide-Angle Intra Prediction (WAIP): For the newly
added non-square/rectangular intra block shapes, angular intra
prediction modes with wider angles of prediction are added in
addition to those enabled for square blocks.

3) Position Dependent Prediction Combination (PDPC):
Filtering with spatially varying weights is applied to blocks
that use Planar and DC modes as well as certain angular
modes.

4) Multiple Reference Line (MRL) Prediction: The recon-
structed samples used as reference samples in the angular and
the DC prediction modes can be obtained from samples that
lie two or three lines to the left and above a block.

5) Intra Subpartition (ISP) Mode: Intra predicted blocks
can be subdivided either horizontally or vertically into smaller
blocks called subpartitions. On each of them, the prediction
and transform coding operations are performed separately, but
the intra mode is shared across all subpartitions.

6) Matrix-Based Intra Prediction (MIP): The intra pre-
diction samples can be generated by modes which perform
a downsampling of the reference samples, a matrix vector
multiplication and an upsampling of the result.

7) Cross Component Linear Model (CCLM): The chroma
components of a block can be predicted from the collocated
reconstructed luma samples by linear models whose parame-
ters are derived from already reconstructed luma and chroma
samples that are adjacent to the block.

8) Intra Mode Coding With 6 MPMs: The Planar mode,
which is always a Most Probable Mode (MPM), is coded first
with a separate flag. The DC and the angular modes are coded
using a list of the remaining five MPMs that are derived from
intra modes of neighboring blocks.

III. PARTITIONING STRUCTURES IN VVC

The present section provides a brief outline of the parti-
tioning methods of VVC, focusing on the aspects that are
most relevant to intra coding. For a detailed description of
the partitioning schemes, the reader is referred to [8].

In the VVC standard, a video frame is initially divided
into coding tree units (CTUs) that cover squares of at most
128×128 luma samples. Each CTU is further partitioned into
coding units (CUs) by a quadtree splitting followed by binary
or ternary splittings. The resulting CUs are of rectangular
shape where the width and height are integral powers of two.
The partitioning of the CTUs can be carried out either jointly
for luma and chroma, which is referred to as ‘single tree’,

or independently for luma and chroma, which is referred to as
‘dual tree’. The latter is supported only for I-slices.

Each CU is coded either in inter or in intra mode. For
intra CUs, the intra mode is signaled once for the entire CU.
Moreover, intra prediction and transform coding are performed
at the transform block (TB) level. Each CU consists of a single
TB, except in the cases of ISP and of implicit splitting. The
former is described in section IV-F. The latter occurs when the
size of any one side of the CU exceeds the maximum transform
size; in this case, the CU is split further into multiple TBs.

For luma CUs, the maximum side length of a TB is 64 and
the minimum side length is 4. It follows that luma TBs are
W × H rectangular blocks of width W and height H , where
W, H ∈ {4, 8, 16, 32, 64}. For chroma CUs, the maximum TB
side length is 32 and chroma TBs are rectangular W×H blocks
of width W and height H . Here, W, H ∈ {2, 4, 8, 16, 32},
but blocks of shapes 2 × H and 4 × 2 are excluded
in order to address memory architecture and throughput
requirements.

IV. INTRA PREDICTION GENERATION

A. Reference Sample Generation

In VVC, the intra prediction samples are generated using
reference samples that are obtained from reconstructed sam-
ples of neighboring blocks. For a W × H block, the reference
samples are constituted of the 2 · H reconstructed samples to
the left of the block, the top left reconstructed sample and the
2 · W reference samples above the block. However, for MRL
the reference samples are not directly adjacent to the block (see
Section IV-E). In general, not all reference samples are avail-
able, i.e., located at already reconstructed sample positions,
and unavailable reference samples are generated by a padding
mechanism. This padding mechanism is very similar to the
method used in HEVC. First, the availability determination
for the reference samples is performed on the basis of 4 × 4
units of the neighboring reconstructed samples. Here, the set of
available units always forms a contiguous interval of a subset
of the reference samples. The outermost reconstructed samples
of this interval are then used as values for the corresponding
unavailable parts of the reference samples.

B. Angular Intra Prediction

Angular intra prediction is a directional intra prediction
method that is supported in both AVC and HEVC and that
is also part of VVC. In comparison to HEVC, the angular
intra prediction of VVC was modified by increasing the
prediction accuracy and by an adaptation to the new par-
titioning framework. The former was realized by enlarging
the number of angular prediction directions and by more
accurate interpolation filters, while the latter was achieved by
introducing wide-angular intra prediction modes.

1) 65 Angular Modes and Wide-Angle Intra Prediction:
In VVC, the number of directional modes available for a
given block is increased to 65 directions from the 33 HEVC
directions. The angular modes of VVC are depicted in Fig. 1.
The directions having even indices between 2 and 66 are
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Fig. 1. Angular intra prediction modes in VVC.

equivalent to the directions of the angular modes supported
in HEVC.

For blocks of square shape, an equal number of angular
modes is assigned to the top and left side of a block. On the
other hand, for intra blocks of rectangular shape, which are
not present in HEVC, but which are a central part of VVC’s
partitioning scheme as described in section III, more intra
prediction directions are assigned to the longer side of a block.
The additional modes allocated along a longer side are called
Wide-Angle Intra Prediction (WAIP) modes [9], since they
correspond to prediction directions with angles greater than
45◦ relative to the horizontal or vertical mode.

A WAIP mode for a given mode index is defined by
mapping the original directional mode to a mode that has
the opposite direction with an index offset equal to one,
as shown in Fig. 1. For a given rectangular block, the aspect
ratio, i.e., the ratio of width to height, is used to determine
which angular modes are to be replaced by the corresponding
wide-angular modes. In Table I, the last and first WAIP mode
indices and, respectively, the first and last non-WAIP mode
indices are enumerated for each aspect ratio that can occur for
intra blocks in VVC. It can be seen from this table that the last
WAIP modes, which belong to the sets {−14,−12,−10,−6}
and {72, 76, 78, 80} correspond to the counter-diagonals of a
given rectangular block and have integer slope [10]. Thus,
they have similar properties as the two counter-diagonal modes
2 and 66, which determine the range of angular prediction
modes in the case of square blocks in Fig 1.

For square-shaped blocks in VVC, each pair of predicted
samples that are horizontally or vertically adjacent are pre-
dicted from a pair of adjacent reference samples. To the
contrary, WAIP extends the angular range of directional pre-
diction beyond 45◦, and therefore, for a coding block predicted
with a WAIP mode, adjacent predicted samples may be
predicted from non-adjacent reference samples [11]. To sup-
press discontinuities caused by this phenomenon, the refer-
ence samples are always smoothed for WAIP modes. This
smoothing is performed by either enabling reference sample
filtering or by selecting the smoothing interpolation filters
(see section IV-B.2). More detailed explanations on handling
reference sample filtering for WAIP can be found in [12].

Fig. 2. Integer- and fractional-slope modes in VVC.

TABLE I

INTRA PREDICTION MODES CORRESPONDING TO THE COUNTER-
DIAGONALS OF BLOCKS WITH DIFFERENT ASPECT RATIOS

The introduction of WAIP modes does not cause any
changes in the intra mode coding. Rather, for the latter, each
mode in the range [67, 80] is treated as its corresponding mode
in the range [2, 14] and each mode in the range [−14,−1] is
treated as its corresponding mode in the range [53, 66]. The
mapping of a non-WAIP mode to the corresponding WAIP
mode is invoked only within the process of intra prediction
generation of a block.

2) Reference Sample Filtering: Similar to HEVC, intra
prediction in VVC has two filtering mechanisms applied to
reference samples, namely reference sample smoothing and
interpolation filtering. Only one of these two mechanisms can
be applied on a given block in order to avoid a latency increase
that would be caused by a sequential application of two fil-
tering operations. More precisely, reference sample smoothing
is applied only to integer-slope modes in luma blocks while
interpolation filtering is applied to fractional-slope modes.

For reference sample smoothing, the reference samples are
filtered using the finite impulse response filter {1, 2, 1}/4. Ref-
erence sample smoothing is invoked for integer-slope modes
if the number of samples in the given block is more than 32.

For interpolation filtering, if a sample projection for a given
prediction direction falls on a fractional position between
reference samples as shown in Fig. 2, the predicted sample
value is obtained by applying an interpolation filter to the
reference samples around the fractional sample position. For
luma blocks, 4-tap interpolation filters [13] are used and the
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predicted sample pred(x, y) is obtained as

pred(x, y) =
( 3∑

i=0

f [p][i ] · r [i0 − 1 + i ] + 32

)
� 6. (1)

Here, i0 denotes the closest left-side integer position of a
predicted sample projection within the reference samples r ,
while p ∈ {0, . . . , 31} constitutes the fractional part of the
predicted sample projection with respect to i0 at a 1/32-pel
accuracy as depicted in Fig. 2.

The interpolation filter coefficients f [p][i ] in (1) are signed
integers whose magnitudes are stored in 6-bit precision. They
either represent a DCT-based interpolation filter (DCTIF) or a
4-tap smoothing interpolation filter (SIF) and are delineated in
the VVC specification. The DCTIF is constructed in the same
way as the chroma DCTIF used for motion compensation in
both HEVC and VVC [14]. The SIF is obtained by convolving
the linear 2-tap interpolation filter of HEVC with {1, 2, 1}/4
and is thus consistent with the reference sample smoothing
described above and in [15]. For the chroma components,
the linear 2-tap interpolation filter of HEVC is used in VVC.

The type of the interpolation filter is not signaled in the
bitstream and is determined based on the size of the block and
the intra prediction mode index m. If min(|m−50|, |m−18|) >
T , the SIF is used, otherwise, the DCTIF is used. Here, T is
a threshold that depends on the block size.

C. DC and Planar Intra Prediction Mode

As in AVC and HEVC, a DC intra prediction mode is also
supported in VVC. The DC intra prediction mode of HEVC
and AVC uses the mean sample value of the reference samples
to the left and above the block for prediction generation. Here,
since only square blocks with side lengths that are an integral
power of 2 are supported, the division needed in the mean
value calculation can be implemented by a bit shift.

On the other hand in VVC, although the width and the
height of an intra block are integral powers of 2, this is not
the case for their sum if the block is non-square. Thus, in order
to avoid a division for such blocks, VVC uses the reference
samples only along the longer side of a rectangular block to
calculate the mean value, while for square blocks the reference
samples from both sides are used. According to [16], this
modification does not cause any degradation in compression
performance.

The Planar intra prediction mode specified in HEVC is also
enabled in VVC. In the Planar mode, the predicted sample
values are obtained as a weighted average of 4 reference
sample values. Here, the reference samples in the same row or
column as the current sample and the reference samples on the
bottom-left and on the top-right position with respect to the
block are used. In VVC, the reference sample smoothing filter
is also applied for the Planar mode in the luma component
depending on the block size.

D. Position Dependent Prediction Combination

HEVC applies a gradient-based offset to samples of the
first row or first column of the intra prediction block in

case of the horizontal or vertical intra mode, which results
in a reduced prediction error along the block boundary that
is farthest from the prediction boundary. More generally,
the initial position-dependent prediction combination (PDPC)
method [17], which included optional block-level flag signal-
ing, combines intra prediction block samples with unfiltered
or filtered boundary reference samples by employing intra
mode and position dependent weighting. A simplified version
of PDPC [18], [19] is applied to the Planar, DC, horizontal
and vertical modes without signaling. These main intra modes
were determined to benefit most in terms of coding gain. The
simplified PDPC, including the angular mode extension [20],
was studied in the VVC core experiment on intra prediction
and mode coding [21] and was adopted at the 11th JVET
meeting.

The following sections describe the PDPC algorithms that
are part of the VVC standard. PDPC is disabled if the block
width or height is smaller than 4 samples, or if the MRL mode
is used, or if BDPCM is used. Otherwise, PDPC is applied to
the Planar, DC, horizontal, vertical intra modes, as well as to
certain angular intra modes. The angular modes have a mode
index smaller than 18 (horizontal mode) or greater than 50
(vertical mode), which includes the wide-angle modes if mode
remapping is applicable based on the block shape.

If PDPC is applied, the prediction sample P(x, y) located
at (x, y) is calculated as follows:
P(x, y) =
(wL RL + wT RT + (64 − wL − wT )P(x, y) + 32) � 6, (2)

where wL and wT are the position dependent weights, RL and
RT represent the neighboring reference samples at the left and
top of the current block, respectively. The coordinate (0, 0)
addresses the top-left sample within the prediction block.
The operations � and � represent binary right and left
shifts, respectively. In the following, the reference samples
and position dependent weights are defined for each mode.

1) PDPC Applied to Planar and DC Modes: For the Planar
and DC modes, the reference samples RL and RT have the
following coordinates, where R(x, y) is the array of recon-
structed neighboring samples:

RL = R(−1, y), RT = R(x,−1), (3)

with x = 0 . . . width − 1, y = 0 . . . height − 1, and width
and height the block dimensions.

The position dependent weights wT and wL are calculated
as follows:

wT = 32 � ((y � 1) � scale),

wL = 32 � ((x � 1) � scale),

scale = (log2(width) + log2(height) − 2) � 2. (4)

2) PDPC Applied to Horizontal and Vertical Intra Modes:
For these modes, the neighboring reference samples are
defined as follows:

RL = R(−1, y) − R(−1,−1) + P(x, y),

RT = R(x,−1) − R(−1,−1) + P(x, y), (5)
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Fig. 3. Angular PDPC.

with R(−1,−1) the top-left neighboring reference sample.
The prediction sample P(x, y) is included here in the ref-
erence sample definition to simplify Eq. 2. The position
dependent weights wT and wL are determined as follows. For
the horizontal mode, the weight wT is determined as in Eq. 4
and wL = 0, while for the vertical mode, the weight wL is
determined as in Eq. 4 and wT = 0. After computing P(x, y)
using Eq. 2, the resulting value is clipped to the sample bit
depth.

3) PDPC Applied to Angular Intra Modes: The extension
of simplified PDPC to angular modes, as initially proposed
in [20], computes an intercept with the neighboring reference
samples (secondary boundary) that are opposite to the neigh-
boring reference sample boundary that is used for prediction
along the angular mode direction. This is illustrated in Fig. 3.
An intercept only exists for positive angular mode directions
and its value is limited by the length of the secondary bound-
ary. PDPC for angular modes in [20] included the diagonal
modes 2 and 66 as well as the eight adjacent modes 58 to 65
(inclusive), and modes 3 to 10 (inclusive). With the adoption
of wide-angle mode remapping depending on the block shape,
the mode range was extended to modes 10 and below, and
modes 58 and above (excluding CCLM). At a later stage
of the standardization process, PDPC for angular modes was
simplified in [22] by removing a sample-based condition to
check whether the intercept exceeds the size of the secondary
boundary. In addition, the angular mode ranges were extended
to modes 17 (adjacent to horizontal mode) and below, and to
modes 51 (adjacent to vertical mode) and above.

In the VVC standard, for an angular mode in the range
51 and above (excluding CCLM), the y-intercept with the
secondary reference sample boundary, as illustrated in Fig. 3,
is determined as follows:

yIntercept = y + (((x + 1) × invAngle + 256) � 9), (6)

scale = min(2, log2(height)

− floor(log2(3 × invAngle − 2)) + 8), (7)

with (x, y) the coordinates of P(x, y) and inv Angle defined
as the inverse of the tangent of the prediction direction angle.
The inv Angle values per direction are already available in
VVC to compute the reference sample array mapping for

Fig. 4. Illustration of multiple reference line prediction using two
non-adjacent reference lines.

negative angular modes, hence, no additional look-up table is
required. If scale is equal to or greater than zero, the PDPC
neighboring reference samples and position dependent weights
are determined as follows:

RL =
{

R(−1, yIntercept), if x < (3 � scale)

0, else
,

wL = 32 � ((x � 1) � scale), (8)

while RT and wT are both equal to zero. For an angular mode
in the range 17 and below, the x-intercept with the secondary
reference sample boundary is computed similarly.

E. Multiple Reference Line Prediction

In addition to the directly adjacent line of neighboring
samples, one of the two non-adjacent reference lines that are
depicted in Figure 4 can comprise the input for intra prediction
in VVC. The latter use of reference samples is referred to as
multiple reference line (MRL) prediction.

1) Motivation: In HEVC and AVC, intra prediction schemes
only exploit the correlation between current samples and the
adjacent reference samples. However, the adjacent reference
samples may not always be beneficial for generating intra
prediction samples due to noise in the reference samples,
object occlusion or inaccuracy of fractional interpolation. Fur-
ther investigations on intra prediction schemes beyond HEVC
validated the benefits of enabling non-adjacent reference lines
for intra prediction [23]–[26].

2) Algorithm Description: During the VVC standardization
process, a modified design of the MRL prediction mode was
proposed [27] and integrated in the VVC draft specification at
the 12th JVET meeting. Its key aspects are as follows.

The intra modes that can be used for MRL are the DC mode
and the angular prediction modes. However, for a given block
not all of these modes can be combined with MRL. Rather,
the MRL mode is always coupled with a Most Probable Mode
(MPM), as described in Section V. This coupling means that
if non-adjacent reference lines are used, the intra prediction
mode is one of the MPMs. Such a design of an MPM-based
MRL prediction mode is motivated by the observation that
non-adjacent reference lines are mainly beneficial for texture
patterns with sharp and strongly directed edges. In these
cases, MPMs are much more frequently selected since there
is typically a strong correlation between the texture patterns
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of the neighboring and the current blocks. On the other hand,
choosing a non-MPM for intra prediction is an indication that
edges are not consistently distributed in neighboring blocks,
and thus the MRL prediction mode is expected to be less useful
in this case. In addition, it has been observed that MRL does
not provide additional coding gain when the intra prediction
mode is the Planar mode, since this mode is typically used for
smooth areas. Consequently, MRL is disabled for the Planar
mode, which is always one of the MPMs.

The angular or DC prediction process in MRL is very
similar to the case of a directly adjacent reference line, which
was described in Sections IV-B.1, IV-B.2 and IV-C. However
for angular modes with a non-integer slope, the DCT-based
interpolation filter is always used. This design choice is both
evidenced by experimental results and aligned with the empir-
ical observation that MRL is mostly beneficial for sharp and
strongly directed edges where the DCTIF is more appropriate
since it retains more high frequencies than the SIF.

From a hardware design perspective, applying multiple ref-
erence lines as proposed in the initial methods required extra
cost of line buffers that are used for holding the additional
reference lines. In typical hardware designs, line buffers are
part of the on-chip memory architecture for image and video
coding and it is of great importance to minimize their on-chip
area. To address this issue, MRL is disabled and not signaled
for the coding units that are attached to the top boundary of the
CTU. In this way, the extra buffers for holding non-adjacent
reference lines are bounded by 128, which is the width of the
largest unit size.

3) Encoder Algorithm: The MRL design proposed in [27]
also features a specific encoder implementation on top of
the reference software of VVC, i.e., VTM. In the VTM,
for angular intra prediction mode selection, a small set of
candidate intra prediction modes is derived using a Sum of
Absolute Transform Difference (SATD) metric. In a second
step, a relatively more complex rate-distortion optimization is
performed on this reduced set of candidate modes to select the
final intra prediction mode for the current block. With MRL,
only extra calculations for the first round of SATD-based
evaluations of intra mode costs are added while the number
of candidate modes for the second round is kept unchanged.
In this way, the MRL implementation in the VTM leads
to a very minor encoder runtime increase. This is a major
difference to the initial designs of MRL presented above,
where multiple reference lines were tested by additional full
rate distortion searches which lead to a significant encoder
runtime increase.

F. Intra Subpartition Mode

The Intra Subpartition (ISP) mode is one of the newly
introduced tools in VVC. It is a partitioning mechanism aimed
to model non-stationary characteristics of intra predicted
blocks. Specifically, ISP splits the luma component of a block
vertically or horizontally into K equal-sized subpartitions that
are processed one-by-one in a sequential manner.

1) Layout: Given a W ×H block of width W and height H ,
the dimensions of the corresponding subpartitions are W × H

K
if the split is horizontal and W

K × H if it is vertical.

Fig. 5. ISP splits in the K = 4 case.

In earlier versions of the algorithm [28], [29] [30], K
was equal to H (horizontal split) or W (vertical split),
so that the resulting subpartitions would exclusively become
one-dimensional blocks or lines. Although such an approach
provides a benefit in terms of prediction gain [31], it does
not exploit the potential 2-D transform gain [31] and it can
increase the rate overhead excessively in cases where the total
number of subpartitions is very large. Furthermore, lines with
a length shorter than 16 samples present a hardware implemen-
tation challenge, since they require increasing the worst-case
scenario throughput of HEVC due to the aforementioned ‘intra
critical loop’. In order to address these issues, VVC utilizes
the configuration described in essence in [32], which disallows
ISP for 4 × 4 blocks, sets K = 2 for 4 × 8 or 8 × 4 blocks
and sets K = 4 in all other cases.

Figure 5 illustrates the splits for the generic case (K = 4).
By the definition of K , it is guaranteed that all subpartitions
have at least 16 samples, thereby keeping the worst-case
throughput scenario for intra predicted blocks at the same level
as in HEVC. On the other hand, ISP allows the generation of
transform block (TB) sizes equal to 1 × H , 2 × H , W ×1 and
W × 2, which were not present in AVC or HEVC.

2) Processing: The subpartitions are processed one-by-one
from the top to the bottom if the split is horizontal and from the
left to the right if it is vertical. Despite the fact that previous
versions of the algorithm [28], [29] [30] incorporated reversed
variants of these arrangements (from the bottom to the top
and from the right to the left) for certain combinations of split
type and angular intra mode, they were finally not included
in the standard to avoid an increase in the implementation
complexity.

Each subpartition is coded in the same manner as any other
intra predicted block: first, a prediction is generated using the
neighboring samples of the subpartition and the corresponding
residual signal is obtained. The latter is transformed and
quantized and the transform coefficients are entropy coded
and sent to the decoder. Finally, the resulting reconstructed
samples can be employed to generate the prediction of the next
subpartition. This procedure continues until all subpartitions
have been coded.

However, there is an exception in the aforementioned
process for subpartitions whose width is smaller than 4. This
is due to the fact that typical hardware architectures allocate
samples using a raster scan pattern [33] and then access
them in 4 × 1 groups. For such designs, 1 × H and 2 × H
subpartitions could constitute an issue. As a consequence,
a minimum prediction width of 4 samples is enforced for ISP
[34] as follows: instead of performing each prediction at the
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TB level, TBs are grouped in 4× H regions that are predicted
at once using only the adjacent samples as reference. This
guarantees that the TBs within each 4 × H region can be
processed at the same time. For instance, a vertically split
4 × 16 CU is predicted at once and then the corresponding
four 1 × 16 TBs are processed in parallel.

3) Prediction: Within a CU that uses ISP, all the subparti-
tions apply the same intra prediction mode, which therefore
only needs to be coded once. The ISP intra prediction modes
can be selected from any of the conventional intra prediction
modes, i.e., Planar, DC and the angular modes, where for
the latter modes, the conversion of an angular mode into a
wide-angle mode is performed depending on the CU aspect
ratio. PDPC is applied to all the ISP subpartitions in the same
way as in the non-ISP case, provided that their width and
height are at least 4. In case of 4-tap interpolation filtering,
the DCTIF is always used.

4) Transforms: To reduce signaling costs, the implicit ver-
sion of the Multiple Transform Selection (MTS) [35] is always
used for ISP. Second, the Low Frequency Non-Separable
Transform (LFNST) [35] is signaled globally for the whole
ISP block, and thus, the same LFNST matrix is utilized for
all the subpartitions that have a non-zero Coded Block Flag
(CBF) [36]. LFNST can only be used for an ISP-CU if all
the subpartitions fulfill the zero-out condition. The LFNST
transform kernels for non-ISP cases are also used for ISP.
Thus, LFNST cannot be utilized for ISP if the subpartitions
have a width or height smaller than 4.

5) Coefficient Coding: CBF coding is adapted for the
subpartitions as follows: first, in order to exploit statistical
dependencies between CBFs, the context of each CBF is the
value of the CBF of the previously decoded subpartition where
a default value of zero is assumed for the first one. Second,
if the CBFs of the first K − 1 subpartitions are zero, then
the CBF of the last subpartition is inferred to be one and
thus, the all-zero CBF case is forbidden for ISP. Finally, four
new significance map subblock sizes, namely 1 × 16, 2 × 8,
16 × 1 and 8 × 2, are defined for the new TB sizes 1 × H ,
2 × H , W × 1 and W × 2, respectively.

G. Matrix-Based Intra Prediction

The Matrix-based Intra Prediction (MIP) modes of VVC
represent a new concept of intra predictors that are designed
by data-driven methods. An overview of the whole MIP
process is given in Figure 6. If W and H denote the
width and height of the given block, the input for MIP is
comprised by the W reference samples refT directly located
above the block and the H reference samples refL directly
located left of the block. Out of this input, the MIP intra
prediction samples are generated by applying an averag-
ing followed by a matrix-vector multiplication and a linear
interpolation.

The number nMIP of MIP modes supported on a given
transform block is equal to 16 for mipSizeId = 0, equal to
8 for mipSizeId = 1 and equal to 6 for mipSizeId = 2. Here,
mipSizeId is set to 0 for 4×4 blocks, to 1 for 8×8 blocks and
for blocks that have exactly one side of length 4, and to 2 for

all other blocks. Each MIP mode can be transposed which is
determined by a flag mipTranspose.

1) Averaging: In the averaging step, the top and left bound-
ary samples refT and refL are reduced to smaller boundaries
redT and redL of size boundarySize = 2 for 4 × 4 blocks
and of size boundarySize = 4 for all other blocks. If W =
boundarySize ·2n , then redT is defined as

redT[i ] = (

2n−1∑
j=0

refT[2n · i + j ] + (1 � (n − 1))) � n,

where 0 ≤ i < boundarySize. The left reduced boundary redL
is defined analogously. The two boundaries redT and redL are
concatenated to the single reduced boundary pTemp. Here,
redT is taken first if the mode is not transposed, and redL
is taken first, otherwise. In order to reduce its magnitude for
typical signal characteristics, pTemp is transformed to a vector
p of equal size by

p[0] = 2B−1 − pTemp[0]; p[i ] = pTemp[i ] − pTemp[0],

where B denotes the bit-depth and 0 < i < 2 · boundarySize.
2) Matrix Vector Multiplication: In the second step, out of

the reduced boundary, a reduced prediction signal predMip of
size predSize · predSize is generated by matrix-vector multi-
plication, where predSize(W, H ) = 4, if mipSizeId(W, H ) ∈
{0, 1} and predSize(W, H ) = 8, otherwise. For the k-th MIP
prediction mode, 0 ≤ k < nMIP, one computes

predMip = (Ak · p +32 · 1) � 6 + pTemp[0] · 1. (9)

In this equation, Ak is a matrix whose number of rows is
predSize · predSize and whose number of columns equals the
size of p. Moreover, ‘·’ denotes matrix-vector multiplication,
1 denotes the vector of ones having size as predSize · predSize
and the right shift is applied elementwise. A clipping to the
range [0, 2B − 1) is applied to the components of predMip
afterward.

If the horizontal and vertical upsampling factors are set
to upH or = W/predSize and upVer = H/predSize, the
signal predMip defines the final prediction signal pred at
every upHor-th and, respectively, upVer-th sample position
of the block. More precisely, if 0 ≤ x < predSize and
0 ≤ y < predSize, for mipTranspose = 0, pred is defined
as:

pred[(x + 1) · upHor −1, (y + 1) · upVer −1
]

= predMip[y · predSize +x].

For mipTranspose = 1, pred is defined by interchanging x and
y on the right-hand side of the last equation.

3) Linear Interpolation: In the final step, at the remaining
sample positions, the values of pred are derived by linear
interpolation, where first a horizontal and then a vertical
interpolation are performed. Here, for the horizontal interpo-
lation, the prediction is extended to the left by the reference
samples.
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Fig. 6. Flowchart of MIP prediction.

4) Specification of the MIP Matrices: Each matrix Ak

occurring in (9) is uniquely determined by mipSizeId and by
the MIP-mode k. Its entries can be represented using 7-bit
precision. Moreover, for mipSizeId = 2, the first column of
each Ak is zero since the corresponding MIP mode maps the
constant boundary signal to the constant prediction signal of
the same value. Thus, overall, 16 matrices of size 16 × 4,
used for mipSizeId = 0, 8 matrices of size 16 × 8, used
for mipSizeId = 1, and 6 matrices of size 64 × 7, used for
mipSizeId = 2, are specified for MIP.

5) Computational Complexity and Memory Requirement of
MIP: The average number of multiplications per sample
required to generate a MIP prediction is at most four and thus
not larger than for the conventional intra prediction modes of
VVC. Consequently, it can be observed that MIP, although
used on more than 20% of intra blocks [37], does not yield
any decoder runtime overhead, see Table III. Moreover, by the
previous section, the total memory requirement to store the
entries of all MIP-matrices Ak is 4144 bytes.

6) MIP as a Video-Coding Tool Designed by Data-Driven
Methods: The final design of the MIP-modes in VVC can be
regarded as a low-complexity variant of neural network-based
intra prediction modes that were initially presented in [30],
[38], [39]. While key aspects of the data-driven training
algorithm of [30] were also employed to determine the para-
meters of the matrices Ak , the design finally adopted to VVC
represents a different operational point in the gain-complexity
tradeoff than the initial variant of [30]. The central steps for
the complexity reduction are the downsampling of the input
and the upsampling of the output of the prediction. In this
way, the size of the matrices can be reduced considerably
and the same matrices can be used for different block shapes.
For further details on MIP and its relation to more general
data-driven intra predictors, the reader is referred to [40].

H. Cross Component Linear Model

For typical video content, local dependencies can be
observed between the signals of its different color compo-
nents. In the HEVC range extensions, the cross component
prediction (CCP) exploits these dependencies with a linear
luma-to-chroma prediction in the residua domain, where the
parameters of the model are signaled in the bit stream [41],
[42]. In VVC, the Cross Component Linear Mode (CCLM)
mode makes use of inter-channel dependencies by predicting
the chroma samples from reconstructed luma samples. This
prediction is carried out using a linear model in the form

P(i, j) = a · rec′
L(i, j) + b. (10)

Here, P(i, j) represents the predicted chroma samples in a
CU and rec′

L(i, j) represents the reconstructed luma samples
of the same CU which are downsampled for the case of non-
4:4:4 color format. The model parameters a and b are derived
based on reconstructed neighboring luma and chroma samples
at both encoder and decoder side without explicit signaling.
Such a prediction process was initially investigated in [43].

Three CCLM modes, CCLM_LT, CCLM_L and CCLM_T,
are specified in VVC. These three modes differ with respect
to the locations of the reference samples that are used for
model parameter derivation. Samples from the top boundary
are involved in the CCLM_T mode and samples from the
left boundary are involved in the CCLM_L mode. In the
CCLM_LT mode, samples from both the top boundary and
the left boundary are used.

Overall, the prediction process of CCLM modes consists
of three steps: 1) Downsampling of the luma block and
its neighboring reconstructed samples to match the size of
corresponding chroma block, 2) Model parameter derivation
based on reconstructed neighboring samples, 3) Application of
the model equation (10) to generate the chroma intra prediction
samples.

1) Downsampling of the Luma Component: To match the
chroma sample locations for 4:2:0 or 4:2:2: color format video
sequences, two types of downsampling filter can be applied to
luma samples, both of which have a 2-to-1 downsampling ratio
in the horizontal and vertical directions [44]. These two filters
correspond to “type-0” and “type-2” 4:2:0 chroma format
content, respectively and are given by

f1 =
⎛
⎝0 1 0

1 4 1
0 1 0

⎞
⎠ , f2 =

(
1 2 1
1 2 1

)
. (11)

Based on the SPS-level flag information, the 2-dimensional
6-tap or 5-tap filter is applied to the luma samples within
the current block as well as its neighboring luma samples.
An exception happens if the top line of the current block
is a CTU boundary. In this case, the one-dimensional filter
[1, 2, 1]/4 is applied to the above neighboring luma samples
in order to avoid the usage of more than one luma line above
the CTU boundary.

2) Model Parameter Derivation Process: The model para-
meters a and b from (10) are derived based on reconstructed
neighboring luma and chroma samples at both encoder and
decoder side to avoid any signaling overhead. In the initially
adopted version of the CCLM mode, the linear minimum mean
square error (LMMSE) estimator was used for derivation of the
parameters [45]. In the final design, however, only four sam-
ples are involved to reduce the computational complexity [46],
[47]. Fig. 7 shows the relative sample locations of an M × N
chroma block, the corresponding 2M × 2N luma block and
their neighboring samples. In this figure, also the four samples
used in the CCLM_LT mode are shown, which are marked by
triangular shape. They are located at the positions of M/4
and M · 3/4 at the top boundary and at the positions of N/4
and N · 3/4 at the left boundary. In CCLM_T and CCLM_L
modes, the top and left boundary are extended to a size of
(M+N) samples, and the four samples used for the model
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Fig. 7. Locations of the corresponding chroma and luma samples of “type-0”
content.

parameter derivation are located at the positions (M + N)/8,
(M + N) · 3/8, (M + N) · 5/8 and (M + N) · 7/8.

Once the four samples are selected, four comparison opera-
tions are used to determine the two smallest and the two largest
luma sample values among them. Let Xl denote the average
of the two largest luma sample values and let Xs denote the
average of the two smallest luma sample values. Similarly, let
Yl and Ys denote the averages of the corresponding chroma
sample values. Then, the linear model parameters are obtained
according to the following equation:

a = Yl − Ys

Xl − Xs
,

b = Ys-a · Xs . (12)

In this equation, the division operation to calculate the para-
meter a is implemented with a look-up table. To reduce
the memory required for storing this table, the diff value,
which is the difference between the maximum and minimum
values, and the parameter a are expressed by an exponential
notation. Here, the value of diff is approximated with a 4-bit
significant part and an exponent. Consequently, the table for
1/diff only consists of 16 elements. This has the benefit of both
reducing the complexity of the calculation and of decreasing
the memory size required for storing the tables.

V. INTRA MODE CODING

In HEVC, 33 angular intra prediction modes together with
the DC and the Planar mode are supported and the luma intra
prediction mode is signaled using 3 Most Probable Modes
(MPM) [48]. On the other hand in VVC, the ISP, MRL and
MIP configuration of a given luma block is signaled, and the
Planar, DC and 65 angular modes are coded using an MPM
scheme with 6 MPMs, due to the increased number of angular
modes. Here, the Planar mode is always an MPM mode that
is signaled with a separate flag [49].

3) Intra Mode Coding for Luma: The coding of the luma
intra mode in VVC is summarized in Fig. 8 where the syntax
elements associated with MIP, MRL, ISP and conventional
intra prediction modes (Planar, DC and angular intra prediction
modes) are illustrated.

As shown in Fig. 8, the flag indicating whether MIP is
applied, i.e., mip_flag, is signaled first. If MIP is signaled
as not being applied, the index mrl_index is signaled that
indicates which reference line is to be used. If the adjacent
reference line is applied, i.e., if mrl_index is 0, then the
flag isp_flag indicating whether ISP is applied is signaled.
When isp_flag is signaled as true, an additional syntax element
isp_split_flag that indicates whether horizontal or vertical

Fig. 8. Flowchart of luma intra mode coding.

splitting is applied for ISP mode is signaled. Afterward,
the syntax elements associated with conventional intra predic-
tion modes are signaled. Here, if mrl_index is not 0, an MPM
index is directly signaled since MRLP is only allowed for
MPMs, as described in Section IV-E.

For the coding of non-MIP modes, four syntax elements
are defined. A first mpm_flag specifies whether an MPM is
being used. If the mpm_flag is signaled as 1, a second flag
Planar_flag is signaled to specify whether the MPM is the
Planar mode or not. If the Planar mode is not applied, an index
mpm_index is signaled to identify which of the five non-Planar
MPMs, defined below, is applied. If the mpm_flag is signaled
as 0, an index non_mpm_index is signaled to indicate which
of the remaining 61 non-MPM modes is applied.

The isp_split_flag is entropy coded using one context. For
the entropy coding of the mpm_flag one context is applied,
while two contexts are applied for the entropy coding of the
Planar_flag, depending on whether ISP is used or not. For the
entropy coding of mpm_index, a truncated unary code is used
where all bins are coded in bypass mode, i.e., no context is
applied. For the entropy coding of non_mpm_index, truncated
binary coding is used where all bins are coded in bypass mode
as well.

For the coding of MIP modes, two separate syntax ele-
ments are signaled. First, a flag mip_transpose_flag is signaled
that determines whether the transposed MIP mode is to be
used or not. Second, an index mip_mode is signaled that
specifies which MIP mode is to be applied. The entropy
coding of mip_flag uses a context that is derived according
to the mip_flag values of top and left neighboring blocks
and according to the aspect ratio of the given block. The
mip_transpose_flag flag is coded in bypass mode, and the
index mip_mode is signaled using a truncated binary code
where all bins are coded in bypass mode.

4) Construction of MPMs: The list of MPMs is constructed
using default intra modes, intra modes of neighboring blocks
and intra modes derived from the latter modes [50], [51].
From the set of neighboring blocks, only two blocks, namely
the block next to the top-right and the block next to the
bottom-left position of the current block are used in the
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MPM list construction. The intra prediction modes of these
neighboring blocks shall be denoted as A and L. Moreover,
the maximum and minimum values of A and L shall be
denoted as Max and Min. Finally, the Horizontal and Vertical
intra prediction modes shall be denoted as H and V. When
a neighboring block is not an intra block or a MIP-block,
the Planar mode is assigned as the intra prediction mode for
this neighboring block.

For the MPM list construction process, one differentiates
between the following four cases:

1) Neither A nor L is an angular intra prediction mode.
2) Either A or L is an angular intra prediction mode, but

not both of them are an angular intra prediction mode.
3) Both A and L are angular intra prediction modes but A

is not equal to L.
4) Both A and L are angular modes and they are equal.

In the first case, the MPMs are the set {Planar, DC, V, H,
V-4 and V+4} of default intra modes. In the second case,
the MPMs are derived as {Planar, Max, Max-1, Max+1,
Max-2 and Max+2}, and in the fourth case, the MPMs are
derived as {Planar, L, L-1, L+1, L-2 and L+2}. Finally, in the
third case, the first three MPMs are {Planar, L, A}, and the
remaining three MPMs are derived as follows, depending on
the distance between Min and Max. First, when Max-Min is
equal to 1, the three remaining MPMs are {Min-1, Max+1,
Min-2}. Second, when Max-Min is greater than or equal to
62, the three remaining MPMs are {Min+1, Max-1, Min+2}.
Third, when Max-Min is equal to 2, the three remaining MPMs
are {Min+1, Min-1, Max+1}. In all other cases, the three
remaining MPMs are {Min-1, Min+1, Max-1}.

In the above formulas, a modulo operation is performed
to ensure that a derived intra prediction mode is within the
range of available intra prediction mode indices. For example,
the derived mode L-1 is computed as 2 + ((L + 61) % 64) and
L+1 is computed as 2 + ((L - 1) % 64 ).

5) Intra Mode Coding for Chroma: The intra prediction
modes enabled for the chroma components in VVC are the
three CCLM modes, CCLM_LT, CCLM_L and CCLM_T,
the Planar, DC and angular intra prediction modes and MIP
under a certain condition [52].

In the signaling of the chroma intra mode, a flag indicating
whether CCLM is applied is signaled first. If the flag is
signaled as true, it is signaled which of the three CCLM modes
is applied.

In the non-CCLM case, an index intraChromaPredModeIdx
ranging from 0 to 4 is signaled. When this index is equal
to 4, it represents the direct mode (DM) and is binarized
as one bit. Otherwise, it is binarized by three bits using
a fixed length codeword that determines which of the four
applicable non-DM modes is to be used. When the DM mode
is used, the intra prediction mode of the collocated luma block
determines the chroma intra mode as follows. If the collocated
luma block uses the Planar, DC or an angular mode, the same
mode is used. If the collocated luma block is coded using Intra
Block Copy (IBC) or Palette mode, the DC mode is used. If the
collocated luma block is coded using Block DPCM (BDPCM)
mode, depending on the direction of the BDPCM, either the

Horizontal or the Vertical intra prediction mode is used. If the
collocated luma block uses MIP, then, if the chroma color
format is 4:4:4 and the single partitioning tree is applied,
the same MIP mode is applied for the chroma block [52] and
otherwise, the Planar mode is applied.

When the DM is not used, the other four non-DM modes
are either given by the list {0, 50, 18, 1} or, in cases where
the DM mode already belongs to that list, by modifications
of it [1]. Finally, when the adaptive color transform (ACT) is
applied for a block, it was observed that the intra prediction
modes among different color components are highly corre-
lated. Consequently, the intra prediction mode for chroma is
not signaled and implicitly set to the DM in this case.

VI. EXPERIMENTAL RESULTS

The performance evaluation of intra prediction and mode
coding in VVC with respect to HEVC has been conducted
using their respective reference softwares. The VVC reference
software 9.0 [53] (referred to as VTM-9.0) was used to
encode the sequences to generate VVC bitstreams using the
Main 10 profile. A description of algorithms used in VTM-9.0
(including encoding algorithms) is available in the VVC test
model document [54]. The HEVC bitstreams are obtained by
configuring the HM reference software 16.0 [55] (referred to
as HM-16.0) to code the sequences using the Main 10 profile.
The “All Intra” (AI) coding configuration [56], where each
picture is coded as one intra slice, is used for the evaluation.
Several sequences with different characteristics are used for
the evaluation, starting from UHD sequences to WQVGA
sequences, and also content that resembles screen content
(Class F). The sequences are represented in the 8-bit or
10-bit 4:2:0 format, but are encoded as 10-bit sequences.
The metric that is used for evaluation of the algorithms is
the PSNR-based Bjøntegaard delta rate (�B DR) [57], [58].
A negative (positive) �B DR percentage value indicates an
increase (decrease) in the compression efficiency performance.
The VVC and HEVC bitstreams are generated using the
quantization parameter values 22, 27, 32 and 37.

A. Comparison With HEVC

The compression performance of VVC with respect to
HEVC is provided in Table II. The luma and chroma BD-rates
(�B DR) for the tested sequences are provided as an average
for each class of sequences and the overall average. As can be
observed, VVC provides nearly 25% BD-rate improvement
over HEVC for the AI configuration, with sequences such
as ParkRunning, Campfire and BasketballDrill providing over
30% luma �B DR. VVC has larger gain for high-resolution
sequences such as UHD sequences (Classes A1 and A2) when
compared with HEVC. Overall, when compared with HEVC,
there is a clearly significant benefit in the coding efficiency for
VVC over all classes and types of sequences. The readers may
refer to [2] for a more detailed comparison of the compression
efficiency of VVC and HEVC.

B. Tool-Off Tests

The compression performance of various tools in the VTM
are measured using the “tool-off” test procedure, similar
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TABLE II

COMPARISON OF VVC AND HEVC FOR THE “ALL INTRA”
CONFIGURATION

to the procedure followed by an ad-hoc group established
by the JVET (AhG13), which tracked the performance of
the various tools over the course of the development of the
standard. The “tool-off” test for a particular tool is conducted
by comparing the VTM software configured to disable the
particular tool with the regular VTM software (where the tool
would be enabled). All the other tools are normally enabled
in both cases, thus giving an estimate of the coding efficiency
improvement provided by a particular tool to the VTM
software. The performance of a tool is measured using the
�B DR for the three components (Y, U and V). Since coding
tools provide compression gains, disabling a tool typically
results in a loss which is indicated by a positive �B DR
(expressed as %) for these “tool-off” tests. The performance
of a tool is also dependent on the encoder algorithms used in
the VTM [54]. The performance is obtained by averaging the
performance of sequences in classes A1, A2, B, C and E.

Seven “tool-off” tests - Tests 1 to 7 - are performed and
the results are tabulated in Table III. The tools specified in
Tests 1-5 are described in earlier sections; Test 6 provides
the performance when the I-slices are coded with single tree
instead of dual tree partitioning; Test 7 uses the single tree
configuration and all the tools in Tests 1 to 5 are switched off.
Tests 1-5 are tested with the dual-tree structure for luma and
chroma enabled for I-slices. Explicit tool-off tests for other
intra prediction/coding tools are not presented here due to the
difficulty in specifying a fair test condition in those cases.

The performance of these tests are provided in the Table III,
including encoding/decoding runtime comparison. The CCLM
tool (Test 1) provides considerable improvement in the coding
efficiency by taking advantage of the correlation of the luma
and chroma sample values - around 1.5% �B DR gain on luma
and around 14% �B DR gain on the chroma components.
The linear prediction model of the chroma samples from
the reconstructed luma samples provides a good prediction,
resulting in much smaller residual values to be encoded and
hence the relatively large coding gain for the chroma com-
ponents. The MIP tool (Test 2) provides gains for all classes
of sequences, particularly for certain larger resolutions. The

Fig. 9. Subjective quality comparison of VVC and HEVC for the Basket-
ballDrill sequence. Several texture features are visible only in the VVC coded
sequence.

PDPC tool (Test 3) provides consistently better performance
for all classes of sequences, with over 1% �B DR improve-
ment for several sequences. The ISP tool (Test 4) provides sig-
nificant gains for smaller resolutions (0.7% on an average, with
maximum of 1.0% for one of the sequences tested). The aver-
age �B DR gain obtained by ISP for the A1, A2, B, C and E
classes is increased with respect to Test 4 in higher QP ranges
(in particular, it is approximately doubled for the 32-47 range),
as shown in [59]. The MRL tool (Test 5) also provides better
compression by considering additional reference samples lines,
particularly for the sequences BasketballDrill and BQTerrace.
Finally, dual tree partitioning provides a gain of 0.4% for
luma and over 9% for chroma components. The combined gain
provided by all the six tools (Test 7) is around 4% for luma and
over 25% for chroma. For the Random Access configuration
[56], the combined gain for the all six tools (Test 7) is around
2.4% for luma and over 15% for chroma.

When one or more tools are disabled, the tool-off test for
other tools may provide a different value for the observed
loss. For example, MIP and PDPC are two tools that are
not enabled for the same blocks (i.e., if a block is coded
with MIP, PDPC is not applied to that block and vice versa).
When MIP is turned off, the tool-off test for PDPC shows an
increase in loss from 0.77% to 1.20%; similarly when PDPC
is turned off, the tool-off test for MIP increases from 0.63% to
1.06%. This shows that the tool-off tests in Table III indicate
the performance provided by the respective tool despite all
other tools that are enabled. A VVC encoder may choose to
enable one or more tools depending on the trade-off between
the coding efficiency and coding complexity.

C. Subjective Comparison

An example of the subjective improvement achieved by
VVC compared with HEVC is provided in this section; this
example illustrates that the superior objective performance
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TABLE III

PERFORMANCE OF TESTS 1-7

of VVC also translates to visual quality improvement when
compared with HEVC. The software versions for VVC and
HEVC used in the previous section are also used here; how-
ever, instead of comparing sequences coded with the same QP,
bitstreams that are encoded at similar bitrates are considered.
Figure 9 compares the performance of VVC with respect to
HEVC for a region in the 80th frame of the BasketballDrill
sequence. It is to be noted that the VVC bitstream is coded
at roughly 3% lower bitrate than HEVC. Despite the lower
bitrate, the reconstruction of the VVC frame is considerably
better compared with HEVC. More textural features are visible
for VVC, and the green-painted bands have much fewer
artifacts at the edges. It must be noted that contributions to
the visual quality improvement come from a combination of
the intra coding tools described in this paper and other tools
including for example partitioning, loop filters, deblocking and
entropy coding, that were jointly designed for VVC [2].

VII. CONCLUSION

The intra prediction tools of VVC provide a substantial
compression benefit over HEVC both in an objective and in
a subjective evaluation framework. Since a variety of intra
prediction modes are possible for each block, compression
gains are obtained throughout a large set of different types
of content. On the other hand, each individual intra prediction
method supported in VVC is of moderate computational com-
plexity. Thus, the sequential dependencies that exist between
intra-predicted blocks can be handled in real-time decoding
applications.
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