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Guest Editorial
Introduction to the Special Section

on the VVC Standard

IN THIS Special Section of the IEEE TRANSACTIONS ON

CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, it is
our honor to introduce the Versatile Video Coding (VVC)
standard, the latest of the historic partnership collaborations
between the International Telecommunication Union Telecom-
munication Standardization Sector (ITU-T), the International
Organization for Standardization (ISO), and the International
Electrotechnical Commission (IEC) in the field of video cod-
ing standardization.

The release of each new generation of international video
coding standards has been a major event in the video com-
munity, unleashing economies of scale and driving the devel-
opment of new devices and services, and this particular new
standard has arrived at a crucial point in the history of
technology and society.

Even before a global pandemic started in 2020 on a scale
not experienced for a full century, which forced major changes
to daily life in every society around the world, video usage
had been on a steep upward trajectory continuously for many
years and had become about 80% of Internet traffic. Strong
growth in ultra-high definition (UHD), high dynamic range
(HDR), security monitoring, and emerging immersive appli-
cations had commanded strong attention from the industry.
Then came COVID-19, forcing people to move even more of
their activities online. Video became central to learning and
work, in addition to entertainment and socializing, as well as
nontraditional areas including medical care, counseling, legal
services, and court proceedings. The use of video for personal
and business teleconferencing as well as home entertainment
skyrocketed overnight, and the general growth of video traffic
further accelerated, as compressed video applications were
moved to the forefront of everyday life.

Despite the difficulties imposed by the sudden need to shift
all face-to-face meetings of standardization groups to virtual
meetings, the finalization of the VVC standard proceeded on
schedule in the historic year of 2020, arriving to help meet
these challenges.

Like its major predecessors, VVC has been developed
jointly by the two largest international standardization organi-
zations for video coding—the ITU-T Video Coding Experts
Group (VCEG) and the ISO/IEC Moving Picture Experts
Group (MPEG). The partnership is known as the Joint Video
Experts Team (JVET), and the resulting VVC standard has
been officially approved as ITU-T H.266 and ISO/IEC 23090-3
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(MPEG-I Part 3). The core normative VVC specifica-
tion is also accompanied by a new Versatile Supplemental
Enhancement Information (VSEI) standard, referenced as
ITU-T H.274 and ISO/IEC 23002-7, which generalizes the
approach to handling supplemental data for broad and versatile
applicability.

Like the three generations before it, namely, H.262/
MPEG-2 Video, H.264/MPEG-4 AVC, and H.265/MPEG-H
HEVC, VVC’s main goal has been to address the mas-
sive yet ever-increasing bandwidth needed for video and the
insatiable desire for improved quality and expanding usage.
The fundamental requirement for VVC has been to improve
coding efficiency—i.e., to provide a bit rate reduction over
its H.265/HEVC predecessor for equivalent visual quality.
Indeed, recent tests have demonstrated that VVC provides
roughly a 2× improvement in compression over HEVC—in
other words, it reduces the necessary bit rate by about 50% for
a given level of visual quality in typical consumer-application
operation ranges. Considering that many applications are still
using AVC, which HEVC had already surpassed by a similar
amount of compression benefit, the value proposition posed
by VVC in today’s market is truly compelling.

Besides coding efficiency, as its name emphasizes, versatil-
ity is also a central design goal of VVC. A broad diversity of
the latest application needs was considered in the development
of the VVC standard. Application requirements that were
strongly emphasized during its design included UHD, HDR,
computer-generated and screen-captured content (e.g., for
screen sharing), adaptive bit-rate streaming, 360o immersive
video, ultra-low-delay applications, and compressed-domain
bitstream repurposing. These needs resulted in new coding
tools and new high-level functionalities supported in the syn-
tax. Furthermore, the finalized VVC standard includes profiles
that support still picture coding, the coding of video in non-
4:2:0 chroma formats, and multi-layer coding, e.g., for spatial,
quality, and multi-view scalabilities.

This Special Section provides a comprehensive overview
of the new standard and its key technical elements in a series
of 11 invited articles to familiarize readers with the VVC
standard.

Readers are introduced to the new VVC standard in
[A1], with an overview of its target applications and
key design elements, including the new coding tool fea-
tures and high-level functionalities, and provides informa-
tion about early implementations, conformance bitstreams,
and some subjective and objective compression performance
data.
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A detailed analysis of the implementation complexity of
VVC and the design features it provides to enable its use
in low-cost, low-power products for widespread use with a
variety of implementation architectures is provided in [A2].

The versatility of the VVC standard relies on the careful
design of its high-level syntax to support a diverse set of
application needs. This flexible syntax that provides the frame-
work for the use of VVC in various applications is described
in [A3].

Recognizing that the emerging usage of screen content
coding has posed new challenges led to the development of
new coding tool features that provide particular benefits for
synthetic content rather than for camera-captured content. The
design elements in VVC that are specifically customized to
support the efficient coding of screen content are presented
in [A4].

A further series of seven articles in this Special Section
presents algorithmic features in VVC that embody its substan-
tial advances over previous standards, emphasizing particular
parts of its design. Collectively, these advanced algorithmic
features combine to deliver the superior compression perfor-
mance of VVC. These articles are organized according to the
building blocks of VVC, which follow the well-known hybrid
video coding structure:

1) Block partitioning [A5]
2) Intra prediction and mode coding [A6]
3) Motion vector coding and block merging [A7]
4) Subblock-based motion derivation and inter prediction

refinement [A8]
5) Transforms [A9]
6) Quantization and entropy coding [A10]
7) In-loop filters [A11]

For more background information on the history of VVC,
interested readers may refer to the prior Special Section of
IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR

VIDEO TECHNOLOGY on the Joint Call for Proposals on
Video Compression With Capability Beyond HEVC, which
appeared in May 2020 and described contributions to the Joint
Call for Proposals that launched the VVC project.

After completing the VVC version 1 specification on sched-
ule, and despite the disruptions brought on by the pandemic,
the JVET is now working to develop a version 2 of VVC,
which will expand the operation range of the VVC standard
with an enhanced design for higher bit-depth higher bit-rate
applications, and with the specification of additional supple-
mental data. New work is also underway to explore coding
technologies that could provide enhanced compression capa-
bility beyond VVC, including those based on deep-learning
technology as well as approaches using more conventional
signal processing techniques.

VVC is a major milestone in the history of video coding
and its standardization. We are proud of the accomplishment
of the JVET committee and its ITU-T and ISO/IEC parents
in developing this important new standard. The credit for
the work is entirely due to the great contributions by the
participants.

Finally, we would also like to thank the Editor-in-Chief
Feng Wu and the former Editor-in-Chief Shipeng Li for their

support in guiding the development of this Special Section
from its initial proposal to its final publication. Moreover,
we are deeply indebted to the paper reviewers for their quick
and insightful responses to the manuscripts submitted during
the review process.
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