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Point-and-Shoot All-in-Focus Photo Synthesis
from Smartphone Camera Pair

Xianrui Luo, Juewen Peng, Weiyue Zhao, Ke Xian, Hao Lu, and Zhiguo Cao

Abstract—All-in-Focus (AIF) photography is expected to be a
commercial selling point for modern smartphones. Standard AIF
synthesis requires manual, time-consuming operations such as
focal stack compositing, which is unfriendly to ordinary people.
To achieve point-and-shoot AIF photography with a smartphone,
we expect that an AIF photo can be generated from one shot of
the scene, instead of from multiple photos captured by the same
camera. Benefiting from the multi-camera module in modern
smartphones, we introduce a new task of AIF synthesis from
main (wide) and ultra-wide cameras. The goal is to recover sharp
details from defocused regions in the main-camera photo with the
help of the ultra-wide-camera one. The camera setting poses new
challenges such as parallax-induced occlusions and inconsistent
color between cameras. To overcome the challenges, we introduce
a predict-and-refine network to mitigate occlusions and propose
dynamic frequency-domain alignment for color correction. To
enable effective training and evaluation, we also build an AIF
dataset with 2686 unique scenes. Each scene includes two photos
captured by the main camera, one photo captured by the ultra-
wide camera, and a synthesized AIF photo. Results show that our
solution, termed EasyAIF, can produce high-quality AIF photos
and outperforms strong baselines quantitatively and qualitatively.
For the first time, we demonstrate point-and-shoot AIF photo
synthesis successfully from main and ultra-wide cameras.

Index Terms—All-in-Focus synthesis, main/ultra-wide camera,
occlusion-aware networks

I. INTRODUCTION

LL-IN-FOCUS (AIF) synthesis is commonly used in
photography to keep everything sharp in a scene. To
achieve AIF using a regular lens, one can decrease either
the aperture size or the focal length. However, in smartphone
photography, the focal length or the aperture size of the
camera is fixed. Therefore, when the distance between the
main camera and the foreground object is close, the lens will
inevitably produce shallow depth-of-field (DOF) where either
the foreground or background region is out-of-focus.
In AIF synthesis, current approaches fuse the focal stack [1],
[2], [3], i.e., a set of images shot by the same camera at
different focal distances, to generate an AIF photo. However,
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capturing a focal stack is time-consuming and requires repet-
itive manual refocusing. Can AIF synthesis be made simpler?
We show that an additional camera can largely simplify AIF
synthesis and extend the limited DOF of the main camera.

Specifically, telephoto/wide lens or wide/ultra-wide lens
pair on smartphones constitutes the regular main/sub camera
combination. Here we focus on the setting of wide/ultra-wide
lens. As shown in Fig. 2, the wide-angle main lens produces
high-quality details with harmonious colors, but it has a rather
shallow DOF. An ultra-wide-angle lens has a small aperture
and a short focal length, which results in a large DOF and an
almost sharp image. It is thus natural to seek whether the ultra-
wide-angle lens can help recover missing details in the main
lens to achieve AIF synthesis. The advantages of wide/ultra-
wide cameras in AIF synthesis are: 1) two cameras can work
simultaneously, which is faster than adjusting focal distances
with a single camera; 2) the second camera provides additional
information for restoring defocused regions. When we capture
the main/ultra-wide image pair, we only need to adjust the
focal distance of the main lens and leave the ultra-wide lens
to the smartphone defaults. The hardware characteristics of
the main/ultra-wide pair are used to synthesize an all-in-focus
image with good quality.

In this work, our goal is to extend the DOF of the main
camera by exploiting the ultra-wide camera. However, as
shown in Fig. 3, the following visual challenges need to be
solved: 1) the large spatial displacement between two photos;
2) the illumination and color difference between two cameras;
3) the high-resolution input size for inference.

To process two inputs from different cameras, reference-
based super-resolution methods [4], [5], [6], [7] are proposed
to tackle spatial misalignment. However, they do not focus
on shallow DOF scenes, which means they are not designed
to deal with defocus blur. Furthermore, in dual-camera super-
resolution, the distances between the lens and the objects of
a scene are sufficiently large to define the objects as if they
are from the same depth plane. On the other hand, our task
deals with large foreground occlusions and defocus blur so that
we cannot directly use dual-camera super-resolution models.
Defocus deblurring methods [8], [9], [10], [11] aim to restore
details from out-of-focus regions, but the lack of reference
results in failure when the blurring amount is strong. Although
current methods introduce dual-pixel image pairs, the image
pairs are equivalent to stereo image pairs with a small baseline,
which still provides no sharp reference for deblurring.

Contrary to existing methods, we consider all problems
above and present EasyAlF, a feasible framework to synthesize
AIF photos, featured by spatial alignment, color adjustment,
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Figure 1. All-in-Focus (AIF) photo synthesis from a smartphone camera pair. We present a novel approach EasyAIF that operates two images captured
simultaneously and respectively by a wide camera and an ultra-wide camera to repair large defocus blur (in the main lens) with clear contents (from the

ultra-wide lens), enabling AIF synthesis with one click on the phone.

Ultra-Wide Camera

Figure 2. Features of the smartphone main/ultra-wide camera pair. The
main lens can capture a scene with good quality, but it has a shallow depth-of-
field (the red square), which results in defocus blur. Therefore, we collect the
image captured by the ultra-wide lens, which provides wider depth-of-field
images (the green square) compared with the main lens.

and occlusion-aware synthesis. To align spatial differences,
we first apply homography-warping and flow warping. To fur-
ther fix foreground occlusions, we design an occlusion-aware
network with a deformable wavelet-based module aiming to
generate sharp results in occluded regions.

In addition to spatial displacement, we also address the color

differences engendered by different lenses. To match the color
of the ultra-wide photo to that of the main-camera photo, we
propose a wavelet-based dynamic convolution network where
dynamic convolution is used to predict weights conditioned on
the blurred main-camera image. To better preserve information
during downsampling and improve efficiency during inference,
we apply wavelet transformation, which loses less information
than conventional downsampling. Finally, the occlusion-aware
network fuses sharp regions from the aligned images and
outputs AIF results.

To train our network, we collect a dataset of 2686 scenes.
We capture three photos on each scene: a background-blurred
main-camera photo focused on foreground, a foreground-
blurred main-camera photo focused on background, and a
sharp ultra-wide sub-camera photo captured with a small
aperture and a short focal length. Since the focal length and the
aperture of the smartphone camera are fixed, we cannot obtain
AIF ground truths for the main image directly. Therefore we
resort to a fusion-based approach to synthesize a reference-
based smartphone AIF dataset. In particular, multi-focus image
fusion [12] is used to produce sharp ground truths by fusing
the two main-camera photos.

As shown in Fig. 1, we are the first to explore the multi-
camera module in smartphone AIF synthesis. The off-the-shelf
ultra-wide camera provides the defocused main photo with
sharp guidance. To overcome the alignment issue, we propose
a viable framework to alleviate blurring artifacts. We con-
duct experiments to compare our solution with existing dual-
camera super-resolution and defocus deblurring approaches.
We observe that current baselines are not good enough for
AIF synthesis. Our framework EasyAIF is tailored to AIF
synthesis and outperforms other approaches qualitatively and
quantitatively. It can serve as a strong baseline for AIF
synthesis from main/ultra-wide camera pair.

Our main contributions include the following:
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Figure 3. Visual challenges of AIF synthesis using the main/ultra-wide
image pair from a smartphone. The wide and ultra-wide images exhibit
significant visual differences in the field of view (FoV) and resolution.
Although the main (wide) and ultra-wide images capture overlapped scenes
(the white box), they differ in multiple aspects, including the occlusion (the
red-curve area in the blue box), the spatial misalignment (the red boxes in
the purple box), the difference in the depth-of-field (the green box), and color
inconsistency (the orange box).

o To our knowledge, we are the first to introduce the task of
AIF synthesis from the main and ultra-wide camera pair;

e A strong baseline that leverages an occlusion-aware frame-
work which fuses the main image, the spatial-color aligned
ultra-wide image, and the refined main image to produce a
pleasant AIF result;

e We collect an AIF dataset with quadruplet samples where
each is composed by a pair of main-camera images that
respectively focus on foreground and background, an ultra-
wide-camera image, and a synthetic AIF image used as
ground truth.

II. RELATED WORK
A. All-In-Focus Synthesis

Current AIF synthesis approaches use a focal stack to
composite the AIF image [1], [2], [3]. Typically multi-focus
fusion consists of focus measure and image fusion. For
sharpness measure, one can apply spatial cues [13], multi-
scale decomposition [14], and sparse representation [15]. Then
fusion methods such as adaptive noise-robust fusion [2] are
used to selectively blend the focal stack. Apart from com-
mon solutions, the AIF image can also be reconstructed by
light field synthesis [16]. Since capturing focal stack requires
sweeping the focal plane, depth from focus [17], [18], [19]
has been proposed to perform depth estimation along with
AIF synthesis.

Recently deep learning-based image fusion is used for AIF
synthesis. The focus measure and the fusion rule can be
learned from a deep network [20], [21]. Deep unsupervised
learning is widely used to fuse a focal stack without ex-
plicit supervision [22], [23]. In addition, depth-from-focus
networks [24] adopt supervised learning to predict an AIF
image and a depth map from corresponding synthetic ground
truth. A joint multi-level feature extraction-based CNN [25]

is proposed to provide a natural enhancement. A simplified
stationary wavelet transform using Harr filter [26] is proposed
to achieve fast fusion speed.

Although focal stack is effective in generating AIF results,
it is time-consuming and inefficient to manually change focal
planes and capture required image sequences using the same
smartphone lens. Therefore, we propose a user-friendly AIF
synthesis routine to produce an AIF image from a main and
ultra-wide image pair that can be captured at the same time.
Traditionally the focal stack or the light field images are shot
by the same camera, so the captured images do not suffer
from misalignment in space and color. Compared with the
common multi-focus fusion methods [25], [26], our inputs are
two misaligned images from two different cameras instead of
the common defocused images from the same camera.

B. Defocus Deblurring

In addition to direct AIF synthesis by image fusion, defocus
deblurring is also feasible to restore a sharp image from a
bokeh image [27], [28]. Traditional methods apply a two-stage
technique [29], [30], [31], [32], where defocus estimation [30],
[32], [33], [34], [35] is first executed on a pre-defined blur
model, then the predicted defocus map helps to deblur the
image by non-blind deconvolution [29], [31].

Instead of using deep networks to predict a defocus map,
recent deep learning methods directly deblur the image [8],
[9], [10], [11]. Therefore, a defocus deblurring dataset [8]
consisting of dual-pixel images is introduced for training.
Better network designs have been proposed, such as iterative
adaptive [9] and kernel-sharing parallel atrous [10] convolu-
tions. With the help of dual-pixel images, multi-task learning
methods such as defocus estimation [36] and predicting dual-
pixel views [37] are also proved to benefit defocus deblurring.
Synthetic datasets such as dual-pixel video sequences [38]
and depth images [39] have also been used as assistance
for defocus deblurring. The transformer architecture is also
applied to defocus deblurring [11] and achieves the state
of the art. In addition, light field data [40] can be applied
to synthesize defocus blur from a set of sharp images, and
a network is proposed to deblur a single spatially varying
defocused image.

Compared with reference-based AIF synthesis, defocus de-
blurring also restores a sharp image. However, it only utilizes
a single image or a dual-pixel image pair instead of a sharp
reference image, which is not sufficient to recover details from
large blur. Compared with the restoration method from light
field [40], our method requires two complimentary inputs,
while the light field dataset only enables single image deblur-
ring by synthesize one defocused image from mutiple light
field images. Furthermore, the light field dataset is captured
by the same camera, so the light field images are aligned,
which is different from our AIF dataset.

C. Dual Camera Applications

Dual camera has been used in various low-level applications
such as reference-based super-resolution [4], [5], [6], [7],
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reference-guided image inpainting [41], and bokeh render-
ing [42]. Reference-based super-resolution methods align two
images from different viewpoints [4], [S], [6]. Particularly,
dual-camera super-resolution [7] super-resolves the wide im-
age with the help of the telephoto lens, which can be applied
to smartphone images.

Compared with our wide/ultra-wide AIF synthesis task,
dual-camera super-resolution methods are designed for two
misaligned input images. However, they do not consider
defocus blur or foreground occlusions. In addition, reference-
guided inpainting requires a mask for inputs, and bokeh
rendering does not belong to image restoration task, so there
is little similarity between our task and existing ones.

III. EASYAIF FOR ALL-IN-FOCUS SYNTHESIS

As shown in Fig. 4, our framework EasyAIF consists of
three components: spatial alignment, color alignment, and
occlusion-aware synthesis. To solve the spatial misalignment
between the main camera I,,, and the ultra-wide camera I,,, we
apply both homography warping and flow warping to output
the aligned ultra-wide I, y. Homography warping focuses
on a global scale and produces a coarse result, and flow
warping is stable under parallax issues brought by different
depth planes. Once spatial warping is done, we also align the
two images I,, and I, y photometrically. To process images
of high resolution, we propose a wavelet-based network to
preserve information during downsampling. Furthermore, we
apply dynamic convolution to generate the color-aligned I, .
utilizing the reference blurred main image I,,. Since the
dual-camera setting leads to occlusions around the edge of
foreground objects, we design an occlusion-aware synthesis
network, where we simultaneously find the occlusions and
refine the blurred occluded area to produce I;. Finally the
fusion network fuses I,,,, I, ., and I; to synthesize the AIF
image I4rp.

A. Spatial Alignment

We implement spatial alignment by means of homography
warping and flow warping. Homography warping aligns the in-
put at the image level, which can restore image-level attributes
such as the FOV. However, in our smartphone AIF synthesis
task, prominent foreground/background relationships result in
a larger disparity on background regions than on foreground
ones. Therefore it is impossible to align the main/ultra-wide
image pair [,, and [, using only a single homography
warping. To align objects from different depth planes, we
apply pixel-wise warping with an optical flow field, because
we need diverse offsets to fit the increasing parallax from
foreground to background.

Homography warping is executed by image registration.
Image registration consists of 1) keypoints detection, 2) feature
matching, 3) outlier pre-filtering, and 4) pose estimation. We
locate keypoints from SIFT [43], and extract HardNet [44] de-
scriptors to compute an initial correspondences set between I,
and I,,,. Then we apply a pre-trained outlier rejection network
NM-Net [45] to filter unreliable correspondences in the initial

Spatial Alignment Color Alignment

Main Image Iy, Flow-Warped I, Main Image I, Color-Adjusted Iy,
| 3 ‘
. " Wavelet
0;\3;;;:3 I il;low 4 Dynamic
ping b Adjustment

Wavelet
Refinement

l

R |
] y I
Homography-Warped ,, - Refined Main I,
Main Image L,
B2 gy S ‘ v

v
AIF Image Iy

Main Image Iy,

Ultra-Wide Image I,,,

Figure 4. Our framework EasyAlIF includes three modules: spatial align-
ment, color alignment, and occlusion-aware synthesis. We use homography
and flow warping to align the main/ultra-wide image pair I,,, and I, at the
image level and the pixel level. Then we adjust the color of the warped
ultra-wide image I, y with a wavelet-based dynamic network. To tackle the
occlusions where spatial warping fails to solve, we propose an occlusion-aware
synthesis network to refine the occluded and blurred areas. The network fuses
the refined image I, the main image I,,, and the color-adjusted ultra-wide
Iw,c to generate the AIF result [47p.

Difference I, — I, » Difference I, — I, ¢

Figure 5. The difference between a warped ultra-wide image and a main
image. [, has a different aspect ratio from I,.

set. Finally, I,, is warped by a single homography matrix esti-
mated from the filtered correspondences using RANSAC [46].
Homography warping provides a coarse image-level alignment
for our pipeline. The warping results I, , and I, still have
unaligned regions due to large parallax. Therefore, we apply a
pixel-wise warping alignment with an optical flow field. Pixel-
wise warping is insensitive to varying parallax from different
depth planes. We apply the robust RAFT [47] to estimate the
flow map Yy, ., . for aligning I, , to I,. As shown in
Fig. 5, homography alignment provides a coarse image-level
result, which is effective in dealing with FOV discrepancy, and
the flow warping exhibits more adaptability in aligning objects
from different depth planes such as the speaker in I, ,.

B. Wavelet-Based Dynamic Color Alignment

In image alignment, we not only consider spatial dif-
ferences, but also color discrepancies. Since two different
cameras are involved, color alignment must be considered.
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Figure 6. WDC-Net for color alignment. We use DWT to downsample the
RGB image into high and low frequency contents F'* and F'. To utilize the
reference image, we apply dynamic convolution on high and low frequency to
adjust color transform parameters based on the reference I,,,. The adjusted low
frequency component is reconstructed to the original resolution /., . guided
by high frequency details.

Specifically, smartphone AIF synthesis defines a special sce-
nario for color alignment. In our pipeline we have a reference
blurred input I,, as guidance, which is different from the
previous single image enhancement [48]. Furthermore, the to-
be-adjusted I, s is spatially misaligned but only in occlusions,
so it is not the case of style transfer [49].

To use the reference main camera I,,,, we propose a wavelet-
based dynamic color alignment network WDC-Net. Partic-
ularly, we integrate dynamic convolution [50] with discrete
wavelet transformation (DWT) and inverse DWT. As shown
in Fig. 6, DWT decomposes the RGB image into high and
low frequency contents, and the resolution of output is half
of the input size. It has been revealed that in image-to-image
translation, the color transformation relies more on the low
frequency contents [51]. Therefore, we use DWT to align the
color in low frequency and refine the low frequency result
with high frequency cues. Furthermore, we expect that the
main image can guide color alignment, so we apply dynamic
convolution such that the color-transform-convolution weight
is flexible based on the input main image.

C. Occlusion-Aware Synthesis

Now that we discuss the spatial alignment performed by
homography and flow warping, we still have the occlusion
problem. Occlusion arisen from two perspectives is not rare.
However, it is worth emphasizing in smartphone AIF syn-
thesis. As shown in Fig. 3, when the camera is close to
the foreground object, the parallaxes in each depth plane
are significantly different, which brings more occlusions than
other tasks such as dual-camera super-resolution.

Taking occlusions into account, when the main camera
focuses on foreground objects, the ultra-wide image cannot
obtain corresponding sharp results in the occluded regions.
The flow warping in spatial alignment tends to produce poor
flows in occluded areas, so we first predict a confidence map
M. by forward-backward consistency check [52] as

M, = HYIU,,,,.HI,” (p) + YI,,,L—)I“,,,,, (p + Y'Iw,,.alm (p))H2 <1,
1

where p is considered as a point in I,y -, Y7, 1, i the flow
from the ultra-wide image to the main image, and Y;__,;

w,T

is the flow from the main image to the ultra-wide image. The
intuition behind the consistency check is that, if an estimated
flow is correct, then when a corresponding point is warped
twice by the forward flow and backward flow, the output
should be close to zero. To synthesize an AIF output, we
not only need to find where occlusions occur but also to
acquire clear results in those areas. We address them with
an occlusion-aware synthesis network OAS-Net, as shown in
Fig. 7.

We use an encoder-decoder structure with an efficient twist
that replaces downsampling and upsampling operations with
DWT and inverse DWT. DWT decomposes the feature map
into high and low frequency contents, and IDWT reintegrates
the frequency back into the feature map, which is similar to
the DWT and IDWT in Fig. 6. Since we predict the fusion
masks for AIF synthesis, the fusion mask is flat in most
parts, resulting in less information in high frequency contents.
Therefore the network can predict the fusion masks mainly in
low frequency, then restore the masks to the original resolution
with high frequency cues. In addition, the input resolution of a
smartphone camera is high, we utilize wavelet transformation
so that the mask can be predicted in lower resolution with less
information loss than normal pooling layers.

As we predict the occluded areas, we simultaneously re-
fine the corresponding blurred background with the help of
homography-warped ultra-wide image I,,,.. We apply de-
formable convolution [53] to align the features of I, ,- and I,,,,
then we reconstruct the refined image I; based on the aligned
features. Compared with previous works [5], [54], we predict
deformable weights with the direct use of DWTs and inverse
DWTs. We replace convolution with wavelet decomposition
in deformable weights predictions because DWT is helpful in
capturing global context and in preserving more information
in downsampling than standard convolution or pooling. With
the refined image I, the main image I,,,, and the color-aligned
ultra-wide I, ., we fuse them with their corresponding fusion
masks Mgy, M,,, and M, . as

IAIF :Ide+Im 'Mm"—Iw,c'Mw,ca (2)

where I47p is the final AIF result. We apply a softmax
function to limit the network training, so M,, .+ Mg+ M, =
1. My is supervised by M., because M,; mostly represents
occlusions and low-confidence flow warping results usually
occur in occluded regions.

D. Model Training

Loss Functions. For WDC-Net, we use the following loss:
EWDC = El(Iw,c . Mcv-[gt . Mc)

+ Essim(Iw,c : Mca Igt . Mc) )
where L; is the ¢ loss, and Lg;,, is the structural similarity
(SSIM) loss [55]. Iy is the AIF ground truth image, and
M. is the confidence mask of optical flow computed from

forward-backward consistency check. We use M, to mitigate
the influence of wrong warped regions.

3)



6 MANUSCRIPT SUBMITTED TO IEEE TRANS. ON CIRCUIT SYST. VIDEO TECHNOL.

Wavelet
Decoder

Wavelet
Deformable
Block x2

Wavelet Decoder

Wavelet Encoder

Wavelet
Decoder

Wavelet
Encoder

Deformable

|

: l
Refined Main I Fin Conv Fout
Cat ksl Softmax >
Decoder
; =t I g

Color- Adjusted I,,, . F} Iy AIF Image I
Figure 7. Occlusion-aware synthesis network OAS-Net. We modify the common encoder-decoder with wavelet transform, and we integrate the wavelet
encoder and decoder into deformable convolution, where we predict the offset in the frequency domain. The three wavelet encoders of the three inputs (I,

I, and I o) share the same parameters. The two decoder branches output the fusion masks (M., My and M, ) for AIF synthesis and the refined main

image I for occluded regions M.

For OAS-Net, we have the loss function

Loas = Li(Tarr, Igt) + Losim(Tarr, Igt)
+ A Li(La, Igt) + A - Logim(La, Lgt)
+6+ Loce(Mm, Myuse) “
+ 6 Loce(Ma, (1 = Myyse) - Me)
+ 6 Lopce(Mu, (1 = Mpyse) - (1 = M,.)),

where Ly, is the binary cross entropy loss. My is the
fusion mask for generating AIF ground truth I; as

Igt = Mfuse : Irj;g + (1 - Mfuse) : Iyl;ig ; (5)

where I/9 and I%9 are the main images focused on foreground
and background, respectively. We describe the collections of
I,J;g, Igf, Myyse, and Iy in Sec. IV. We use the binary cross
entropy loss because we use a softmax function at the end of
mask prediction, and the three mask ground truth images can
all be defined as hard masks. (1 — M fuse) * M, is the ground
truth of M, because we want the refined image to fill in the
low-confidence regions but leave out parts where the main
image remains clear. My,s. * (M. — 1) is set as the ground
truth of M, because we want to ensure the three ground truth
images add up to 1.

Implementation Details. We implement our model by Py-
Torch [56]. A and § are set to 0.5 and 0.1, respectively. We
apply one DWT and one IDWT in WDC-Net. Two sets of
DWT and IDWT are used in the encoder-decoder of OAS-
Net, and three sets of DWT and IDWT are used in the
dynamic offset estimator in the deformable convolution block.
When training WDC-Net, we do not downsample the input
beforehand. We downsample the image by a factor of 4 before
training the OAS-Net. Both networks are trained for 40 epochs
using the Adam optimizer [57]. WDC-Net uses a batch size of

Main 119 Main 129

Ultra-Wide I,,, AIF Fusion Mask Mg AIF Groundtruth /g,

Figure 8. An example of a set of training images. The main images I,fng is
focused on foreground, and I%’ is focused on background, as shown in the
blue and green boxes. Since the focus breathing effect causes wider FOV in
I,ﬁf (the green box), we align If,? to I,J;g using flow warping. We also capture
the ultra-wide image I, and the AIF ground truth image/y¢ is generated from
fusing the two main images.

8, and OAS-Net uses a batch size of 2. Our experiments are
conducted on a single NVIDIA GeForce GTX 1080 Ti GPU,
while some of the baseline experiments require an NVIDIA
GeForce GTX 3090 GPU.

IV. DATASET COLLECTION

To train our AIF photo synthesis network, we collect the
main/ultra-wide image pair for input, and the ground truth AIF
image as supervision. We capture the smartphone AIF dataset
from Huawei Mate 30 Pro, which uses an ultra-wide camera
in its module. To obtain an image set, we first use the main
camera to shoot two images; one focuses on the foreground,
and one on the background. Then we switch to the ultra-wide
camera to capture an image [,, following the default camera
setting. We use a tripod to avoid camera shaking. We keep
the exposure settings same for the two lenses, because we
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intend to simulate the situation where the two cameras work
simultaneously.

Now that we have three images per scene, we need to align
the two main images due to focus breathing (a phenomenon
that the FOV becomes narrow when focusing on a closer
object). As shown in Fig. 8, the two main images /9 and
I%9 have view angle differences, where I%9 has a wider FOV.
Therefore, we apply optical flow warping to align 129 to I79.
We take the two main camera images I/9 and the aligned I%9
as inputs and apply a multi-focus image fusion method [12] to
synthesize the AIF ground truth Iy for training. In addition,
we acquire the fusion mask My, for the two main images.

In all, we collect a dataset with 2686 indoor and outdoor
scenes, with 2686 2 = 5372 image pairs. We split the dataset
into 5000 training image sets and 372 evaluation image sets.
Each set consists of Ij;g, If’r-?, Iy, Mfyse, and Ig, as shown in
Fig. 8. The ultra-wide image has a resolution of 3840 % 2592,
and other images have a resolution of 3648 x 2736. The ultra-
wide camera has a focal length of 18 mm and an aperture size
of f/1.8, and the main camera has a focal length of 27 mm and
an aperture size of f/1.6. To demonstrate the generalization
of EasyAIF, we also capture 120 image pairs from iPhonel3
to further solidify our claim.

V. RESULTS AND DISCUSSIONS
A. Baseline Approaches

We choose state-of-the-art baselines that are closely related
to our new task, consisting of two types of approaches: 1)
dual-pixel defocus deblurring: IFAN [9] and Restormer [11]
and 2) dual-camera super-resolution: DCSR [7] and MASA-
SR [6].

IFAN [9] is a single image defocus deblurring method which
applies iterative adaptive convolutions. This model is trained
on a dual-pixel dataset.

Restormer [11] addresses image restoration by using Trans-
former. The defocus deblurring model can be trained on a
dual-pixel dataset.

DCSR [7] explores the dual camera super-resolution with
aligned attention modules.

MASA-SR [6] uses matching acceleration and the spatial
adaptation module to achieve reference-based super-resolution.

We use their pretrained models, and finetune the models on
our dataset for a fair comparison.

B. Qualitative Results

We show the intermediate results of our approach in Figs. 9
to 11. In Fig. 9, we show the outputs of each components in
EasyAlIF, including the flow-warped ultra-wide image I, ¢, the
color-adjusted ultra-wide image I, ., the refined main image
I; and their corresponding fusion masks. In Figs. 10 and 11,
we show the high frequency and low frequency feature maps
from wavelet transform in WDC-Net and OAS-Net.

We show qualitative comparisons with the baseline methods
in Figs. 12 and 13. We demonstrate the results with different
inputs: the main images focused on the foreground, and the
main images focused on the background. One can observe: 1)

My,

Figure 9. Intermediate results of EasyAIF. We demonstrate how the three
components of EasyAIF work to synthesize I 47r. The main image I, is
focused on the foreground regions. M, includes the occlusions at the edges
of foreground objects because the corresponding occluded regions of Iz are
sharper than that of foreground-focused I,y .

DCSR [7] tends to oversmooth the blurred regions; 2) dual-
pixel defocus deblurring methods IFAN [9] and Restormer [11]
can effectively reduce the amount of blurring, but they fail
to recover sharp details; 3) MASA-SR [6] performs well to
restore some sharp details, but it still has many artifacts, such
as the blue box in the first row; 4) Our method EasyAIF
outperforms other baselines in generating AIF results.

C. Quantitative Results

As shown in Table I, we compare our method EasyAIF with
the four baseline methods quantitatively on our synthesized
smartphone AIF dataset. We split the evaluation dataset into
two groups: the main images focused on foreground, and
the main images focused on background. To measure the
performance of different methods, we use LPIPS [58], PSNR,
and SSIM as metrics. Results show that EasyAIF outperforms
other methods numerically. Restormer [11] and DCSR [7] are
the second best approaches. We demonstrate that EasyAIF
is superior in terms of image focused on the foreground as
well as on the background. Reference-based super-resolution
methods MASA-SR [6] and DCSR perform well to super-
resolve the already clear contents in the image, however, they
fail to handle large defocus blur. Restormer and IFAN [9] are
designed for defocus deblurring, but they do not fully utilize
the sharp contents in the reference image I,,.

To prove the generalization across different devices, we
capture 60 scenes on iPhonel3 which also has an ultra-wide
camera. The resolutions of the ultra-wide image and the main
image are both 4032x3024, which are different from those of
Huawei Mate30 Pro. We evaluate our model on the iPhone
dateset without finetuning. The results are shown in Table II.
We show that EasyAlIF still performs better than the SOTA
SR/Deblur methods.
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Figure 10. Intermediate feature maps of WDC-Net. The arrows indicate that I, y and I, are the inputs, and WDC-Net outputs Iy, from high frequency

features and low frequency features. We can observe that the high frequency feature maps store information of the edges, and the low frequency feature maps
relate more to the contents.
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Figure 11. Intermediate feature maps of the branch that produces the refined main image in OAS-Net. The arrows indicate that I, , and I, are
the inputs, and OAS-Net outputs Iz from high frequency features and low frequency features. We can observe that the high frequency feature maps store
information of the edges, and the low frequency feature maps relate more to the contents.

Refined I,
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Ultra-Wide Image Main Image Restormer

Figure 12. Comparison with baselines on the smartphone AIF dataset. The input pair is the main image focused on the foreground, and the ultra-wide
image. Compared with the baselines, our proposed EasyAlIF restores sharper details. Please zoom in to see the details.
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Ultra-Wide Image Main Image Restormer MASA-SR

Figure 13. Comparison with baselines on the smartphone AIF dataset. The input pair is the main image focused on the background, and the ultra-wide
image. Compared with the baselines, our proposed EasyAlF restores sharper details. Please zoom in to see the details.
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TABLE I
QUANTITATIVE RESULTS ON OUR AIF DATASET. THE BEST PERFORMANCE
IS IN BOLDFACE, AND THE SECOND BEST IS UNDERLINED.

TABLE IV
ABLATION STUDY OF OUR AIF SYNTHESIS FRAMWORK ON THE
SMARTPHONE AIF DATASET. THE BEST PERFORMANCE IS IN BOLDFACE.

Method Focused on foreground | Focused on background Total
etho

PSNRT SSIM?T LPIPS| |PSNRT SSIM?T LPIPS||PSNR?T SSIM?T LPIPS|
IFAN [9] 25.09 0.742 0402 | 28.38 0.835 0281 | 26.73 0.789 0.341
Restormer [11] | 25.34 0.749 0380 | 28.74 0.840 0.270 | 27.04 0.795 0.325
DCSR [7] 24.11 0722 0.345 | 29.66 0.875 0.203 | 26.88 0.798 0.274
MASA-SR [6] | 2524 0.717 0422 | 2572 0.722 0.419 | 2548 0.719 0.421
EasyAIF (Ours)| 25.75 0.828 0.185 | 30.58 0.921 0.130 | 28.16 0.874 0.158

TABLE II

QUANTITATIVE RESULTS ON IPHONE13 DATASET. THE BEST
PERFORMANCE IS IN BOLDFACE, AND THE SECOND BEST IS UNDERLINED.

Method Focused on foreground | Focused on background Total
etho

PSNR?T SSIM?T LPIPS| |PSNRT SSIM?T LPIPS||PSNR?T SSIM?T LPIPS|
IFAN [9] 2348 0.638 0.613 | 26.09 0.692 0.527 | 24.78 0.665 0.570
Restormer [11] | 23.13 0.636  0.613 | 2590 0.690 0.521 | 24.51 0.663 0.567
DCSR [7] 22.78 0.638 0.479 | 26.80 0.728 0.398 | 24.79 0.683 0.438
MASA-SR [6] | 23.09 0.590 0.672 | 23.93 0.597 0.658 | 23.51 0.593 0.665
EasyAIF (Ours) | 24.60 0.777 0.241 | 28.27 0.808 0.187 | 26.43 0.793 0.214

As shown in Table III, we also demonstrate the runtime of
EasyAIF. In this table, “Others” means the remaining steps
in image registration (descriptor extraction, correspondence
matching, and consistency filtering), color alignment, and
occlusion-aware synthesis. We evaluate the runtime on the
image pair with the resolution of 4032x3024. It is worth men-
tioning that the SIFT keypoints extraction in image registration
is time-consuming, and our total runtime is 1.59s on one
NVIDIA 3090 GPU. The optimization of image registration
is not our priority, so we simply use SIFT.

TABLE III
RUNTIME OF OUR METHOD. “OTHERS” MEANS THE REMAINING STEPS IN
IMAGE REGISTRATION (DESCRIPTOR EXTRACTION, CORRESPONDENCE
MATCHING, AND CONSISTENCY FILTERING), COLOR ALIGNMENT, AND
OCCLUSION-AWARE SYNTHESIS.

Others
0.99

Total
1.59

Keypoints Extraction

0.60

Time (s)

D. Ablation Study

We conduct ablation study on the framework components,
including spatial alignment, color adjustment, and occlusion-
aware synthesis. As shown in Table IV, our framework
works best with all three modules. If we only use spatial
alignment, the color discrepancy and the occlusion issue still
exist. We mitigate these two problems by introducing WDC-
Net and OAS-Net. To further prove our network design, we
also conduct experiments on warping in spatial alignment, and
ablation study on OAS-Net. As shown in Tab V, homography
alignment and flow warping both improve our performance.
Homography warping provides image-level alignment, and op-
tical flow focuses on pixel-level warping. For occlusion-aware
synthesis, as shown in Tab VI, we show that wavelet-based
deformable refinement, as well as occlusion-aware image
fusion, are both required to achieve better quantitative results.
In addition, we demonstrate visual qualitative results on the
ablation studies of OAS-Net and WDC-Net. In Fig. 14, we
show that our WDC-Net is effective to align the color of flow-
warped image I, ¢ to the main image I,,,. For occlusion-aware

Total
PSNRT SSIM{T LPIPS|

Framework Components

Spatial alignment WDC-Net OAS-Net

v 16.06 0.675 0.342

v v 20.65 0.732  0.304

v v 21.65 0.739 0.174

v v v 28.16 0.874 0.158
TABLE V

ABLATION STUDY ON WARPING OPERATIONS IN SPATIAL ALIGNMENT.
THE BEST PERFORMANCE IS IN BOLDFACE.

Warping methods PSNRT SSIM{T LPIPS|

Homography 14.37 0.539 0.431
Flow 15.47 0.584 0.358
Homography+Flow  16.06 0.675 0.342

synthesis, as shown in Fig. 15, the color-adjusted I, . suffers
from occlusions, so we use OAS-Net to predict the occluded
regions and refine the corresponding areas. Therefore, the final
AIF result IT4rp performs better than I, and I, . on the
occlusions.

TABLE VI
ABLATION STUDY ON OAS-NET. THE BEST PERFORMANCE IS IN
BOLDFACE.

OAS structure PSNR{ SSIM{ LPIPS]

Fusion 27.85 0.871 0.158
Refine 26.45 0.785 0.333
Refine+Fusion  28.16 0.874 0.158

E. User Study

To better evaluate the performance of EasyAlF, we conduct
a user study on our smartphone AIF dataset. We collect 50 sets
of images, and invite 20 people participating in this survey. We
compare EasyAIF with each baseline separately and ask the
participant to choose the more realistic result or choose none
if it is hard to judge.

We build an online website for user study, the interface of
the website is demonstrated in Fig. 16. “Input Image” is a
defocused main camera image. “Focal Point” labels the target
that is roughly refocused during the capturing. “Method 1" and
“Method 2” display the results of two rendering methods, one
of which is ours, and the other one is randomly selected from
IFAN [9], Restormer [11], DCSR [7], and MASA-SR [6]. The
positions of the two methods are also random. “Magnification
Window” provides simultaneous local zoomed viewings for
images in two rows. Users can utilize them to observe and
compare the details of the two AIF images. When users are
voting, if they cannot decide on the better result, each method
gets 0.5 votes.

We show the comparison results in Table VII, where the
number represents the preference of our approach over the
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B |

Main Image I,,, Flow-Warped 1,,, ¢ AIF w/o WDC-Net AIF Image I,z

Figure 14. Ablation study on our WDC-Net. From the red and the green
boxes, we can observe that before color alignment, flow warped image I, 5 is
darker than I,,, so the AIF result without WDC-Net also exhibits inconsistent
color. On the other hand, I 47 shows similar color and illumination to I,,.

e
AIF Image Iy

AIF w/o OAS-Net

Color-Adjusted I,,, .

Main Image I,,,

Figure 15. Ablation study on our OAS-Net. From the red and the green
boxes, we show that the main image I, and the color-adjusted I, produce
blur or artifacts in occluded areas. I 4rp has sharper details than the AIF
result without OAS-Net, and has fewer artifacts in occlusions than [y, c.

other methods. One can observe that our approach is most
favored.

TABLE VII
USER STUDY OF EASYAIF ON THE SMARTPHONE AIF DATASET. THE
NUMBERS INDICATE THE PREFERENCE RATE OF OUR EASYAIF OVER
OTHER APPROACHES.

Method
EasyAIF (Ours)

DCSR [7] MASA-SR [6] IFAN [9] Restormer [11]
98.9% 87.1% 88.6% 85.8%

F. Comparisons with Multi-Focus Fusion Methods

Our method is different from multi-focus fusion meth-
ods [25], [26] from the inputs. Our method deals with
two images from different cameras, which suffer from large
misalignment. However, the input of the multi-focus fusion
method is designed to be already aligned. Traditionally the
focal stack images are shot by the same camera, so the
captured images do not suffer from misalignment in space and
color. As shown in Fig. 18, multi-focus fusion methods can

Rules

Compare Method 1 and Method 2,

4 |and click the better one. Click again to
(deselect the image. If it is hard to judge,
don't select any image. Pay attention to
the restoration of the blurred regions.
When moving the mouse over the
fimage, magnification windows in two
rows will provide local zoomed viewings
for images of the current column,

If you want to end this test, you can
 |click “Submit’. For data collection, you
lhave to answer at least 10 questions
Ibefore you click 'Submit’

Please do not refresh the page! Or the
data will be invalidated.

Next
Submit
23/50

(Answer at least 10 questions)

Focal Point

Magnification Window (row 2)

Figure 16. Interface of the user study website.

Ours

A)
Ultra-Wide Image Main Image Main  Ours

Figure 17. Failure cases. Our All-in-Focus (AIF) result may produce artifacts
at edges due to large occlusions (row 1). The ultra-wide image may have
defocused regions when the foreground object is too close to the camera, so
the corresponding parts of the main image cannot be fixed (row 2).

DRPL[59]

Ours

Figure 18. Visualizations of the multi-focus fusion method and EasyAIF
on iPhonel3 dataset.. The multi-focus fusion method fails to fuse the two
misaligned input images, while EasyAlIF is a strong baseline to synthesize an
AIF image from main/ultra-wide camera pair.

not deal with the misalignment between the main image and
the ultra-wide image. In our smartphone AIF task, we use the
main camera and the ultra-wide camera from a smartphone,
so we need to take misalignment into considerations, which
is challenging for our task. As shown in Table VIII, the
quantitative result of the multi-focus fusion method is much
inferior than the result of EasyAlIF.

G. Failure Case Analyses

We show the failure cases in Fig. 17. The occlusion-
aware synthesis network OAS-Net may produce artifacts if
the occlusions are large. The fusion mask may include the
wrongly warped occluded region of the ultra-wide image,

TABLE VIII
COMPARISONS OF THE MULTI-FOCUS FUSION METHOD AND EASYAIF ON
IPHONE13 DATASET. THE BEST PERFORMANCE IS IN BOLDFACE.

Methods ~ PSNRT SSIM{ LPIPS|
DRPL [59] 1128 0386  0.933
EasyAIF 2643 0793 0.214
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and the refined image sometimes cannot fix the blur from
large occlusions. In addition, the ultra-wide image may fail
to provide sharp details in extreme cases where the camera is
too close to the object.

VI. CONCLUSION

We are the first to synthesize AIF photos from the
main/ultra-wide camera pair. Compared with previous time-
consuming methods, we have presented a point-and-shoot
solution EasyAIF for AIF photography using a smartphone.
We make use of the main/ultra-wide lens pair in modern smart-
phones to integrate both high-quality details from the main
camera and sharp contents from the ultra-wide one. To align
the two images, we use spatial warping for spatial alignment,
and a wavelet dynamic network for color adjustment. To solve
the occlusions brought by parallax, we propose an occlusion-
aware synthesis network to refine the occluded regions and
predict the fusion mask to generate AIF results. Results show
that point-and-shoot AIF photo synthesis is viable from the
main and ultra-wide camera pair. Although this framework
works well in general, it still has some limitations, such as
the inaccurate color transform due to spatial misalignment,
and the boundary artifacts caused by imperfect refined results.
We will address these issues in our future work.
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