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Quaternion-valued Correlation Learning for
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Abstract—Few-shot segmentation (FSS) aims to segment un-
seen classes given only a few annotated samples. Encouraging
progress has been made for FSS by leveraging semantic features
learned from base classes with sufficient training samples to
represent novel classes. The correlation-based methods lack the
ability to consider interaction of the two subspace matching
scores due to the inherent nature of the real-valued 2D convo-
lutions. In this paper, we introduce a quaternion perspective on
correlation learning and propose a novel Quaternion-valued Cor-
relation Learning Network (QCLNet), with the aim to alleviate
the computational burden of high-dimensional correlation tensor
and explore internal latent interaction between query and sup-
port images by leveraging operations defined by the established
quaternion algebra. Specifically, our QCLNet is formulated as a
hyper-complex valued network and represents correlation tensors
in the quaternion domain, which uses quaternion-valued convo-
lution to explore the external relations of query subspace when
considering the hidden relationship of the support sub-dimension
in the quaternion space. Extensive experiments on the PASCAL-
5i and COCO-20i datasets demonstrate that our method outper-
forms the existing state-of-the-art methods effectively. Our code
is available at https://github.com/zwzheng98/QCLNet and our
article ”Quaternion-valued Correlation Learning for Few-Shot
Semantic Segmentation” was published in IEEE Transactions on
Circuits and Systems for Video Technology, vol. 33,no.5,pp.2102-
2115,May 2023,doi: 10.1109/TCSVT.2022.3223150.

Index Terms—Few-shot learning, semantic segmentation, cor-
relation learning, quaternion-valued convolution.

I. INTRODUCTION

NEURAL network architectures such as Convolutional
Neural Networks (CNNs) have made unprecedented

progress in semantic segmentation. However, strong seman-
tic segmentation models [1], [2] rely heavily on large-scale
datasets with dense annotation, and models trained on such
datasets often fail to handle novel object categories. As a
promising direction, few-shot segmentation (FSS) is proposed
to tackle the above challenge. It aims to train a model
on a dataset with sufficient data and quickly adapt to the
segmentation prediction of novel classes by using only a few
annotations. Specifically, models are episodically trained on
base classes with sufficient data samples and then located
the target objects on novel classes based on the semantic
information provided by the support set.

Fueled by the success of few-shot classification [3], [4],
current FSS models [5]–[10] often use a metric-learning based
framework, which utilizes the prototypes calculated from the
support features to guide the query branch for semantic seg-
mentation. However, performing metric learning on the base
dataset with abundant annotated samples inevitably introduces
a bias towards the seen classes rather than being ideally class-
agnostic. More specifically, this learning mechanism easily

Fig. 1. Illustration of the difference between Center-pivot convolution [11],
[12] and Quaternion-valued convolution in correlation learning. For ease of
visualization, we show the 2D correlation for matching pixels across a query
and support image. R to H means Real-value to Hyper-complex valued. Each
black wire that connects two different pixel locations represents a single
weight of the convolutional kernel. To efficiently filter the 2D correlation,
the center-pivot convolution decomposees the 4D correlation learning into
two independent subspace learning. Specifically, it factors the 5 × 5 filter
into support (a) and query (b) sub-dimension convolution kernels, which
perform two different convolutions on separate 2D subspaces and thus cannot
consider the interaction of the two subspace matching scores. In contrast, with
the aggregation and encapsulation of support subspace of correlation maps
into quaternion space (i.e., hypercomplex numbers), our method enhanced
interaction between two subspaces by performing a double learning: (1) the
convolution operator learns external/global relations among the elements of
the query spatial dimension, (2) while the Hamilton product accomplishes the
learning of the support subspace (c).

forces the model to ‘remember’ objects outside the base class
as negative samples and the embeddings of latent novel classes
are over-smoothed.

Such a problem can be easily solved by correlation learn-
ing methods in semantic correspondence task, which aims
to construct the pixel-wise correlation between semantically
similar images and exploring their internal latent relationships.
Therefore, reformulating the FSS task as a semantic corre-
lation learning problem can help the FSS model to capture
more generic patterns, thereby improving the generalization.
Recent works in correlation learning [11], [13] utilize high-
dimensional convolutions to aggregate correlation tensors and
show significant efficiency in learning accurate relations. How-
ever, there are several challenges in applying this real-valued
high-dimensional convolution in FSS. First, the direct use of
high-dimensional 4D convolution [13], [14] requires a large
number of parameters, which increases the computational
burden and is contrary to the original intention of lightweight
design in FSS to ensure the generalization ability of the
model. Second, there have been some attempts in utilizing
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center-pivot 4D convolution [11], [12] to reduce the amount
of high-dimensional convolution parameters and achieve good
performance. Despite their success, we notice that the design
of this method still presents problems. Specifically, they factor
the 4D correlation learning into two independent 2D subspace
learning and simply employ two different 2D real-valued
convolutions. Figure 1 visualizes this factorization, which
cannot consider the interaction of the two subspace matching
scores.

In light of this, we argue that an ideal model of correlation
learning should be structured as a union dual-space learning
process and be able to maintain the internal dependencies
within the two subspaces. Therefore, real-valued convolution
is not suitable for correlation learning due to its inherent nature
of only dealing with a single feature space (i.e., spatial and
channel relations). Hyper-complex valued convolutional neural
networks solved this problem by introducing multidimensional
algebra to CNN. As in Quaternion Convolutional Neural Net-
works (QCNN), by encapsulating the extra space information
to the quaternion space, the Hamilton product allows QCNN
to encode both internal relations that exist inside quaternion
space and global relations of outside feature space at the same
time.

In this paper, we propose a Quaternion-valued Correlation
Learning Network (QCLNet). We move beyond real-valued
space to explore the properties of quaternion algebra, e.g.,
Hamilton product. As illustrated in Figure 1, by combining
with the convolution operator, it allows the processing of
support subspace of the correlation as a unique quaternion to
perform a double learning: (1) the convolution operator learns
external/global relations among the elements of the query spa-
tial dimension, (2) while the Hamilton product accomplishes
the learning of the support subspace. Specifically, to overcome
the limitations of the computational burden and encapsulate
the support information to the quaternion space, we propose
a Correlation Aggregation Module (CAM) and utilize it to
aggregate sparse information in high-dimensional correlation
tensor. After that, we encapsulate the support spatial subspace
of correlation maps in quaternion space (i.e., hypercomplex
numbers) and propose a Quaternion Correlation Learning
Module (QCLM) that consists of a series of quaternion-valued
convolution and quaternion normalization (QN) to explore the
external relations among the elements of the query spatial sub-
dimension when considering the hidden relationship of the
support subspace in the quaternion space. With correlation
learning in the quaternion domain, the internal (i.e., the
relations that exist inside support set) and external relations
(i.e., edges or shapes features in query set) are learned simul-
taneously and thus the interactions of matching scores between
query and support set are fully explored. As the interactions
between the support and query set have been extracted, we
further propose the Episodic Readout Module (ERM), which
transforms quaternion features into real-valued features and
utilizes low-level query features to refine the segmentation
results. The contributions of this work are summarized as
follows:

• We propose the Quaternion-valued Correlation Learning
Network (QCLNet), which explicitly explores interac-

tions of matching scores between query and support im-
ages by leveraging operations defined by the established
quaternion algebra.

• We introduce a quaternion perspective on correlation
learning and propose a novel quaternion correlation learn-
ing module, QCLM, which encapsulates the support sub-
dimension in quaternion space and performs quaternion-
valued convolution with our proposed theoretically cor-
rect quaternion normalization (QN) to explore the inter-
action of two subspaces of the correlation.

• We propose a correlation aggregation module (CAM)
and episodic readout module (ERM) to aggregate sparse
information of the correlation tensors and adaptively
refine the segmentation results with the low-level query
features.

• Our method achieves better performance and effective-
ness than other state-of-the-art methods on two FSS
benchmark datasets: PASCAL-5i and COCO-20i.

II. RELATED WORK

A. Semantic Segmentation

Semantic segmentation is a fundamental and challenging
task that has gained interest in the computer vision community
for decades due to its ability to provide pixel-wise dense
semantic prediction [1], [15]–[17]. Since the great success of
fully convolutional neural networks in the field of semantic
segmentation, various networks , such as Deeplab [18], PSP-
Net [2], UNet [1] and SegNet [15] have been proposed in
this field. Contextual information provides surrounding hints
to help identify individual elements, thus later works contribute
many benchmark blocks, such as the pyramid pooling module
[2], deformable convolution [19], non-local module [20] to
help enlarge the receptive field of the model and achieved good
performance. However, powerful segmentation models cannot
be extended to unseen class segmentation scenarios without
updating the parameters of the model.

B. Few-Shot Segmentation

Few-Shot Segmentation (FSS) requires the model to quickly
segment the target region in the input image with only a few
annotated samples. Almost all existing models use two-branch
architecture design to implement meta-learning. OSLSM [21]
is the pioneering work for FSS, which includes two branch
structures: conditional branch and segmentation branch. The
conditional branch is used to generate classifier weights for
the query image of each task. Afterward, global or multiple
prototype-based methods were designed under these two-
branch paradigm, representative models include PANet [9],
PMMs [8], CANet [6], PPNet [22] and PFENet [10]. PANet
[9] uses prototype alignment regularization to provide high-
quality prototypes that are representative of each semantic
class. The work of [23] generalizes FSS to a multi-class task
and mainly studies the application of incremental learning
in few-shot tasks. However, as methods based on prototypes
have apparent limitations, e.g., performing metric learning on
the base dataset inevitably introduces a bias towards the seen
classes rather than being ideally class-agnostic. Recent works
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[12] attempted to utilize efficient 4D convolution consisting of
two decoupled 2D convolutions to fully exploit the multi-level
correlations. However, this correlation-based methods still face
the challenge of lacking the ability to simultaneously consider
the internal interaction of the two subspaces due to the inherent
nature of the real-valued 2D convolutions.

C. Semantic Correspondences

In recent years, finding dense semantic correspondences has
been studied extensively in low-level vision. The objective
of semantic correspondence is to find reliable correspon-
dences between a pair of images with challenges of large
intra-class variations [11], [13], [14], [24]. This setting is
very similar to few-shot semantic segmentation, which aims
to use the semantic features of the support set to guide
the query branch for semantic segmentation. Rocco et al.
[13] introduce the neighborhood consensus network that uses
4D convolution to learn local geometric constraints between
neighboring correspondences, and thus requires a large number
of parameters. Following the work, recent methods [14], [25]
also adopt 4D convolution in a similar manner. The work of
[11] resolves the former problem (quadratic complexity) by
separating a 4D convolution into two center-pivot 2D kernels
and downsampling the 4D cost-volume to maintain small
memory footprints. Despite the center-pivot 4D convolution
reducing the computational burden caused by the use of
high-dimensional convolution, the hidden internal relations of
matching scores are unfortunately unexplored. In our work, we
use quaternion neural networks to fully explore the interactions
of matching scores while yielding substantial improvements in
parameter size.

D. Complex and Quaternion Networks

In various deep learning application areas [26]–[28], such
as images, 3D audio, multi-sensor signals or human-pose
estimation, some efforts have been made to extend real-valued
neural networks to other number fields. Complex-valued neural
networks [29] or quaternion neural networks [26], [30]–[32]
(QNN) have been proposed to encapsulate multidimensional
input features. In [30], a deep quaternion network is pro-
posed, which simply replaces the real multiplications with
quaternion ones. The work of [31], [33] further explores the
application of QNN and QCNN to image processing, where
they use Hamilton product to embed the three components
(R,G,B) of a given pixel in a quaternion and maintain its
internal dependencies in the subsequent convolution process.
Similarly, we believe that few-shot correlation learning should
be constructed as a dual-space learning process since it needs
to consider both support and query subspace information.
Therefore, instead of introducing multi-dimensional algebra to
maintain the structural dependence of the three components
(R,G,B), our approach mainly aims to achieve correlation
learning by introducing QCNN to explore the external relations
of query subspace when considering the hidden relationship of
the support sub-dimension in the quaternion space.

TABLE I
THE DEFINITION OF NOTATIONS.

Notations Description

Dbase , Dnovel Base data, novel data
Fs,Fq Support and query feature given in (7)
Cp Correlation maps given in (9)
k Separable 4D convolution kernel
u,x Query and support 2D spatial coordinates
Ψ(·) A set of neighborhood coordinates centered on u and x
F ca

p (·) Correlation aggregation module defined in (11)
Qp Quaternion feature given in (12)
Wq Quaternion convolution weights
(·)H Conjugate transpose operator
C̃qq Augmented covariance matrix given in (16)
QN(·) Quaternion normalization defined in (18)
µq , σ2 Quaternion mean given in (19) and variance given in (20)
Fqcl

p (·) Quaternion convolutional block defined in (21)
up[ × 2](·) Upsampling 2x operator
Fr Real-valued feature given in (23)
G(·) Global average pooling
Pi(·) Linear projection
M̃q Predicted mask

III. QUATERNION ALGEBRA

This section introduces the necessary background of quater-
nion for this paper. Quaternion is a kind of hypercomplex
number of rank 4, being a direct non-commutative extension
of complex-valued numbers. Along with Hamilton products,
quaternion algebra forms the crux of our proposed approaches.
Quaternion A quaternion Q in the quaternion domain H, i.e.,
Q ∈ H, can be represented as:

Q = r + xi+ yj+ zk, (1)

where r, x, y, and z are real numbers, and i, j, and k are
the quaternion unit basis. In a quaternion, r is the real part,
while xi + yj + zk with i2 = j2 = k2 = ijk = −1 is the
imaginary part. A pure quaternion is a quaternion whose real
part is 0, resulting in the vector Q = xi+yj+ zk. Operations
on Quaternions are defined in the following.
Addition The addition of two Quaternions is defined as:

Q+ P = Qr + Pr + (Qx + Px) i
+(Qy + Py) j+ (Qz + Pz)k,

(2)

where Q and P with subscripts denote the real value and
imaginary components of Quaternion Q and P .
Scalar Multiplication The Multiplication with scalar α is
defined as:

αQ = αr + αxi+ αyj+ αzk, (3)

Conjugate The conjugate Q∗ of Q is defined as:

Q∗ = r − xi− yj− zk, (4)

Norm The unit Quaternion Q◁ is defined as:

Q◁ =
Q√

r2 + x2 + y2 + z2
, (5)
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Fig. 2. Overview of our Quaternion-valued Correlation Learning Network (QCLNet), which consists of correlation aggregation module, quaternion correlation
learning module and episodic readout module. Form the query and support feature maps Fq , Fs, their matching scores are computed and stored in the 4D
correlation tensor Cp. Then the support spatial dimensions of correlation tensor are gradually reduced by correlation aggregation layers. In order to use the
operations defined by the established quaternion algebra for correlation learning, we transform the encoded correlation Ĉp into quaternion features Qp and
further use the quaternion correlation learning layers to produce the output quaternion feature Q̂p.

Hamilton Product The Hamilton product is used to replace
the standard real-valued dot product, which represents the
multiplication of two quaternions Q and P . It is defined as:

Q⊗ P = (QrPr −QxPx −QyPy −QzPz)

+ (QxPr +QrPx −QzPy +QyPz) i

+ (QyPr +QzPx +QrPy −QxPz) j

+ (QzPr −QyPx +QxPy +QrPz)k,

(6)

which intuitively encourages inter-latent interaction between
quaternion Q and P . Therefore, hamilton product plays a
crucial role in quaternion neural networks. As illustrated
in Figure 4, the quaternion-weight components are shared
through multiple quaternion-input parts during the Hamilton
product, exploring hidden relations within elements. In this
work, we use Hamilton product extensively for correlation
learning, which is at the heart of the better interaction ability
of FSS.

IV. METHOD

We adopt the meta-learning setting to conduct FSS. Typi-
cally, in FSS, given two disjoint image sets Dbase and Dnovel
(Dbase ∩ Dnovel = ∅), models are required to learn the
correlation interaction on Dbase with sufficient data and test on
Dnovel . Both Dbase and Dnovel contain several episodes, and
each of them is formed by a support set S = (Isi ,M

s
i )

K
i=1 and a

query set Q = (Iq,Mq) of the same class, where K, Isi ,M
s
i , I

q

and Mq represent the number of shot, the support image, the
support binary mask, the query image and the query binary
mask respectively. During the training of FSS, the model is
optimized to segment the objects in the query image Iq by
taking S and Iq in each episode (S,Q) as inputs. Segmentation
performance is evaluated on Dnovel across all the test episodes.

As most FSS models [6], [8]–[10], [22], the 1-way scenario
is our focus in this paper, i.e., each pixel is classified as
foreground or background. And we consider the 1-shot setting
(i.e., K = 1 in S) to clearly illustrate our proposed approach.

A. Overview of QCLNet

We propose a novel FSS framework, Quaternion-valued
Correlation Learning Network (QCLNet), as shown in Fig-
ure 2, to explore internal latent interaction between query
and support images by leveraging operations defined by the
established quaternion algebra. In this section, we first briefly
describe the multi-channel correlation computation in Section
IV-B. In Section IV-C, to transform the high-dimensional
correlation tensor to the quaternion space for correlation learn-
ing, we propose the correlation aggregation module (CAM)
to effectively aggregate the local information of correlation
to a global context. Then, in Section IV-D, the quaternion
correlation learning module (QCLM) is used to simultaneously
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exploit the information of two sub-dimensions (i.e., the support
and query) and consider their interaction. Finally, in Section
IV-E, a readout module is used to fuse corresponding low-
level query feature and refine the segmentation results. As
such, QCLNet can be trained in an end-to-end manner and
can transfer correlational knowledge from the seen to unseen
domain (meta-testing). For convenience, a summary of nota-
tions is given in Table I.

B. Multi-channel Correlation Computation

Following the finding by [6], [10], [34], we fix the backbone
weights, use a rich of features from the intermediate layers
for multi-channel correlation computation. Specifically, for
ResNet with layers divided into four groups (block1-4), the
spatial size of feature maps in each block is the same. Then
we use the feature maps after block2 to produce a sequence of
N pairs of intermediate feature maps {(Fq

i ,F
s
i )}

N
i=1. Denoting

the above process as B, given the support/query images Is/Iq ,
we utilize support mask Ms to filter out the background area
and obtain the intermediate feature maps:

Fs
i = B (Is)⊙Ri(M

s), Fq
i = B (Iq) , (7)

where ⊙ is element-wise multiplication, and Ri(·) de-
notes a function that resizes Ms along the channel dimen-
sion. To obtain the multi-channel correlation ci (x

q,xs) ∈
RHi

q×W i
q×Hi

s×W i
s , we compute the cosine similarity between

query and masked support features such that:

ci (x
q,xs) = ReLU

(
Fq

i (x
q) · Fs

i (x
s)

∥Fq
i (x

q)∥ ∥Fs
i (x

s)∥

)
, (8)

where xs,xq ∈ R2 is the pixel coordinate of feature maps Fs
l

and Fq
l respectively. As done in [34], we record correlation

maps computed from the intermediate features in the same
blocks to form a multi-channel correlation:

Cp = Fconcat ({ci}i∈Np) ∈ RHp
q×Wp

q ×Hp
s×Wp

s ×|Np|, (9)

where Np denotes the CNN layer indices belonging to the
same block, Fconcat (·) concatenates the input intermediate
features and considers |Np| as the feature channel, Hp

q , W p
q ,

Hp
s , W p

s represents the spatial resolution of the multi-channel
correlation tensor.

C. Correlation Aggregation Module

1) Motivation: Due to the high-dimensional properties of
the correlation Cp, learning the internal interactions between
support and query feature requires extremely large compu-
tation (quadratic complexity) . As an alternative, the work of
[12], [14] stores only the most promising matching scores (i.e.,
top K or center values ) in Cp to effectively reduce the spatially
sparse information. However, such an approach would ignore
the neighborhood information in Cp, which is proven to be
extremely critical for correlation learning [13].

To alleviate the above limitations, we gradually reduce and
aggregate the spatial information in high-dimensional correla-
tion tensors Cp by controlling the different strides of the 2D
convolution in the separable 4D convolution. After correlation

aggregation, correlation tensor encapsulated into quaternion
space is utilized for subsequent correlation learning. Details
of CAM are as follows.

2) Module Structure: As shown in Figure 2, the CAM
achieve correlation aggregation by applying separable 4D
convolution, group normalization (GN) [35], ReLU activation,
sequentially. In separable 4D convolution, we use two 2D
convolution kernels to perform aggregation of two spatial di-
mensions (i.e., support and query) with different strides, where
the support spatial dimension is reduced to (2, 2) and the query
spatial dimension remains the same as (Hp

q ,W
p
q ). Meanwhile,

the separable 4D convolution also projects Cp at separate 2D
subspaces to embed the |Np| to a fixed dimension D. We now
show the factorization of the separable 4D convolution kernel
k into two 2D spatial convolution kernel ks and kq :

(k ∗ c)(u,x) =
∑

x′∈Ψ(x)

ks(x
′ − x)

 ∑
u′∈Ψ(u)

kq(u
′ − u)c(u′,x′)


= ks (x) ∗ [kq(u) ∗ c (u,x)] ,

(10)
where u and x are the query and support 2D spatial coordinates
in correlation maps, and Ψ(·) denotes a set of neighborhood
centered on 2D spatial coordinate u, x. Overall, the CAM is
defined as:

Ĉp = F ca
p (Cp) ∈ RHp

q×Wp
q ×2×2×D. (11)

D. Quaternion-valued Correlation Learning Module

1) Motivation: Existing correlation-based methods [11],
[12] use center-pivot 4D convolutions to squeeze the match-
ing scores of the hypercorrelation while reducing the large
computational burden caused by high-dimensional correlation.
However, since this method factors the 4D correlation learning
into two independent 2D subspace learning, the interaction of
the two subspace matching scores cannot be fully considered.
Therefore, decomposing the union correlation learning into
two independent real-valued convolutions is not ideal.

Inspired by recent hyper-complex convolutional approaches
[26], [27], [31], [33], we consider introducing multidimen-
sional algebra (i.e., quaternions algebra specifically) to few-
shot correlation learning to alleviate the above problem. Af-
ter the correlation aggregation, support spatial dimension in
the correlation tensor is efficiently aggregated and becomes
tractable. Then, by encapsulating the aggregated support sub-
space of the correlation maps into the quaternion space,
Hamiltonian product in quaternion algebra allows quaternion
convolution encodes both internal relations that exist inside
quaternion space and global relations of outside feature space
at the same time.

2) Quaternion-valued Correlation Learning: After the cor-
relation aggregation, each vector of support spatial dimen-
sion in the correlation tensor is efficiently aggregated and
has larger receptive fields, i.e., RHp

q×Wp
q ×Hp

s×Wp
s ×|Np| →

RHp
q×Wp

q ×2×2×D. To apply quaternion algebra to correlation
learning, we propose a quaternion representation that pre-
serves the support spatial dimension of the correlation maps
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Fig. 3. Illustration of Quaternion-valued convolution.

Ĉp and encapsulates it as a quaternion-valued feature maps
Qp ∈ HHp

q×Wp
q ×D:

Qp = Ĉp(u,x(0,0)) + Ĉp(u,x(0,1))i

+ Ĉp(u,x(1,0))j+ Ĉp(u,x(1,1))k,
(12)

where u, x are the 2D spatial coordinate of query and
support in the correlation maps Ĉp. As illustrated in Figure 2,
encapsulating support subspace in a quaternion allows treating
each vector of query spatial dimension as a single entity and
thus to preserving support intra-subspace relations. Therefore,
we further utilize quaternion-valued 2D convolution to explore
the external relations of query subspace when considering
the hidden relationship of the support sub-dimension in the
quaternion space. In order to define the convolutional operation
in the quaternion domain, we first define the Standard 2D
convolution process as:

x̂ = ϕ (Wr ⊗ x+ br) , (13)

where Wr ⊗ x performs the convolution between the weight
matrix Wr and the input x , br is the bias and ϕ(·) is any
activation function. Then, we represent the quaternion weight
matrix as Wq = Wr +Wxi+Wyj+Wzk, the quaternion
input as x = qr +qxi+qyj+qzk and the quaternion bias as
bq = br+bxi+byj+bzk. Therefore, W⊗x in Equation 13, is
performed by a vector multiplication between two quaternions,
i.e., by the Hamilton product:

Wq ⊗ x = (Wr ∗ qr −Wx ∗ qx −Wy ∗ qy −Wz ∗ qz)

+ (Wx ∗ qr +Wr ∗ qx −Wz ∗ qy +Wy ∗ qz) i

+ (Wy ∗ qr +Wz ∗ qx +Wr ∗ qy −Wx ∗ qz) j

+ (Wz ∗ qr −Wy ∗ qx +Wx ∗ qy +Wr ∗ qz)k,
(14)

and can be expressed in a matrix form:

Wq ⊗ x =


Wr −Wx −Wy −Wz

Wx Wr −Wz Wy

Wy Wz Wr −Wx

Wz −Wy Wx Wr




qr

qx

qy

qz

 .

(15)

We now show that the principle analysis of quaternion-
valued correlation learning. A visual explanation of the
quaternion-valued 2D convolution is shown in Figure 3,
quaternion convolution allows the sharing of filters in channel
dimensions, thus forcing each axis of the kernel to exploit the
hidden internal relations in the quaternion space. Specifically,
a quaternion kernel convolved against Qp will perform a
double learning: 1) the convolution operator learns outside
(query) global relations among the elements of the query
spatial dimension, 2) while the Hamilton product accomplishes
the inside (support) internal learning of the support subspace
(quaternion space). This double learning model, therefore, is
particularly suitable for correlation learning in FSS because it
can exploit the information of two sub-dimensions (i.e., the
support and query) and consider their interaction at the same
time.

It is worth noticing the important difference in terms of the
number of learning parameters between real and quaternion
valued convolution. Denote k as the number of kernels, l as
kernel size and c as the number of input channels. In the case
of a real-valued convolution layer with k l × l × c kernels
will have kcl2 parameters, while to maintain equal k and c
the quaternion equivalent has k

4 quaternion-valued kernels and
c
4 quaternion-input channels. Therefore, the quaternion layers
with k

4 l× l× c
4 has kcl2

16 × 4 = kcl2

4 parameters: each kernel
has 4 parameter variable elements, namely Wr, Wx, Wy ,
Wz . In other words, the degrees of freedom in Quaternion-
valued convolution is only a quarter of those in its real-space
counterpart.

3) Quaternion normalization: The normalization [35], [36]
is used to stabilize and speed up the training process of
deep neural networks, which has been established as a very
effective component in deep learning. The main idea behind
normalization is to normalize inputs to have zero mean and
unit variance along single or multiple dimensions. We notice
that these formulations of normalization only work for real-
values. Applying the above normalization to complex or
hyper-complex numbers would be difficult since they can not
simply translate and scale them such that their mean is 0
and their variance is 1. Therefore, we consider normalizing
the quaternions using group normalization [35], which divides
the channels into groups and computes within each group the
mean and variance for normalization.

However, normalizing within each group introduces prob-
lems—GN would not give equal variance in the multiple
components of a quaternion, caused by independent variance
calculations of each group. To overcome this for complex
numbers, we use the augmented covariance matrix in [37] to
recover the complete second-order statistics in the quaternion
domain, which is defined as:

C̃qq = E
{
q̃q̃H

}
=


Cqq Cqqi Cqqj Cqqk

CH
qqi Cqiqi Cqiqj Cqiqk

CH
qqj Cqjqi Cqjqj Cqjqk

CH
qqk Cqkqi Cqkqj Cqkqk

 ,

(16)
where (·)H is the conjugate transpose operator, each C is
the covariance between its two subscripts which represent
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Fig. 4. Visual illustration of the quaternion2real module. GAP means global
average pooling.

the real, i, j, and k components of q̃ respectively. To make
Equation 16 more feasible for practical applications, we further
utilize the Q-properness [38] to simplify its computation.
The Q-properness implies that the quaternion vector q is
not correlated with its vector involutions qi, qj , qk, i.e.,
Cqqi = Cqqj = Cqqk = 0. Thus, considering a Q-proper
quaternion, the covariance in Equation 16 becomes:

C̃qq =


Cqq 0 0 0
0 Cqiqi 0 0
0 0 Cqjqj 0
0 0 0 Cqkqk


=

∑
δ∈{r,x,y,z}

E
{
q2
δ

}
I

. (17)

Notwithstanding the above approach relies on the assump-
tion that the input signal is Q-proper, but it shows that the
variance of a quaternion is obtained by the variance of its
four components. Therefore, as an approximate of complete
variance, we consider the average of the variance of each com-
ponent as the quaternion variance and build the normalization
as follows:

QN(x) = (
x− µq√
var{x}+ ϵ

)γ + β = (
x− µq√
σ2 + ϵ

)γ + β, (18)

where β is a shifting quaternion parameter, γ is a scalar
parameter, and both of them are learnable parameters. µq is
the quaternion input mean, which is a quaternion itself, and
σ2 is real-valued variance. The µq and σ2 are defined as:

µq =
1

C

C∑
c=1

qr,c + qx,ci+ qy,cj+ qz,ck

= q̄r + q̄xi+ q̄yj+ q̄zk

, (19)

σ2 =
1

4C

∑
δ∈{r,x,y,z}

C∑
c=1

(qδ,c − q̄δ)⊗ (qδ,c − q̄δ)
∗. (20)

To summarize, the quaternion convolutional block is defined
as:

Q̂p = Fqcl
p (Qp) = ReLU(QN

(
W ⊗Qp + b

)
). (21)

Fig. 5. Visual illustration of the real-valued convolutional decoder. up[×2] is
bilinear interpolation by a factor of 2 and Fq

i is the low-level query feature
extracted from block i.

4) Quaternion Aggregation: In the quaternion aggregation
module (QAM), the output of each Q̂p is upsampled and
element-wise summed with the next level Q̂p+1 with one
degree of finer resolution. A quaternion convolution layer
then processes this merged quaternion feature to propagate
semantic information to finer branches in a coarse-to-fine
fashion. By applying QAM to quaternion features at different
spatial scales, finer quaternion feature maps can be guided
using the rich semantic information of deeper-level features,
which dramatically boosts the performance. The QAM is
defined as:

Q′
2 = Fqcl (Q̂2 + up[×2](Q̂3))

Q′
1 = Fqcl (Q̂1 + up[×2](Q

′
2))

. (22)

E. Episodic Readout Module

1) Transform Quaternion to Real: Note that most tasks,
such as semantic segmentation, require outputs composed of
real numbers. However, the output of the quaternion correla-
tion learning module Q′

1 consists of quaternions. Therefore,
for FSS, we propose the quaternion2real module (Q2RM) to
transform quaternion feature Q′

1 Into ordinary features (i.e.,
HHp

1×Wp
1 ×D → RHp

1×Wp
1 ×D), in which each element is a real

number. Specifically, as illustrated in Figure 4, we split Q′
1 into

four components Q′
1,r, Q′

1,x, Q′
1,y , Q′

1,z and embed the global
information by simply using global average pooling (GAP) to
generate channel-wise statistics. Then, the real-valued feature
map Fr is obtained through the soft-attention weight Ws

δ on
four components δ ∈ {r, x, y, z}:

Fr =
∑

δ∈{r,x,y,z}

(Ws
δ ·Q

′
1,δ) ∈ RH1

q×W 1
q ×D. (23)

Ws
δ is defined as:

Ws
δ =

eG(Q
′
1,δ))∑

δ∈{r,x,y,z} e
G(Q′

1,δ))
, (24)

where G(·) is the global average pooling.
2) Real-valued Convolutional Decoder: In the work of

[6], [7], [10], the features are bilinearly upsampled to the
original image size, which may not successfully recover object
segmentation details. Therefore, we propose a real-valued
convolution decoder, as illustrated in Figure 5. The real-valued
feature Fr is first concatenated with the corresponding low-
level query features [39] from the backbone (e.g., block1 and
block2 in ResNet-50 [40] ) and then bilinear interpolation by
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a factor of 2. We apply a 1× 1 convolution on the low-level
query features to reduce the number of channels since the
low-level features usually contain a large number of channels
(e.g., 256 or 512) which may outweigh the importance of Fr.
After the concatenation, the merged features are refined by
utilizing 3×3 convolution and undergoes the above operations
until the classification head which outputs the predicted mask
M′

q ∈ [0, 1]H×W×2. The process is defined as follows:

M′
q = Decoder (Fr,P1(F

q
1),P2(F

q
2)) , (25)

where Pi(·) linear projection. During testing, we take the
maximum channel value at each pixel to obtain the predicted
mask M̃q ∈ {0, 1}H×W for evaluation.

F. Attention Mechanism for K-shot Segmentation

In order to efficiently merge semantic information in the
K-shot setting, we use a prior attention mechanism to dy-
namically fuse the predictions generated by different support
images. Specifically, we compute the cosine similarity of the
last layer of query and K support features to obtain K correla-
tion tensors {ci (xq,xs)}Ki=1, and then we take the maximum
similarity among all support sub-dimension to generate the
prior weight matrixes {wwwi}Ki=1 ∈ RHp

q×Wp
q :

wwwi = max
xs

ci (x
q,xs) . (26)

Since the prior weight matrix is obtained by calculating the
highest correspondence from support spatial sub-dimension,
they provide pixel-level prior information about which support
sample is more important. Therefore, we multiply the predic-
tions of each shot branch with the weight matrix normalized by
the softmax function, i.e., M̃q =

∑K
i=1 Softmax(wwwi) ·M′

q,i. If
the final prediction is above threshold τ , we assign foreground
pixels to it, otherwise assignb ackground:

M̂q
(x,y) =

{
1 M̃q

(x,y) > τ

0 otherwise
. (27)

where (x, y) denotes the spatial location.

V. EXPERIMENTS

A. Implementation Details

1) Datasets: The experiments are conducted on two stan-
dard benchmark datasets of FSS: PASCAL-5i [41] and COCO-
20i [42]. The PASCAL-5i dataset is obtained by combining
PASCAL VOC 2012 with SBD [43], consisting of 20 object
classes that are divided into 4 folds. The COCO-20i [42]
is a more challenging dataset, and it consists of 80 classes
divided into 4 folds. Following the training/validation strategy
of previous work [6], [7], [10], [22], [44] , we use three folds
to build the training set, while the remaining fold is used to
validate the model for cross-validation. During the evaluation,
1000 episodes (support-query pairs) from the test set are
randomly selected to calculate the mean Intersection over
Union (mIoU) and binary Intersection over Union (FBIoU)
of all categories.

2) Experimental Setting: We use ResNet-50 [40] to conduct
our main body experiments for a fair comparison with other
methods. As in [6], [10], all backbone networks are initialized
with ImageNet [49] pre-trained weights and are fixed during
QCLNet training. The reason for doing so is to avoid them
learning class-specific representations of the training data.
Other layers are initialized by the default setting of PyTorch
and the quaternion parameters are initialized following the
proposal of [31]. It is worth mentioning that the number of
quaternion feature maps is four times larger than real-valued,
meaning 1 quaternion-valued feature map corresponds to 4
real-valued ones. To resolve the computational burden and
preserve the representational ability of the model, the channel
dimension D is fixed as 64 in all of the experiments. For
ResNet, the features after block2 are extracted to construct 3
pyramidal layers with different spatial scales. As such, by tak-
ing images with size 473×473 as input for ResNet-50, we can
get the feature map with spatial size [60×60, 30×30, 15×15].
In addition, we implement QCLNet using Pytorch [50] on
Nvidia 3060 GPUs. QCLNet is trained in an episode-based
meta-learning fashion using the Adam optimization algorithm
[51] with a learning rate of 1e−3. The threshold τ in Eq. 27
for PASCAL-5i and COCO-20i is 0.5 and 0.6, respectively.

3) Evaluation Metric: We use the mean Intersection over
Union (mIoU) and binary Intersection over Union (FB-IoU)
as our evaluation metrics. For category c, IoU Is defined as
IoUk = TPk/ (TPk + FPk + FNk) where the TPk, FPk,
FNk are the number of true positives, false positives, and false
negatives in segmentation masks. The mIoU metric average the
IoUs of all test categories in a fold. The formulation follows
mIoU = 1

C

∑C
k=1 IoUi where C is the number of classes in

each fold. And the FB-IoU calculates the mean of foreground
and background IoUs regardless of the categories. As stated in
[6], we mainly focus on mIoU since it considers the differences
of all classes so that the performance bias of scarce classes
can be alleviated.

B. Performance and Comparison

1) COCO-20i: The COCO-20i dataset is a very challeng-
ing dataset that contains many objects in a realistic scene
image. We illustrate the mean-IoU in Table II, from which
it can be seen that QCLNet achieves state-of-the-art results
with a competitive parameter size (2.6M) under both 1-shot
and 5-shot settings. For instance, under the 1-shot setting,
with a VGG16 backbone, we outperform the HSNet and
CAPL methods by 3.1% and 2.5%. Under the 1-shot setting,
with a ResNet50 backbone, QCLNet outperform the HSNet
methods by 2.4% and achieves the new state-of-the-art. In
addition, we gain an impressive improvement of 3.1% and
2.4% in the 5-shot setting, which are significant margins
for the challenging task. As such, the quaternion correlation
learning in QCLNet indeed captures some inner benefits for
boosting FSS performance, and we hope our model can shed
light on future research in FSS.

Since most foreground classes only occupy a small spatial
region of the whole image, the FB-IoU is biased toward the
background class and causes it not convincing when evaluating
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TABLE II
PERFORMANCE OF 1-SHOT AND 5-SHOT SEMANTIC SEGMENTATION ON THE COCO-20i . THE BEST MEAN-IOUS ARE MARKED IN BOLD.

Method Backbone mean-IoU (1-shot) mean-IoU (5-shot) # learnable
paramsFold-0 Fold-1 Fold-2 Fold-3 Mean Fold-0 Fold-1 Fold-2 Fold-3 Mean

PPNet [22] ResNet-50 28.1 30.8 29.5 27.7 29.0 39.0 40.8 37.1 37.3 38.5 31.5M
PMMs [8] ResNet-50 29.3 34.8 27.1 27.3 29.6 33.0 40.6 30.1 33.3 34.3 -

RPMMs [8] ResNet-50 29.5 36.8 28.9 27.0 30.6 33.8 42.0 33.0 33.3 35.5 -
PFENet [10] ResNet-50 36.5 38.6 34.5 33.8 35.8 36.5 43.3 37.8 38.4 39.0 10.8M
ASGNet [7] ResNet-50 - - - - 34.6 - - - - 42.5 10.4M
HSNet [12] ResNet-50 36.3 43.1 38.7 38.7 39.2 43.3 51.3 48.2 45.0 46.9 2.6M
CAPL [23] ResNet-50 - - - - 39.8 - - - - 48.3 -

Ours ResNet-50 39.8 45.7 42.5 41.2 42.3 46.4 53.0 52.1 48.6 50.0 2.6M
FWB [45] ResNet-101 17.0 18.0 21.0 28.9 21.2 19.1 21.5 23.9 30.1 23.7 43.0M

PFENet [10] ResNet-101 34.3 33.0 32.3 30.1 32.4 38.5 38.6 38.2 34.3 37.4 10.8M
HFA [46] ResNet-101 28.6 36.0 30.1 33.2 32.0 32.6 42.1 30.3 36.1 35.3 36.5M

SAGNN [47] ResNet-101 36.1 41.0 38.2 33.5 37.2 40.9 48.3 42.6 38.9 42.7 -
HSNet [12] ResNet-101 37.2 44.1 42.4 41.3 41.2 45.9 53.0 51.8 47.1 49.5 2.6M
CAPL [23] ResNet-101 - - - - 42.8 - - - - 50.4 -

Ours ResNet-101 40.0 45.5 45.1 43.6 43.6 46.9 55.8 53.6 51.1 51.9 2.6M

TABLE III
PERFORMANCE OF 1-SHOT AND 5-SHOT SEMANTIC SEGMENTATION ON THE PASCAL-5i . THE BEST MEAN-IOUS ARE MARKED IN BOLD.

Method Backbone mean-IoU (1-shot) mean-IoU (5-shot) # learnable
paramsFold-0 Fold-1 Fold-2 Fold-3 Mean Fold-0 Fold-1 Fold-2 Fold-3 Mean

AMP [48] VGG-16 41.9 50.2 46.7 34.7 43.4 41.8 55.5 50.3 39.9 46.9 15.8M
PANet [9] VGG-16 42.3 58.0 51.1 41.2 48.1 51.8 64.6 59.8 46.5 55.7 14.7M

HSNet [12] VGG-16 59.6 65.7 59.6 54.0 59.7 64.9 69.0 64.1 58.6 64.1 2.6M
Ours VGG-16 61.3 66.8 58.4 55.8 60.6 66.1 68.5 63.2 58.8 64.2 2.6M

CANet [6] ResNet-50 52.5 65.9 51.3 51.9 55.4 55.5 67.8 51.9 53.2 57.1 19.0M
PPNet [22] ResNet-50 47.8 58.8 53.8 45.6 51.5 58.4 67.8 64.9 56.7 62.0 31.5M

PFENet [10] ResNet-50 61.7 69.5 55.4 56.3 60.8 63.1 70.7 55.8 57.9 61.9 10.8M
ASGNet [7] ResNet-50 58.8 67.9 56.8 53.7 59.3 63.7 70.6 64.2 57.4 63.9 10.4M
SAGNN [47] ResNet-50 64.7 69.6 57.0 57.2 62.1 64.9 70.0 57.0 59.3 62.8 -
HSNet [12] ResNet-50 64.3 70.7 60.3 60.5 64.0 70.3 73.2 67.4 67.1 69.5 2.6M
CAPL [23] ResNet-50 - - - - 62.2 - - - - 67.1 -

Ours ResNet-50 65.2 70.3 60.8 61.0 64.3 70.6 73.5 66.7 67.1 69.5 2.6M
FWB [45] ResNet-101 51.3 64.5 56.7 52.2 56.2 54.8 67.4 62.2 55.3 59.9 43.0M

PFENet [10] ResNet-101 60.5 69.4 54.4 55.9 60.1 62.8 70.4 54.9 57.6 61.4 10.8M
ASGNet [7] ResNet-101 59.8 67.4 55.6 54.4 59.3 64.6 71.3 64.2 57.3 64.4 10.4M
HSNet [12] ResNet-101 67.3 72.3 62.0 63.1 66.2 71.8 74.4 67.0 68.3 70.4 2.6M
CAPL [23] ResNet-101 - - - - 63.6 - - - - 68.9 -

Ours ResNet-101 67.9 72.5 64.3 63.4 67.0 72.5 74.8 68.5 68.9 71.2 2.6M

TABLE IV
COMPARISON OF FB-IOU PERFORMANCE OF 1-SHOT AND 5-SHOT

SEGMENTATION ON THE COCO-20i . △ MEANS INCREMENT OVER 1-SHOT
SEGMENTATION RESULT.

Method 1-shot 5-shot △
PANet [9] 59.2 63.5 4.3

PFENet [10] 58.6 61.9 3.3
DAN [44] 62.3 63.9 1.6

ASGNet [7] 60.4 67.0 6.6
SAGNN [47] 60.9 63.4 2.5
HSNet [12] 68.2 70.7 2.5

Ours 69.9 73.5 4.6

performance. However, we also make comparisons of our
model with other advanced approaches to COCO-20i and the
numbers are competitive (see Table IV).

2) PASCAL-5i: In Table III, we compare QCLNet with the
state-of-the-art methods on PASCAL-5i. QCLNet outperforms
state-of-the-art methods under both 1-shot and 5-shot settings.
Specifically, in the 1-shot settings, our method outperforms the
state-of-the-art by 0.3% and 0.8% with ResNet-50 and ResNet-
101 respectively. And QCLNet performs significantly better
than other methods by 0.8% with the resnet101 backbone in

the 5-shot setting. It is worth mentioning that PFENet and
SAGNN used the additional training of the model for k-shot
setting while QCLNet uses a simple k-shot fusion strategy to
fuse the 5-shot results.

3) Segmentation Examples: To better understand our pro-
posed method, we show segmentation results during the meta-
testing phase, as shown in Figure 7. It can be found in our
method (4th row), the accurate and complete segmentation
results of novel classes are apparently generated compared
with the baseline method (3rd row), which verifies the effec-
tiveness of quaternion-valued correlation learning. We further
visualize the four components of quaternion features, Figure 6.
Based on the interaction of quaternion-weight components and
soft-attention Q2RM, QCLNet capture different key relations
within the components of a quaternion.

C. Ablation Studies

In this section, we show an ablation analysis to inspect
the effectiveness of our major contributions, justify the ar-
chitectural choices we made and investigate whether QCL can
effectively learn relations between support and query set while
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Fig. 6. Visualization of the four components of the quaternion feature. (Best
viewed in color)

suppressing the degrees of freedom of model’s parameter.
Throughout this section, all the experiments are conducted
with ResNet-50 in the 1-shot and 5-shot settings on PASCAL-
5i. Each ablation experiment is conducted under the same
experimental setting for a fair comparison. We define the
baseline as a model that replaces CAM with simple max
pooling followed by standard 2D convolution, skips QCLM,
and disregards low-level query features. Then we evaluate the
effectiveness of our methods by adding components progres-
sively.

1) Correlation aggregation: CAM aims at aggregating
sparse information in a high-dimensional correlation ten-
sor before the correlation learning process. In Table V, by
simply introducing CAM to the baseline method, we im-
proved the performance from 57.4% and 63.1% to 61.7%
and 67.8%, demonstrating the necessity of aggregating support
sub-dimension information. And CAM not only eases the com-
putational burden caused by the high-dimensional properties
of the correlation tensors, but also helps construct quaternion
representations to facilitate subsequent correlation learning.

2) Quaternion Correlation Learning: The CAM sim-
ply employs two real-valued 2D convolutions in two sub-
dimensions, which lacks the ability to consider interactions of
matching scores. Therefore, as shown in Table V, with CAM
followed by QCLM, we further improve the segmentation
performance by 1.8% and 0.7%. This result shows that by
encapsulating support spatial dimension as a quaternion, our
method preserves intra-subspace relations and then enhances
the hidden interactions between support and query.

3) Effectiveness of Q2RM: In Table V, when using the
Q2RM to transform quaternion features instead of simply
averaging the quaternion components, the performance im-
provement is significant (0.5% and 0.3%), validating the
importance of quaternion components statistics because they
correspond to different support subspaces.

TABLE V
ABLATION STUDY OF THE PROPOSED APPROACH ON PASCAL-5i .
”CAM” DENOTES CORRELATION AGGREGATION MODULE WHILE

”QCLM” DENOTES QUATERNION CORRELATION LEARNING MODULE
WITH QUATERNION NORMALIZATION.

Components mean-IoU
1-shot 5-shot

(I) Baseline 57.4 63.1
(II) + CAM 61.7 67.8
(III) + QCLM 63.5 68.5
(IV) + Q2RM 64.0 68.8
(V) + Low-level feat 64.3 69.5

TABLE VI
PERFORMANCE UNDER DIFFERENT CORRELATION AGGREGATE

STRATEGIES. ”TOP K” DENOTES AGGREGATES CORRELATION BY STORING
TOP K PROMISING MATCHING SCORES, ”SEP 4D CONV” DENOTE

SEPARABLE 4D CONVOLUTION.

Different aggregators mean-IoU
1-shot 5-shot

TopK 62.6 66.9
Sep 4D conv 64.3 69.5

4) Effectiveness of Low-level Feature: We also demonstrate
the effectiveness of the low-level feature. The results of Table
V show that adding low-level features in the decoder can help
to find accurate correspondences, which in turn yields better
segmentation performance (0.3% and 0.7%). We consider this
improvement is that the low-level feature contains fine object
segmentation detail, which can resolve the ambiguities in the
correlation map and expedite the learning process.

5) Ablation Study on CAM: As mentioned in Section IV-C,
we propose to aggregate the sparse information by applying
separable 4D convolution. Compared with simply storing Top
K promising matching scores, the proposed module achieves
a sizable gain (see Table VI) under 1-shot and 5-shot settings.
We attribute this phenomenon to the different utilization of
neighborhood information by the two methods. Specifically,
one tends to use convolution to gradually aggregate sparse
information in the the correlation tensor, while the other tends
to keep only the top K matches into a sparse correlation tensor,
which is challenging to get enough correlation statistics.

6) Ablation Study on Different 2D Kernels: We provide
an ablation study on different 2D kernels to justify the use of
our proposed quaternion-valued kernel for correlation learning.
In specific, we replace the proposed quaternion-valued kernel
with the group convolution kernel and the standard 2D convo-
lution kernel, and leaving all the other components for a fair
comparison. Table VII summarizes the results. The learnable
params are the parameters of the entire model after replacing
the kernel.

As shown in Table VII, while both the standard 2D kernel
and our quaternion-valued kernel interact with different com-
ponents in the channel dimension, the high dimensional space
of hypercorrelation results in standard 2D convolution with
four larger parameters (9.2M vs. 2.6M) and worse performance
than ours. The performance gap indicates that our approach is
more balanced mining the semantic relations of two subspaces
and significantly improves model parameters. In addition, to
demonstrate the effectiveness of the weight sharing strategy in
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Fig. 7. Segmentation results of the proposed QCLNet and the baseline. From top to bottom: (a) support image, (b) support mask, (c) ground truth of query
image, (d) predictions of baseline, (e) predictions of QCLNet.

TABLE VII
PERFORMANCE UNDER THREE DIFFERENT 2D CONVONLUTION KERNELS. “GCONV” DENOTES THE GROUP CONVOLUTION, ”SCONV” DENOTES THE

STANDARD CONVOLUTION AND ”QCONV” DENOTES THE QUATERNION-VALUED CONVOLUTION.

Kernel type mean-IoU (1-shot) mean-IoU (5-shot) # learnable
paramsFold-0 Fold-1 Fold-2 Fold-3 Mean Fold-0 Fold-1 Fold-2 Fold-3 Mean

Gconv kernel 63.9 69.0 60.9 55.9 62.4 69.4 72.3 65.4 60.5 66.9 2.6M
Sconv kernel 64.4 70.6 60.3 61.1 64.1 69.9 73.1 65.6 67.1 68.9 9.2M
Qconv kernel 65.2 70.3 60.8 61.0 64.3 70.6 73.5 66.7 67.1 69.5 2.6M

TABLE VIII
PERFORMANCE UNDER DIFFERENT NORMALIZATION STRATEGIES IN QCL

MODULE. ”BN” DENOTES BATCH NORMALIZATION, ”GN” DENOTES
GROUP NORMALIZATION AND ”QN” DENOTES THE QUATERNION

NORMALIZATION.

Different normalization mean-IoU
1-shot 5-shot

BN 63.7 67.6
GN 64.2 69.0
QN 64.3 69.5

Hamilton product, we also added a grouped convolution kernel
in Table 8 for comparison, which gives a separate weight for
each components in the quaternion feature and has the same
parameter size (2.6M vs. 2.6M) as the quaternion convolution.
The group convolution is defined as:

Wg ⊗ x = (Wr ∗ qr) + (Wx ∗ qx) i

+ (Wy ∗ qy) j+ (Wz ∗ qz)k.
(28)

In Table VII, compared to group convolution which sim-

TABLE IX
COMPARISON OF DIFFERENT 5-SHOT SOLUTIONS. OUR ATTENTION

MECHANISM PERFORMS THE BEST AND BRINGS THE MOST INCREMENT
OVER 1-SHOT BASELINE.

Method mean-IoU Increment
1-shot baseline 64.3 0

Mask-avg 69.3 5.0
Attention (ours) 69.5 5.2

ply performs independent convolution performing independent
convolution of the four components of a quaternion, the
QCNN using Hamilton product improves the segmentation
performance by 1.9% and 2.6%. This indicates that the weight
sharing strategy of Hamilton product significantly maintains
the important structural information of the quaternion space
and fully exploit the internal latent interrelationship among
the four components of quaternion feature.

7) Ablation Study on QN: The normalization of quaternion
features is an important component, which affects the stability
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Fig. 8. Per-class performance gains on PASCAL-5i dataset. Our proposed
QCLNet achieves significant improements against the baseline.

TABLE X
MEAN AND STD. OF FIVE TEST RESULTS (CLASS MIOU) ON PASCAL-5i .
EACH ROW SHOWS FIVE TEST RESULTS WITH THE VALUES OF MEAN AND

STANDARD DEVIATION (STD.).

Fold Exp-1 Exp-2 Exp-3 Exp-4 Exp-5 Mean Std.
0 65.2 65.4 64.2 65.5 64.5 65.0 0.579
1 70.3 71.2 69.6 69.9 70.8 70.4 0.652
2 60.8 60.5 60.9 61.6 60.3 60.8 0.497
3 61.0 61.0 61.8 60.6 60.1 60.9 0.624

of the complex-valued neural network training process. As
shown in Table VIII, with the replacement of QN with BN and
GN in the QCLM, we improve the segmentation performance
by 1.9 % and 0.5% in the 5-shot setting. This shows that in
the quaternion space , the variance of each component should
be calculated jointly and kept consistent. It is for this reason
that the QN can effectively stabilize the training process of
quaternion neural networks.

8) Ablation Study on K-shot Fusion Schemes: In the k-
shot setting, we compare our attention mechanism to exist-
ing k-shot fusion scheme. We report the results of QCLNet
with different fusion solutions in Table IX. Our attention
mechanism performs the best and brings the most increment
over a 1-shot baseline. This indicates that the training-free
prior information can be more effective in fusing information
from different support examples, which can effectively indicate
which support sample is more important in the FSS setting
with large intra-class variance.

D. Extensions

1) Category-Wise Performance: In Figure 8, we compare
the category-wise segmentation performance on PASCAL-5i.
Categories such as cow, tv/monitor, train, and sofa achieved
the largest performance gains. These categories can be largely
affected by object views and pose (i.e., the query and support
images may be quite different). This result shows that our
proposed QCLNet has the potential to exploit the latent
relationship between query and support images.

2) Result Stability: To demonstrate the stability and robust-
ness of our model, we conduct multiple experiments on our
PASCAL-trained QCLNet with different support samples. As
seen in Table X, the values of standard deviation are lower
than 0.7, which shows that QCLNet is insensitive to support
samples and exhibits strong stability.

VI. CONCLUSION

We propose a novel Quaternion-valued Correlation Learn-
ing Network (QCLNet) for FSS to alleviate the class bias
problem and explore precise support-query dense relations by
considering the support sub-dimension in the quaternion space.
Our QCLNet is formulated as a hyper-complex valued net-
work, which exploits the properties of quaternion algebra and
captures internal latent relations between query and support
set. It also shares the quaternion-weight components during
the Hamilton product, which greatly suppresses the degrees
of freedom of the model’s parameters. Experiments have
been conducted On the PASCAL-5i and COCO-20i datasets,
and the results demonstrate that our method improves the
performance of FSS, and is striking in contrast with the prior
approaches. As a systematic yet theoretically based method
for dense correlation learning, our QCLNet provides a novel
perspective on the few-shot learning problem.
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