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Abstract—In recent years, we have witnessed the presence of
point cloud data in many aspects of our life, from immersive
media, autonomous driving to healthcare, although at the cost
of a tremendous amount of data. In this paper, we present an
efficient lossless point cloud compression method that uses sparse
tensor-based deep neural networks to learn point cloud geometry
and color probability distributions. Our method represents a
point cloud with both occupancy feature and three attribute
features at different bit depths in a unified sparse representation.
This allows us to efficiently exploit feature-wise and point-
wise dependencies within point clouds using a sparse tensor-
based neural network and thus build an accurate auto-regressive
context model for an arithmetic coder. To the best of our
knowledge, this is the first learning-based lossless point cloud
geometry and attribute compression approach. Compared with
the-state-of-the-art lossless point cloud compression method from
Moving Picture Experts Group (MPEG), our method achieves
22.6% reduction in total bitrate on a diverse set of test point
clouds while having 49.0% and 18.3% rate reduction on geometry
and color attribute component, respectively.

Index Terms—Point Cloud Attribute Coding, CNeT, G-PCC,
Generative Probability Model, Deep Learning, Sparse Convolu-
tion.

I. INTRODUCTION

HE advances in 3D capturing technology enable highly

detailed scenes with six degrees of freedom being stored
in the form of a point cloud. As a result, point cloud data has
been becoming one of the most important data structures in
many 3D visual applications such as multimedia, autonomous
driving, healthcare, etc. However, each point cloud contains
millions of 3D points in x,y,z representation associated
with attribute information. This produces extremely large
files which are difficult to store, retrieve and transmit. In
addition, because of the irregular sampling and sparsity of
this data structure, point cloud coding is even more challenging
compared to image/video coding. Therefore, an effective point
cloud compression (PCC) method is highly desirable.

One of the well-known standardization groups for point
cloud coding is the Moving Picture Expert Group (MPEG),
which proposed two point cloud compression methods [1]-
[4]]: Video-based PCC (V-PCC) and Geometry-based PCC (G-
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PCC). V-PCC projects 3D point cloud data to 2D planes and
utilizes conventional 2D video coding standards to compress
the generated videos. On the other hand, G-PCC processes and
compresses point clouds using an octree representation with
independent coders for geometry and attribute. Color attributes
are encoded using color transforms such as Region Adaptive
Hierarchical Transform (RAHT) [1]], Predicting Transform or
Lifting Transform [5]]. In this paper, we also propose an
efficient scheme to compress both 3D point cloud geometry
and attribute.

Specifically, we focus on static voxelized point clouds which
can be represented in either octree, voxel, or point represen-
tation. Point or sparse representation is the raw representation
produced by most 3D capturing devices and the scenes can be
reconstructed directly from this representation. A voxel block
is obtained by dividing the 3D space into a fixed number of
cubes per dimension which defines the resolution of a point
cloud (512 cubes = 9 bit-depth). Each unit cube is then called
a voxel and a voxel is occupied if it contains at least one point.
Besides the occupancy state, a voxel can contain attribute in-
formation such as color, reflectance, velocity, etc. Usually, very
few voxels are occupied and carry attribute information, most
of the voxels are empty which creates a significant amount
of redundancy. By recursively dividing the voxel block into
eight sub-blocks and using a binary bit to signal the occupancy
state of each sub-block, we obtain an octet representing the
occupancy of each node. The octree is fully constructed when
the unit sub-block is reached. Octree decomposition efficiently
removes the empty space within PCs by stopping splitting on
empty nodes and thus providing smaller raw bitrate compared
to a voxel representation. However, an octree is not a 3D-
based representation and thus the geometric information (e.g.
planes, curves, lines, etc.) is lost.

Similar to image and video, the spatial and temporal redun-
dancies within point clouds can be exploited for efficient point
cloud coding methods. However, it is not a straightforward
extension to bring the powerful and popular signal processing
tools such as discrete cosine transform (DCT), Fourier trans-
forms, and convolution to 3D space because of the sparsity,
irregularity, and high dimensionality of point cloud data.

We address the mentioned representation issues by bringing
sparse tensor representation and sparse convolution [6] to point
cloud coding tasks. First, sparse convolution has been specifi-
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cally designed for high-dimensional signals which can process
them efficiently with the least computational cost. Second,
unlike octree representation, in sparse tensor representation,
the geometric information of a point cloud (e.g. planes, curves,
lines, etc.) and attribute correlation are preserved and can
be exploited directly by sparse convolution. Note that our
focus is to compress 3D point cloud attributes (e.g., colors
and velocities, etc.), and the color attribute is used as a
representative case in our work, without generality loss.

We propose for the first time a learning conditional prob-
ability model-based method for lossless compression of the
static point cloud which we refer to as CNeT. We estimate
the probability distributions of each feature sequentially such
that the latter feature is modeled conditionally on the previous
features. Within each feature, we apply a similar sequential
modeling method to estimate the probability distribution of
each point. The conditional distribution is then used to model
the context of a context-based arithmetic coder.

We investigate the benefits of the transform from RGB to
luminance-chrominance color space in our point cloud com-
pression method. We conduct a lossless transformation and
encode the transformed color features in an order such that our
context model can efficiently exploit the correlation between
features and thus minimize the final bitrate. Besides, we also
study the effect of Softmax-based and Mixture of Logistic-
based distribution modeling in our point cloud compression
task. Extensive experimental results show the superiority of
our method over the state-of-the-art MPEG G-PCC lossless
codec in terms of bits per point over a diverse set of point
clouds from four different datasets.

The rest of this paper is organized as follows. Section
reviews existing coding schemes for 3D point clouds.
The proposed compression method is discussed in Section
Experiments, as well as comparisons and analysis are
conducted in Section Finally, the conclusion and future
work is described in Section [V]

II. RELATED WORK

Each point cloud contains geometry and attribute informa-
tion in which geometry is usually encoded first, prior to color
coding. As a result, we have seen two main parts in 3D point
cloud compression: geometry and attribute compression.

A. Point Cloud Geometry Compression

Many of the existing point cloud geometry compression
methods are based on trisoup representation or octree represen-
tation [[1]], [[7]-[13]]. Trisoup-based coders represent geometry
as a pruned octree plus a surface model which is approximated
using 1 to 10 triangle meshes. Such surface modeling is
included in the MPEG G-PCC coder, however, this is preferred
for lossy dense point cloud coding. In contrast, an octree is
a well-known representation for point cloud geometry com-
pression because of its benefits in representing irregular point
space. Octrees can be used for both lossy and lossless scenar-
i0s. The common approach for octree-based lossless geometry
compression is utilizing the octree structure to provide better
context for entropy coding. For example, the octree-based

lossless coding method of the G-PCC coder relies on con-
ventional methods to exploit local geometry information such
as neighbour-dependent entropy context [14], intra prediction
[15]], planar/angular coding mode [16], [[17], etc. More con-
text modeling-based approaches using the information from
parent nodes, current node position, or previous time frame
are proposed in [8]-[10]. A learning-based context modeling
method for lossless point cloud geometry compression on the
octree domain has also been studied in [[11]], [12f], [[18], [[19].
For instance, the authors in [11] model the probabilities of
octree symbols by considering both higher-level geometry,
previous frame geometric and intensity information using a
deep neural network. Similarly, the authors in [|18]] proposed a
learning-based geometry compression method - NNOC which
leverage the 3D context from surrounding nodes to encode
the octree. An attention mechanism-based method with sibling
and ancestor context modeling (OctAttention) was proposed in
[19] to losslessly encode octree symbol sequences.

Recently, with the advances in deep learning techniques,
voxel-based and sparse tensor-based approaches for both lossy
and lossless point cloud geometry compression have emerged.
In particular, the auto-encoder framework has been widely
used for lossy coding [20]—[25]. The point cloud geome-
try is first projected onto lower-dimensional latent spaces,
the latent spaces are then encoded by entropy coders with
auto-regressive and/or hyperprior-based context modeling. In
terms of lossless point cloud geometry coding, efficient auto-
regressive voxel-based compression methods (VoxelDNN)
have been proposed in [26], [27]] which was further developed
to a multi-scale approach by the authors [28]. However,
those voxel-based point cloud geometry compression methods
require high computational complexity. Sparse tensor-based
lossless geometry compression has been shown as a potential
avenue with high efficiency and low computational cost [24],
[29]. For instance, the authors in [24] proposed an efficient
PCC method (dubbed as SparsePCGC) which progressively
downscales the geometry tensor and uses a SparseCNN-
based Occupancy Probability Approximation module (SOPA)
to predict occupancy probabilities over either single or multi
prediction step.

B. Point Cloud Attribute Compression

In addition to the well-developed geometry compression,
many approaches have been devoted to point cloud color
compression. One popular strategy is compressing attributes
based on geometry-dependent transforms or transform-based
methods [30]-[34]. For instance, the proposed method in [30]]
constructs a graph from the geometry and conducts a Graph
Fourier Transform (GFT) over the attribute signal on the
graphs before quantization and entropy coding the coefficients.
However, GFT is inefficient due to the high computational cost
introduced by eigenvalue decompositions. To alleviate this, the
region-adaptive hierarchical transform (RAHT) was introduced
in [31]] to compress point cloud attributes and achieved a better
trade-off between performance and complexity. Specifically,
a hierarchical subband transform that resembles an adaptive
variation of the Haar wavelet is used to transform point
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cloud color attributes. The adaptive run-length Golomb-Rice
(RLGR) arithmetic coder for the quantized transform coeffi-
cients is also introduced. By adding RAHT prediction, better
entropy coding, and other improvements, RAHT became one
of the core modules in the MPEG G-PCC reference software
TMC13 [35]. In addition to RAHT, the lifting transform [36]
and the predicting transform [37] are the transform methods
for attribute compression in G-PCC. However, the predicting
transform, which is an interpolation-based hierarchical nearest-
neighbor prediction scheme, is typically used for lossless
coding. An interesting approach using geometry-guided sparse
representation and graph-based method for lossy point cloud
attribute compression has been proposed recently [34]], [38]],
[39]. However, the encoding/decoding time of those methods
are still impractical due to the generating/solving sparse rep-
resentation step.

Point clouds can also be projected to 2D planes and then
utilize 2D image/video compression standards to encode the
generated images/videos [40]], [41]]. In [40], attributes are
organized into 8 x 8 blocks using snake scanning before being
projected to 2D images and compressed using JPEG. Similarly,
MPEG V-PCC converts the point cloud data into a set of video
sequences, the video sequences are then encoded using state-
of-the-art video coding (e.g. HEVC) [[1]].

Neural networks have been adopted for geometry compres-
sion with some success but are still in the early phase for
attribute compression. Recently, there has been an increase
in learning-based point cloud attribute compression methods
[42]-[46]. In [44], the attribute is compressed by representing
them as samples of a vector-valued volumetric function which
is modeled by neural networks. Authors in [42] introduced a
deep learning method for mapping 3D attributes to 2D images
and take advantage of a 2D codec to encode the generated im-

age. This mapping method, however, introduces distortion and
high complexity. Another approach for lossy compression is
adopting an auto-encoder framework that directly encodes and
decodes point cloud attributes with the help of geometry on
voxel grids [43[]. An auto-encoder lossy compression method
has also been proposed in [46]]. The authors utilize a sparse
convolution and adaptive entropy model with auto-regressive
and hyper prior to achieve better performance. However, these
approaches only achieve a similar performance to RAHT while
RAHT is a sub-module in G-PCC and had been significantly
improved with additional tools (e.g. prediction, entropy cod-

ing, ...).

Most of the lossless attribute compression schemes are
based on conventional methods [47]-[49] including G-PCC
attribute lossless compression [[1]]. For example, a hierachical
bit-wise differential coding-based method (HBDC) for static
point cloud attribute compression was recently proposed in
[[47]. The authors conduct a breath-first traversal of the octree
and encodes the residual between parent and child nodes
when necessary. The HBDC method shows a maginal gain
for attribute compression over G-PCC version 11 while being
inefficient at geometry compression. A normal-based intra-
prediction scheme for LiDAR point cloud attributes is pro-
posed in [48]]. The authors improve the Prediction Transform
of G-PCC [37] to further exploit local similarity by intro-
ducing the normals of point clouds. However, the method
only achieves minor improvements compared to the original
lossless compression method of G-PCC. In this paper, we build
an efficient adaptive context model for entropy coders using
deep neural networks. To the best of our knowledge, this is the
first learning-based lossless scheme for point cloud attribute
compression.



III. PROPOSED METHOD
A. Overview

To overcome the challenges of point cloud data including
sparsity, irregularity, and high dimensionality, we adopt sparse
tensor and sparse convolution [6]] into the PCC task. On the
one hand, a sparse tensor allows us to store only the occupied
3D space using its coordinates and the associated features or
attributes. On the other hand, sparse convolution, which was
designed for sparse tensors, closely resembles conventional
convolution and efficiently saves memory and computation
cost. In our method, a point cloud can be represented as
a sparse tensor {C,F} carrying a set of 3D coordinates
C = {(x4,9i,2:)}; and a set of associated features F'. The
feature set can include one occupancy state and Red, Green,
and Blue features or other color features such as YCgCo or
YUV with different bit depths. For the generality, we use the
notation F' = {f9 f1, 2, f3} for a feature set containing one
occupancy channel f° and three color channels f173. In this
paper, we aim to losslessly encode all the features in F'.

The most well-known and efficient method for lossless
compression is entropy coding. A stream of symbols, which
are drawn from a given set of symbols X, is encoded to a
bitstream using the probability density function p. Encoders
will be optimized to minimize the average bits per symbol L

or the bit-rate as:
L= plx)(x)
xeX

where [(x) is the code length for each symbol. Generally,
the entropy coder assigns each symbol with a code word or
a number interval which is corresponding to its probability.
A higher probability produces a shorter codeword or large
interval and thus minimizes L. According to Shannon’s source
coding theorem [50], the lower bound of L is the entropy of
the source:

L > H(p) =E;ox [~ log(p(a)]

=3 p(a)

zeX

) log p(x)

However, in practice, the real data probability density function
p is unknown and is usually estimated by a probability model
p. Hence, the cross-entropy (CE) between p and p, which is
the sum of H(p) and a positive term - the Kullback-Leibler
divergence Dk, (p||p), is used as a sub-optimal lower bound
for expected bits per symbol:

L>H(p,p) =Epux [* log(p(z)]
= > —p(x)log (=) M
rzeX

In this paper, we minimize the lossless bitrate needed
to encode the features by constructing a probability density
model p that minimizes Eq. (I).

B. CNeT Context Model

As previously discussed, in this paper our focus is lossless
compression of features F' containing four different compo-
nents F' = {f° f1, 2, f3}. Let p(F) be the joint distribution

Fig. 2: An example of causal context in a 4 x 4 block. The
bottom layer is occupancy feature, the next two layers are
color features. The empty space is indicated with white color.
The area inside the yellow boundaries are context to encode
the current sub-point f2. Red arrows show the 3D raster-
scan order which is also the encoding order. For visualization
simplicity, we do not show the prediction of f3.

of all feature components and all we need is to approximate
p(F). We can factorize p(F) as a product of conditional
distributions over the feature dimension as follows:

p(F) = p(fO)p(f'1£°) - p(L21 1 ) - p(F21£2, 1 ) @

The conditional distribution of the occupancy feature can be
further factorized in the spatial dimension as:

d3
O):Hp(fio|f?—17fi0—27"'7f{))' 3)
i=1

with d being the resolution of the voxelized point cloud and
i € [1,d3] the index voxels contained in the d x d x d block,
similar to [29]. In contrast, the last three terms in Eq. ()
are conditioned on the occupancy feature, which means the
occupancy state of a voxel is known. Hence, the color feature
distributions can be factorized as a product of N sub-point
conditional distributions. The equation below shows the full
factorization for the third feature:

N
Hp(fi1|fi1717fi1727"'7f117f17f0)- (4)

=1

p(f2IF% %) =

where N is the number of occupied voxels/points which is
significantly smaller than d* as most voxels in the d x d x d
space are empty. The indexing is performed in 3D raster-scan
order as for the occupancy feature but we skip empty voxels.
Each term on Eq. @) is the probability distribution of sub-
point feature f} given all previous sub-points referred to as
causal context as illustrated in Figure 2]

We model each sub-point conditional distribution using a
neural network which we call CNeT (Context NeTwork).
To encode F, we can consider each sub-point (e.g. f)



as a symbol stream and encode this i** symbol to a bit-

stream using H(f2|f° 1, 2 5, ..., fD), which is an estimation
of p(f21£2 1, f2 o,y £2). As aresult, this introduces a causal
condition on both feature and spatial dimension for the encod-
ing order as well as our networks.

C. Network Architecture

In our implementation, we model the probability distribution
of features using separate neural networks, using the context
model scheme as discussed in Section [III-B

Algorithm 1: Sparse mask construction and applica-
tion

Input: mask_type
1 kernel_size <+ kpkgkw
2 mask < ones_like(kernel)
3 mask [kernel_size//2 + mask_type == B,:,:] =0
4 kernel = kernel * mask

The context neural network for occupancy feature (O-
CNeT) is shown in Figure [3[a). Similar to [29], to enforce
the causality constraints, we apply a sparse type A mask on
the first layer and a sparse type B mask on the subsequent
layers. The sparse type A mask restricts the connection from
the current point to its feature and all the future points while
the sparse type B mask allows the connection from the current
spatial location to itself. The type A and type B sparse mask
construction is presented in Algorithm [T} The first layer also
plays the role of a coordinate generator which forces the
availability of the next coordinate in 3D raster-scan order.
Next, we employ two residual blocks before converting a point
cloud to a voxel representation in the “Sparse to Dense” layer.
The last convolution layer is a conventional 3D convolution
with a kernel size of 1 and thus does not violate the causality
constraints. The output is the probability of each voxel being
occupied or empty, thus having the size of d X d x d x 2.

The network architectures for color features (C-CNeT) are
shown in Figure [3[b). The probability distributions of sub-
points are conditioned on the previous sub-points on the same
color dimension and the previous features. Thus, there are two
input branches, the main branch connects each sub-point to
its previous points while the second branch connects them to
the previous features. In the first branch, we apply a masking
scheme similar to the O-CNeT to enforce the causality. Specif-
ically, a type-A mask is applied in the first layer while type B
masks are applied in the subsequent layers. The first branch
is a sequence of ten residual blocks alternated by convolution
layers. In contrast, there is no mask in the second branch,
as the previous feature is allowed to connect to the output
without any restriction. We merge two branches by an addition
followed by masked layers at the very end of the network to
produce the joint conditional probability distributions while
avoiding losing information from the second branch under
masking layers. The ELU activation function is applied after
each convolutional layer except the last layer with soft-max
activation. Note that our network supports different bit depths
between features. For example, for the 8-bit depth attributes

R, G, B, Y), 256-way softmax is used, but for 9-bit depth
attributes (Co, Cg) we replace this by a 512-way softmax
activation. Bit depth difference will make no change to the
input layer as all features will be normalized into [—1, 1] range
before passing to the network. In the last layer, we only extract
the feature F) containing the color probability distribution at
each point from the tensor {C, F;} as the output.

Recall from Subsection that our goal is to minimize
the bit cost needed to encode the feature F' by minimizing the
lower bound of the expected bits per symbol H (p,p), where
p is predicted discrete softmax distribution of F' . However, as
we estimate the probability distribution model of each feature
using separate neural networks, the total loss consists of four
cross-entropy loss components corresponding to four features:

Loss = H(p,p) = H(pso,pso) + H(ps1,ps1) 5)
+ H(pg2,pp2) + H(pys,pgs)

D. Point Cloud Encoder

Prior to the actual encoding process, we first partition the
point cloud into non-overlapping occupied blocks of size 64
and use an octree to signal the partitioning. The architecture
of our encoder is shown in Figure [I| We encode four features
sequentially in the fO, f', f2, 3 order so that the previously
encoded features are used as the additional context to encode
the current feature. Within each feature, we encode sub-point
features sequentially from the first to the last point in a
generative manner. Every time a sub-point feature is encoded,
it is fed back into our networks to predict the probability of
the next sub-point except for the first sub-point where we use
a uniform distribution. The discrete probability distribution
is then passed to an arithmetic coder to encode the feature
to the bitstream. To speed-up the running time, CNeT codec
can process up to 8 blocks simultaneously. In the end, our
bitstream consists of six components: metadata including the
bit-depth, the unit coding block size; octree partition signaling;
and the bitstreams of four feature components.

E. Color Space Conversion

The RGB color space is usually used as the straight forward
option for point cloud coding [46], [47] and color proba-
bilistic distribution modeling [52]], [53]. However, luminance-
chrominance color spaces have been proven to be more
efficient for coding than RGB [1]], [54f]. In this paper, besides
directly encoding the RGB color features, we also indirectly
encode color features in the luminance-chrominance color
space. Specifically, we adopt the lossless transformation from
RGB to YCoCg as proposed in [55] and encode the Y,
Co, Cg feature. On the decoder side, after decoding the Y,
Co, and Cg, we losslessly perform an inverse transform to
obtain the original RGB color. We believe that, by firstly
encoding luminance Y, which contains most of point cloud
detail (as illustrated in Figure El]), and then using it to model
the chrominances, we can efficiently exploit the correlation
between channels and thus minimize the bit cost. In terms of
implementation, the probabilistic distribution model proposed
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Fig. 4: From left to right: original Red&Black point cloud
from MPEG on RGB color space and the representation
of the individual color component Y, chrominance orange Co
and chrominance green Cg.

in [[T=B]is still the same. However, as the chrominance features
will result in 9 bits depth, the final layer in the network for Co
and Cg is changed from 256-way softmax to 512-way softmax.

1V. EXPERIMENTAL RESULTS
A. Experimental Setup

Training Data Following the setting of SparseVoxelDNN
[29], we consider point clouds from four datasets: Microsoft
Voxelized Upper Bodies (MVUB) - dynamic dense vox-
elized upper-body point clouds, MPEG Owlii and 8i

TABLE I: Number of blocks in the training and valid sets

MVUB 8i CAT1 | Owlii | Total
Training 33000 33000 9396 10000 | 85396
Validation 5000 5000 415 5000 15415

- dynamic dense voxelized full-body point clouds and MPEG
CAT1 - static sparse point clouds for cultural heritage.
Point clouds from CAT1 are sampled to 10-bit precision as
in MVUB, Owlii, and 8i. We partition all point clouds to
blocks of size 64 and randomly select a subset from three
large datasets (MVUB, MPEG 8i, and Owlii) to avoid long
training time. Table [[| reports the number of blocks from each
datasets.

Data Augmentation We apply a sub-sampling data
augmentation technique in the training pipeline to improve
the generalization of the networks, especially when our
test set is a diverse set of sparse and dense point clouds.
Besides, to train the Y, Co, Cg models, we perform online
transformation from the original RGB color space. We
normalize all inputs to the range [—1,1] before applying
neural networks as shown in Eq. (6) with bitdepth being
the highest bit-depth in the input (e.g. 8 for RGB and 9 for
YCoCg).

Qbitdepth -1
T2

v s (6)
2 =

S

Due to the different bit-depth between YCoCg features,
the Y feature will be ended up in [—1,0], hence, we shift



Y’ to the symmetrical range [—0.5,0.5] by an addition. Sub-
sampling, color space transformation as well as normalization
are implemented and embedded directly into our input
pipeline while training. However, due to the randomness
of the sub-sampling technique, we do not conduct online
sub-sampling on the validation set but only sample once and
use this in all validation steps.

Test Data Our test set consists of 11 point clouds at 10
bit-depth from four different datasets: MVUB, MPEG 8i,
MPEG CAT1, 8i and USP [58]]. All selected point clouds are
either used in the MPEG Common Test Condition or the JPEG
Pleno Common Test Condition to evaluate point cloud coding
schemes. The first two datasets are composed of two full-body
voxelized dense point clouds (Phil_10 and Ricardo_76) from
MVUB [56] and four upper-body dense voxelized point clouds
from MPEG 8i dataset [51]], [57] (red&black_vox10_1550,
loot_vox10_1200, thaidancer_vox10, boxer_vox10), which is
the same set from the recently introduced methods [18], [19],
[27], [28]], [46]. Besides, we additionally add point clouds for
cultural heritage applications from the MPEG CAT1 dataset
and the University of Sao Paulo dataset to create a diverse
test set. The point clouds from MPEG CAT1 and USP are
sparser and contain rougher surfaces than those from MVUB
and MPEG 8i [27]. The test dataset is diverse in terms of
sparsity, content type and capturing method, further details of
the test point clouds can be found in [27]]. Note that all the
point clouds in the test set have not been used in the training
phase.

Training Strategy We implement our models in PyTorch
powered by Minkowski Engine [6] with sparse convolution.
Training and testing are performed on Xeon(R) W-1390 CPU
and one GeForce RTX 3090 GPU (24 GB memory). We use
batch sizes of 32, maximum epochs of 150 and an Adam
optimizer. We found that applying a learning rate schedule
with step = 2, gamma = 0.95 and the starting learning rate
of 15e — 5 provides the optimal training result.

B. Performance Evaluation

Training Performance We train all models until they
converge, the training time for O-CNeT is two days while C-
CNeT models take seven days to the convergence. To evaluate
the training performance, we track the loss of all four CNeT
models. Besides, we cast the probabilistic distribution pre-
diction problem to a binary/multi-class classification problem
by selecting the highest score from the softmax distribution
to obtain the accuracy metric. The losses and accuracies for
Geometry, Y, Co, Cg CNeT models are illustrated in Fig E}
Specifically, in Fig [5(a) we report the loss for each feature
and the total loss of all features. The total loss corresponds
to the expected lower bound of the average bit per point
(bpp) and theoretically, the lower the total loss, the better the
encoding performance. We obtain the final total loss of 4.31
bpp, and the component loss for Geometry, Y, Co, Cg are at
0.47, 1.87, 1.33, and 0.82 respectively. In the accuracy plot at
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Fig. 5 Loss and accuracy for Geometry, Y, Co, Cg features in training.
The training steps are scaled to 0-1000 range.

Fig [5] we obtain a higher accurracy on Cg and Co features
than Y feature. This is reasonable as the latter features are
conditioned on the previous features. In addition, from the
information theory perspective, the luminance is spread over
a larger spectrum band, with more uncertainty and thus having
a higher entropy than chrominance features. The accuracy for
the geometry feature is close to 1 from the very beginning
of the training, however, this typically happens in imbalance
classification problems as most of the voxels are empty.

Compression Performance Table [II| reports the encoding
bitrate in bits per point (bpp) of CNeT and the lossless
geometry-based compression method G-PCC version 14 from
MPEG. We show the bpp for the geometry component and
color attribute component as well as the total bitrate of each
method. In the last three columns, the gains of CNeT over
G-PCC are reported. The bottom row indicates the average
number over all point clouds from four datasets while the
average for each dataset is reported in the last row.

First, we observe that CNeT obtains a significant rate
reduction of —49.08% on the geometry feature compared to
G-PCC lossless compression. The highest rate reduction at
about —66% was obtained in MVUB and MPEG 8i datasets
which are dense and smooth point cloud datasets. We obtain a
lower rate reduction on sparse point clouds from MPEG CAT1
and USP datasets with roughly —33% and —20% on average
bitrate reduction. This can be explained by the fact that the
networks can efficiently learn the relations between points and
predict more accurate probability on dense point clouds than
on sparse point clouds.

Second, CNeT outperforms G-PCC on color compression
for all test point clouds. We efficiently compress the color
attribute with —18.3% of average rate reduction compared to
the G-PCC color attribute compression module. In particular,
CNeT saves —b54.54%, —19.88%, —1.31%, —3.95% color
bitrate compared with G-PCC on MVUB, 8i, CAT1 and USP
datasets, respectively. And as expected, we obtain a higher
color coding gain on the first two datasets than on the last two
datasets similar to geometry compression. For point clouds
with higher density, our CNeT model can produce more
accurate probabilities, and thus benefit our coding bitrate. In
contrast, the sparsity and noise make the prediction inaccurate.
We alleviate the problem by having data augmentation in the
training. In total, when combining the geometry and color
attribute compression, CNeT obtains a significant bit rate



TABLE II: Average rate in bpp of the proposed method and percentage gains compared with MPEG G-PCC v14 (negative
percentages denote a bitrate reduction).

G-PCC CNeT Gain over G-PCC
Dataset | Point Cloud Geo Color Total Geo Color Total Geo Color Total
Phil 1.15 10.25 11.40 0.40 4.77 5.17 -65.49% -53.46% -54.68%
MVUB | Ricardo 1.07 5.88 6.95 0.35 2.61 2.96 -67.29% -55.61% -57.41%
Average 1.11 8.07 9.17 0.37 3.69 4.06 -66.39% -54.54% -56.04 %
Red&black 1.09 9.33 10.42 0.39 7.21 7.60 -64.22% -22.72% -27.06%
Loot 0.95 6.35 7.30 0.33 4.65 4.98 -65.26% -26.77% -31.78%
8i Thaidancer 1.00 10.84 11.84 0.32 9.49 9.81 -68.00% -12.45% -17.15%
Boxer 0.95 6.95 7.90 0.30 5.73 6.03 -68.42% -17.55% -23.67%
Average 1.00 8.37 9.37 0.34 6.77 7.11 -66.48 % -19.88 % -24.92%
Frog 1.92 9.90 11.82 1.23 9.63 10.86 -35.95% -2.73% -8.12%
CAT1 Arco Valentino 4.85 15.89 20.74 3.03 15.76 18.79 -37.53% -0.82% -9.40%
Shiva 3.67 15.30 18.97 2.66 15.10 17.76 -27.52% -1.31% -6.38%
Average 3.48 13.70 17.18 2.31 13.50 15.80 -33.66 % -1.62% -7.97%
BumbaMeuBoi 2.31 10.86 13.17 1.81 10.14 11.95 -21.65% -6.63% -9.26%
USP RomanOiLight 243 13.45 15.88 1.98 13.28 15.26 -18.52% -1.26% -3.90%
Average 2.37 12.16 14.53 1.90 11.71 13.61 -20.08 % -3.95% -6.58 %
| AVERAGE [ 1.94 | 1045 | 1240 116 | 894 | 10.11 | -49.08% | -18.30% | -22.62% |
TABLE III: Average bitrate in bpp for color compression
7 and percentage gains of CNeT and other references
6 ® Geo compared with MPEG G-PCC v14 [2] (negative percentages
mY denote a bitrate reduction).
5] Co G-PCC| V-PCC [2]] HBDC [47]] CNeT
2 mCg Phil 10.25 [12.27 (+20%)|12.67 (+23%)| 4.77 (-53%)
34 | Ricardo 5.88 |6.96 (+18%) |7.91 (+34%) | 2.61 (-55%)
E Red&black | 9.33 [11.57 (+24%)|11.39 (+22%)| 7.21 (-22%)
33 | Loot 6.35 | 8.10 (427%) | 7.79 (+22%) | 4.65 (-26%)
2 [AVERAGE[ 795 [9.72 (+22%)[9.94 (+25%)[4.81 (-39%) |
£,
1 i
0 - N Comparison to other Geometry Compression Methods
RIFCAR A R RO Table [IV] compares the lossless geometry compression perfor-

Fig. 6: Study on bit allocated for each feature.

reduction over G-PCC of about —22.6% on average.
Comparison to other Color Compression Methods In
addition to G-PCC, we compare CNeT method with a lossless
compression method (HBDC) for static point clouds from
and 3D-2D projection-based method V-PCC v18 [2]
from MPEG as shown in Table [Ill Since the source code
of the HBDC method is not available and HBDC is meant
for attribute coding, we only report the available numbers
for color attribute coding from the paper. We observe that
both HBDC and V-PCC provide higher bitrates than G-PCC
on all point clouds with +22% and +25% average bitrate
increase, respectively. It should be noted that we use the higher
version of V-PCC and G-PCC than the reference softwares
used in the HBDC paper. Most importantly, CNeT signifi-
cantly outperforms V-PCC, HBDC and G-PCC. The average
color coding bitrate of CNeT is 4.81 bpp representing strong
reductions of 39.0% from G-PCC. Therefore, we believe that
neural network-based method is an promising avenue for
future research on lossless point cloud attribute compression.

mance of the proposed method with state-of-the-art methods:
SparsePCGC [46]], VoxeIDNN [27]], NNOC [18]], OctAttention
[19]. All methods were using similar training datasets as in
CNeT except SparsePCGC. Therefore, we additionally train
from scratch our O-CNeT on dataset collection for Al-based
point cloud experiments from MPEG as in SparsePCGC
[46]. Specifically, we select two publicly accessible datasets:
ShapeNet with about 51.300 3D models and KITTI
with 43,552 scans from 12 sequences of outdoor scenes for this
training. We select the common test point clouds used by all
methods for a fair comparison. From Table we first notice a
performance drop in the CNeT model trained on ShapeNet and
KITTTI datasets compare to the model trained on our training
data. This can be explained by the fact that ShapeNet is a
synthetic CAD model dataset and KITTI is a LIDAR sparse
dataset while the test dataset composes of realistic and non-
LIDAR point clouds. However, we observe that both CNeT
and CNeT ShapeNet+KITTI offer significantly better gains
than the other methods when compared with G-PCC. Thus
we expect that a fully auto-regressive model such as CNeT
can provide state-of-the-art bitrate reductions for lossless point
cloud coding.



TABLE IV: Average bitrate in bpp for geometry compression and the percentage gains of CNeT and other references
compared with MPEG G-PCC v14 (negative percentages denote a bitrate reduction). CNeT2 is trained on ShapeNet + KITTI

datasets.
G-PCC VoxelDNN NNOC OctAttention CNeT SparsePCGC CNeT2
Red&black 1.09 0.66 (-39%) 0.73 (-33%) 0.73 (-33%) 0.39 (-64%) 0.72 (-34%) 0.52 (-53%)
Loot 0.95 0.58 (-39%) 0.58 (-38%) 0.62 (-35%) 0.33 (-65%) 0.63 (-34%) 0.46 (-52%)
Thaidancer 1.00 0.68 (-39%) 0.68 (-32%) 0.65 (-35%) 0.32 (-68%) 0.67 (-33%) 0.45 (-55%)
Boxer 0.95 0.55 (-42%) 0.55 (-42%) 0.59 (-38%) 0.30 (-68%) 0.60 (-37%) 0.45 (-53%)
| AVERAGE | 1.00 | 0.62 (-38%) | 0.64 (-36%) | 0.65 (-35%) | 0.34 (-66%) | 0.66 (-34%) | 0.47 (-52%) |
TABLE V: Average color rate in bpp of proposed method 02 03
using RGB and YCoCg space. Percentage gains are
compared with MPEG G-PCC v14 (negative percentages
denote a bitrate reduction). 02
G-PCC RGB YCoCg 0.1
Point Cloud bpp bpp | Gain bpp | Gain o1
m | Phil 10.25 571 | -4429%| 4.77 | -53.46%
E Ricardo 5.88 3.09 | -47.45%| 2.61 | -55.61%
= | Average 8.07 4.40 | -45.87%| 3.69 | -54.54%| o0 s 0.0 —
0 10 20 30 40 50 20 40 60 80 100
Redé&black 9.33 717 | -23.15%| 7.21 | -22.72%
Loot 635 [ 459 | 27.72%] 465 | 26.77% (@) (b)
% | Thaidancer 10.84 | 9.81 | -9.50% | 9.49 | -12.45%| 02 03
Boxer 6.95 574 | -17.41%| 5.73 | -17.55%
Average 8.37 6.83 | -19.45%| 6.77 | -19.88%
Frog 990 | 9.66 | -2.42% | 9.63 | 2.13% 02
& | Arco Valentino 15.89 [16.57| 4.28% |15.76| -0.82% 0.1
S [Shiva 1530 [1536| 039% |15.10] -1.31% "
Average 13.70 [13.86| 0.75% |13.50| -1.62%
N BumbaMeuBoi 10.86 |10.82| -0.37% | 10.14| -6.63%
» | RomanOiLight 1345 [13.46] 0.07% |13.28 | -1.26% 0.0 N 0.0 Ml
= [Average 1216 [12.14| -0.15% |11.71| -3.95% ° 10 20 30 40 %0 0 4 60 80 10
[ AVERAGE | 1045 | 9.27 | -15.23%| 8.92 | -18.30%] © )

C. Ablation Study and Analysis

Bit Allocation Figure [f] illustrates the bpp allocated for
each feature component which corresponds to the bit allo-
cation in the bitstream. From this figure we can draw some
observations. Geometry requires smaller space for storing than
color components even though this is the first channel to be
encoded. This can be explained by the fact that for each
point there are only two possibilities of empty and non-
empty, and thus the entropy of the source is smaller while
the color components are having 256 or 512 possibilities and
hence have more uncertainty. The color attribute consumes
approximately 80% of the bitstream and the latter the feature
to be encoded, the less bit it consumes. This has already
theoretically and practically been explained in the previous
training result subsection.

Color Space Conversion In Table we report the bpp
performance of encoding color features using direct RGB color
space or the transformed YCoCg color space. Generally, we
observe that direct coding on RGB space provides significant
gain over G-PCC on dense point clouds. However, for Arco
Valentino, Shiva, and RomanoOiLight point clouds, we obtain
a slightly higher rate with +4.28%, +0.39%, +0.07% rate
increase compared to G-PCC. However, we yield —15.23%
rate reduction on average compared to G-PCC with direct
RGB coding. By converting to YCoCg, we outperform G-

Fig. 7: Distributions produced by CNeT Softmax distribution
and Mixture of Logistic distribution modeling. The red color
indicates the probability of the ground truth. The x and y-axis
are cropped for better visibility. (a), (b): Mixture of Logistic
distribution, (¢)(d): Softmax distribution.

PCC on all test point clouds with an average further bitrate
reduction of —3.07% over G-PCC corresponding to —0.35 bpp
rate reduction compared to the RGB-based method. We expect
that other attributes (e.g. reflectance, normal...) can also be
efficiently compressed with an appropriate lossless transform.

Probability Modeling In contrast to the state-of-the-art
probabilistic density estimation methods [53]], [62], [63] using
Mixture of Logistic function (MoL) to model the continuous
probability, we find the softmax discrete distribution to pro-
duce better performance in both training and encoding for our
models. MoL produces symmetrical, smooth and meaningful
distributions in terms of neighboring color categories as shown
in Figure [7(a)(b). However, these are not necessary properties
for the compression task. Besides, the values 0 and 255 usually
get a much higher probability as they are the sum of the
distribution lying outside the interval [0,255] (as the example
in Fig [7(a)) which will impair the share of the true label.
On the contrary, for the compression task, especially with
a context-adaptive arithmetic coder, we would prefer having
a high probability of the true color value regardless of the
probability of other values or any properties of the distribution.
Fig |ZKC) and (d) show the distribution from the Softmax-based
model which are definitely more efficient than distributions



TABLE VI: Average rate in bpp of the Baseline
(RGB+MoL) and the YCoCg Softmax-based model and the

bpp difference (negative bpp denotes a bitrate reduction).

Baseline YCoCg + Softmax Gain
MVUB 6.60 4.06 -2.54
8i 8.85 7.11 -1.74
CAT1 18.09 15.80 -2.28
USpP 15.50 13.61 -1.89

[ AVERAGE | 1226 ] 10.11 [ 211 |

generated from a MoL-based model in Fig [7(a)(b). Note that
the difference is negligible in binary classification problem
with just two output probabilities.

Aggregate Improvements Table compares the coding
performance of YCoCg Softmax-based model and a baseline
model with RGB color space and MoL on four datasets. Note
that to obtain the MoL-based models, we replace the Softmax
layer in the CNeT models by a mixture of logistic distributions.
We find that a set of ten mixtures provides the best coding
performance. From Table we observe that using Softmax
discrete distribution plus color space transformation signifi-
cantly reduces the coding bitrate compared to the baseline.
Specifically, with the baseline model, we obtain 12.26 bpp
on average, a comparable rate to G-PCC at 12.40 bpp. The
YCoCg Softmax-based model produces lower rate at 10.11
bpp on average and saves —2.11 bpp compared with the
baseline. Note that the gain is paid by the training time as
256-way or 512-way Softmax makes gradients sparser with
respect to the input than MoL with less output parameters.

Performance at different geometry precision We perform
additional experiments to evaluate the robustness of CNeT to
density variation. We follow the setting in OctAttention [19] to
test our geometry and attribute compression at four geometry
precision levels on loot_1200, red_and_black_1550 from the
MPEG 8i dataset. The results are shown in Fig. [§] Even
though our bitrates increase due to lower point density while
reducing the geometry bit-depth, we notice that our geometry
and attribute compression method retain superiority over all
competitors at all precision levels. These results show that
CNeT is stable against various geometry precisions.

Complexity Analysis In total, our models require less than
700 MB of disk storage space. We run our test on the same
machine used for training, our model consumes only 5.4 GB
GPU memory on average while encoding. Table reports
the running time of G-PCC and our codec on all test point
clouds in seconds. Clearly, CNeT has a similar encoding
time to G-PCC. However, CNeT decoding time is longer
compared to G-PCC which is the cost paid for the significant
performance improvement. This is a common drawback of
all auto-regressive generative models such as PixelCNN [52],
[53] and VoxelDNN [27]]. At the encoder side we can perform
parallel prediction, while at the decoder side we must predict
the feature probabilities sequentially and thus having higher
decoding times. In Table we report the running time of
CNeT geometry coding and other geometry coding methods
on the set of point clouds from Table[[V] Since the source code

—a—-CNeT G-PCC —a—CNeT G-PCC

OctAttention ——Voxe DNN —+—OctAttention —e—Voxel DNN

0 re(}landblack_l ﬁSO 0 _ loot_1200
10 9 8 7 10 9 8 7
Geometry precision Geometry precision
10 14
loot_1200 redandblack 1550

. . J 6 . .
10 9 8 7 10 9 8 7
Geometry precision

Geometry precision
Fig. 8: Performance comparison at different geometry preci-

sions between CNeT and state-of-the-art methods. Top figures:

only geometry compression. Bottom figures: geometry + at-

tribute compression.

TABLE VII: Average runtime (in seconds) of CNeT encoder
comparing with G-PCC v14.

G-PCC CNeT
Enc 22 25
Dec 12 590

of SparsePCGC [46] is not available, we only report available
running time from the paper. We observe that CNeT geometry
encoding time is only behind octree-based methods (G-PCC
and OctAttention [[19]) which are generally fast. We also notice
that VoxeIDNN [29], NNOC [18]], and OctAttention even have
a longer decoding time than our method. The long decoding
time of CNeT can be alleviated by multi-scale architectures
or alternative approaches that avoid sequential probability
estimation similar to VoxelDNN and PixelCNN. Besides,
CNeT running time is highly dependent on the number of
occupied blocks (few hundred blocks) that are disjoint and
encoded independently. We expect that it is possible to further
speed up the codec by utilizing parallelization or having better
partitioning schemes to reduce the number of blocks.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed the first learning-based lossless
point cloud geometry and attribute compression scheme by
employing a conditional probability model across the feature
and point dimension. We build CNeT neural networks to ef-
ficiently exploit the correlation between points and accurately
model the conditional probability for the arithmetic coder.
We further propose using discrete softmax distribution and
indirectly encoding color attributes in the YCoCg color space
to minimize the coding bitrate. We evaluate our method on
a set of sparse and dense point clouds from four different
datasets. The results show that the proposed method achieves
state-of-the-art performance and robustness to various geom-
etry precisions. There are a number of potential directions for
further exploration, including reducing the complexity with a
multi-scale structure or developing a compression method for
dynamic point clouds.
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