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Abstract—Few-shot classification which aims to recognize un-
seen classes using very limited samples has attracted more and
more attention. Usually, it is formulated as a metric learning
problem. The core issue of few-shot classification is how to learn
(1) consistent representations for images in both support and
query sets and (2) effective metric learning for images between
support and query sets. In this paper, we show that the two
challenges can be well modeled simultaneously via a unified
Query-Support TransFormer (QSFormer) model. To be specific,
the proposed QSFormer involves global query-support sample
Transformer (sampleFormer) branch and local patch Trans-
former (patchFormer) learning branch. sampleFormer aims to
capture the dependence of samples in support and query sets for
image representation. It adopts the Encoder, Decoder and Cross-
Attention to respectively model the Support, Query (image) rep-
resentation and Metric learning for few-shot classification task.
Also, as a complementary to global learning branch, we adopt a
local patch Transformer to extract structural representation for
each image sample by capturing the long-range dependence of
local image patches. In addition, a novel Cross-scale Interactive
Feature Extractor (CIFE) is proposed to extract and fuse multi-
scale CNN features as an effective backbone module for the
proposed few-shot learning method. All modules are integrated
into a unified framework and trained in an end-to-end manner.
Extensive experiments on four popular datasets demonstrate the
effectiveness and superiority of the proposed QSFormer.

Index Terms—Few-Shot Learning, Transformer, Metric Learn-
ing, Deep Learning.

I. INTRODUCTION

URRENT deep neural networks learn from large-scale

training samples and achieve good performance on many
tasks. However, in many scenarios, data collection and anno-
tation is expensive and it is usually very challenging to collect
enough data for the training of deep neural networks. The Few-
shot classification aims to recognize unseen/query classes by
using very limited seen/support samples has attracted more
and more attention.

Many deep learning methods [1]-[3] have been proposed
to address few-shot learning problem. These methods can be
roughly classified into three types, i.e., generation-based meth-
ods, optimization-based methods and metric-based methods.
Metric-based methods are derived to distinguish support and
query samples by using some image representation and metric
learning techniques. As we know, the core issues for metric-
based few-shot classification are two aspects: 1) How to learn
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Fig. 1. Tllustration of our proposed unified Query-Support Transformer for
few-shot learning. It models the feature engineering on query/support samples
and metric learning simultaneously.

consistent representations for images in both support and query
sets. 2) How to conduct effective metric learning for images
between support and query sets. According to our observation,
existing works [3]-[7] usually first employ Convolution Neural
Networks (CNNs) to learn image feature representation and
then use a metric function to directly compute the similarities
(e.g., cosine) between query and support images for few-shot
classification. The good performance can be achieved, how-
ever, many recent studies [8], [9] demonstrate that CNN only
captures the local relations well due to its limited receptive
field. To address this issue, some researchers [10]-[12] propose
to combine or replace CNN with Transformer networks to
model the long-range relationships of local image patches and
obtain better image representation results. However, they may
still obtain sub-optimal performance due to the following two
reasons: 1) Existing works generally adopt Transformers (or
CNN+Transformer) as the backbone network for engineering
each image representation, which obviously ignores the in-
herent relationships among samples in query and support sets
for image representation. 2) Existing works generally adopt
the two-stage learning scheme, i.e., ‘representation learning +
metric learning’. Although the two stages are usually learned
together in an end-to-end manner, this decoupling way may
lead to sub-optimal learning results.

To address these challenges, in this work, we propose a
unified Query-Support Transformer architecture for few-shot
learning, termed QSFormer. The core of QSFormer is our
new design of query-support sample Transformer (named sam-
pleFormer) module, which aims to explore the relationships
of samples for coupling sample representations and metric
learning of samples together in a unified module for few-
shot classification. To be specific, as shown in Figure 1, we
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dexterously adopt the Encoder, Decoder and Cross-Attention
in our sampleFormer architecture to model the Support, Query
(image) representation and Metric learning in few-shot classi-
fication task, respectively. For the support branch, we represent
all support images as a sequence of image tokens and feed
them into the Transformer encoder to enhance the support
features. For the query branch, it receives a sequence of
query image tokens to learn their representations. Meanwhile,
it interacts with the previous support branch via the cross-
attention for modeling the similarities/affinities between query
and support tokens, therefore, naturally achieving metric learn-
ing in the decoding procedure.

Based on our newly proposed sampleFormer, we further
extend it by introducing two additional new modules for high-
performance few-shot learning, including Cross-scale Interac-
tive Feature Extractor (CIFE) and local patch Transformer
(patchFormer) module. Specifically, as shown in Figure 2,
given the query and support images, we first use CIFE as
the backbone module to extract the image features. Then, the
sampleFormer takes the embedded image tokens as input and
outputs global metrics. Meanwhile, the local/patch correspon-
dence of query-support image pairs is also considered using
the patchFormer. The global and local metrics are combined
for few-shot classification. Note that, the whole network can
be optimized in an end-to-end way.

To sum up, the contributions of this paper can be summa-
rized as follows:

o We propose a unified Query-Support Transformer (termed
QSFormer) for few-shot learning, which models the rep-
resentation learning and metric learning simultaneously.

o We propose a novel Sample Transformer module (sample-
Former) to capture the sample relationships in few-shot
problem setting. Also, we propose a patch Transformer
(patchFormer) module for few-shot image representation
and metric learning.

o We propose a Cross-scale Interactive Feature Extractor
for image representation by considering the interaction
of different CNN Ilevels.

o Extensive experiments on four widely used few-shot
classification datasets demonstrate the effectiveness and
superiority of our proposed method.

II. RELATED WORK

Few-shot Learning. Current few-shot learning algorithms
can be broadly divided into two categories: optimization-
based approaches [2], [6] and metric-based approaches [3],
[4], [13], [14]. Our method is more relevant to the metric-
based approaches, which mainly focus on the representation
learning and metric learning of samples. Specifically, Sung
et al. [15] propose a Relation Network (RN) for few-shot
learning, which computes the relation scores between query
examples and the few examples of each new class to classify
the examples of new classes. Hou et al. [13] develop a Cross
Attention Network, which highlights the target object regions
to enhance the feature representation by producing cross at-
tention maps for each feature. Zhang et al. [3] introduce Earth
Mover’s Distance to capture a structural distance between the

local image representations for few-shot classification. Xie
et al. [14] introduce a deep Brownian Distance Covariance
approach to learn image representations and then use distance
metric for classification.

Transformer for Few-shot Classification. Transformer [16]
has universal modeling capability because its core module self-
attention learning mechanism. In recent years, Transformer has
been employed by a large number of researchers for various
visual tasks, including object tracking [17], [18], object detec-
tion [19], [20], object re-identification [21], [22], multi-label
classification [23], [24], Medical Image Segmentation [25],
[26], and so on. For few-shot learning tasks, some works [10]—
[12], [27]-[29] demonstrate that Transformer architecture is
also promising. For example, Ye et al. [27] develop a Few-
Shot Embedding Adaptation Transformer (FEAT) to instantiate
set-to-set transformation and thus make instance embedding
task-specific for few-shot learning. Liu et al. [28] propose a
Universal Representation Transformer (URT) layer by combin-
ing feature representations from multiple domains together for
multi-domain few-shot classification. Zhmoginov et al. [12] in-
troduce a transformer-based model, called HyperTransformer
(HT), which encodes task-dependent variations in the weights
of a small CNN model for few-shot learning. These works
mainly employ Transformer architecture for representation
learning. Differently, in our work, we develop a Query-
Support Transformer (QSFormer) to accomplish both feature
representation and metric learning simultaneously.

III. THE PROPOSED METHOD

The purpose of few-shot classification is to classify the
unseen samples when only a small number of samples are
available. Many recent approaches [3], [13], [30], [31] indi-
cate that the episode mechanism provides an effective way
for few-shot classification task and we follow them in both
training and testing phases. Formally, let Dy,qin, Dyqr and
D5t respectively represent meta-training, meta-validation and
meta-testing set, where Dyy.qin N Dyar N Diest = . Taking C-
way K -shot few-shot classification task as an example, each
episode consists of support set X° = {(X7,Y;?)}’¢, and
query set X9 = {(X7,Y/)}]2,. Concretely, we randomly
select C' classes and K labeled samples per class to form the
support set X'®, i.e., ng = C' x K. Meanwhile, we randomly
sample g samples per class to form the query set X9, i.e.,
ng=CXxq.

As shown in Figure 2, we propose a novel Query-Support
Transformer (QSFormer) framework for few-shot learning,
which contains the following four parts:

e Cross-Scale Interactive Feature Extractor (CIFE):
we propose a cross-scale interactive feature extractor
as backbone network to obtain the spatial enhanced
support/query CNN feature representations.

o Sample Transformer Module: we introduce a query-
support sample Transformer (sampleFormer) module to
couple image sample representation and global metric
learning of samples together for few-shot learning.

o Patch Transformer Module: we also propose a patch
Transformer (patchFormer) module to model the context
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Fig. 2. An overview of the proposed QSFormer framework, which mainly consists of Cross-scale Interactive Feature Extractor (CIFE), Sample Transformer
Module, Patch Transformer Module, Metric Learning and Few-shot Classification. More details can be found in Section III.

correlation of patches in each image sample to conduct
the local metric learning between query-support sample
pairs.

Metric Learning and Few-shot Classification: we ac-
quire the final metric by combining global metric ob-
tained via sampleFormer and local metric obtained via
patchFormer together and final achieve few-shot classifi-
cation.

Below, we introduce the details of these modules.

A. Cross-scale Interactive Feature Extractor

We introduce a novel Cross-scale Interactive Feature Ex-
tractor (CIFE) as backbone module, which aims to obtain the
ego-context CNN feature representations for support and query
samples.

As shown in Figure 3, taking the support image set

{X?,X5,..., X, } as inputs, we first use the pre-
trained ResNet-12 to generate the initial multi-scale feature
representations F7 € Rmexexhixw | e {1 9 3 4}, where
ns represents the number of support samples in each episode
and ¢;, h; and w; denote the channel, height and width of
support feature map in the [-th level respectively. Then, we
employ a Transformer architecture [16] consisting of multi-
head self-attention (MSA), layer normalization (LN), feed-
forward network (FFN) and residual connection to achieve the
interaction of multi-scale features. Finally, we can obtain the

Conv ~ MSA »6}— Norm - FEN %

@Element-wise Summation | MSA Multi-head Self-Attention | Norm | Layer Normalization
Conv = 4x4 Convolution operation FEN  Feed-Forward Network

Norm

Norm TFFﬂ' Norm — Outputs

Fig. 3. Illustration of Cross-scale Interactive Feature Extractor (CIFE) for
feature extraction.

spatial enhanced feature representations for support samples
as F* = {F{,F§,--- F5 } € Rrxexhxw Gimilarly, we
obtain the sEatlal enhanced features for query samples as
F1 = {FL,Fd - F2 .} € Rraxexhxw The parameters of
CIFE are shared for support and query branches. In practice,
we empirically set ¢ = 640 and h = w = 5.

B. Sample Transformer Module

To achieve both image sample representation and metric
learning of samples in a unified module, we design a novel
query-support sample Transformer module, named sample-
Former. The proposed sampleFormer mainly consists of En-
coder and Decoder, as shown in Figure 2.
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Encoder. The purpose of the Encoder is to mine the
relationships of samples in support set to obtain better support
feature representations. To this end, based on the aforemen-
tioned support features F° € R7XXhXw  we firgt intro-
duce image tokenize, which utilizes a global average pooling
and reshape operation to gain the token sequence H°® =
{H}, HS,--- ,H;; } € R"¢ of support samples, where each
token H; denotes a support image sample. As shown in
Figure 2, we can see that the main component of encoder is
attention mechanism, whose inputs are Query Q° € R"s*¢,
Key K° € R™*¢ and Value V¥ € R"+*¢ obtained by
conducting three linear projections on H?® respectively. Next, it
employs dot-product operation to obtain a correlation/affinity
matrix Attns_.(Q?%, K*) of different support samples as

s s\T'
Attng,5(Q°,K%) = Softmax(w) (1)
Ve
where ¢ denotes the dimension of support features. It learns the
representations for support samples by conducting the message
passing operation as

~

H® = LN(H® + Attn,_,,(Q%,K%)V?) (2)

where LN (-) refers to layer normalization. Besides, we add
Feed-Forward Network (FFN) [8] and residual operation to
obtain the final support sample representations as,

H® = LN(H® + FFN(#*)) 3)

where H® = {Hj, Hj--- ,f[rj} € R"*¢ n, denotes the
number of support samples and c is the feature dimension.
FFN consists of two fully-connection layers.

Decoder. The Decoder aims to explore the dependence of
samples in query set to learn the representations for query
samples and also mines the intrinsic metrics of samples in
query and support sets. To be specific, it takes the afore-
mentioned encoded support features #° € R™=*¢ and query
feature embeddings F9¢ € RZqXCXhX‘” as its inputs. The
image tokenize is applied on F? to obtain the initial query
token sequence H? = {H{, Hj, -+, H]l } € R"*¢, where
each token H]q denotes a query image sample. Similar to
the Encoder branch, we first leverage self-attention message
passing mechanism to model the relationships among query
samples and learn representations for query samples as

T
Attng,q,(Q7,K7) = Softmax(Qq(\]/C;)) 4)
H9 = LN(H9 + Attng_,,(Q9,K9)V) (5)

where LN (-) denotes layer normalization.

Afterward, based on the support features #H* and query
features H9?, we employ a cross-attention mechanism to
explore the relationships between support and query samples
for query sample representations. Specifically, it first computes
the cross-affinities between support and query samples as
follows

Attng ,5(Q% K*) = Softmaz(Q*(K*)") ©6)

Then, it learns query sample representations by aggregating
the information from support samples as follows

HI = H? + LN (Attng_,(Q% K*)V?) 7)

where 9 € R"*¢ and LN(-) denotes layer normalization.
Q7 € R"1*¢ is computed by conducting a linear projection on
Ha. K® € R">¢ and V* € R"*¢ are obtained by conducting
two different linear projections on H?*, respectively.

Remark. The above cross-affinities Attn,_,;(Q9, ) nat-
urally reflect the similarities/affinities between support and
query samples. In our work, we regard them as global metric
my for all support and query samples, i.e.,

mg (X%, X9) = Attng_,,(Q9,K*) (8)

where my(X®, X'9) contains the similarities for all query-
support sample pairs in each episode. For convenience, in
the following, we also use my(X*®, X9) to denote the metric
between image X° and X9, where X° € X° X9 € X9,
We can utilize m,(X®, X7) for query sample classification,
as discussed in the following Section Metric Learning and
Few-shot Classification. Therefore, we can note that both
query/support sample representation and metric learning in
few-shot learning task are conducted simultaneously in our
sampleFormer architecture. This is one main aspect of the
proposed sampleFormer module.

C. Patch Transformer Module

As a complementary to the above sampleFormer branch,
we also develop a query-support Patch Transformer Module
(patchFormer) to capture the more visual content of each
image sample for local metric. As shown in Figure 2, patch-
Former mainly consists of multi-head self-attention (MSA)
and residual connection. Here, we omit Feed-Forward Network
used in regular Transformer [8] for simplicity consideration.
The parameters of MSA are shared on both support and query
branches.

Concretely, for each input support sample X*® and query
sample XY, we first obtain their feature embedding F* €
ReXhxw and [4 € R*hXw by using the above CIFE,
followed by the patch tokenize [8] to obtain the initial
patch token sequence for each support and query image,
ie, P° = {p5,p5, - .,pi,} € RMWX¢ and P? =
{pl.pd,---,pi } € RMXc Then, we employ multi-head
self-attention (MSA) [16] with shared weights and residual
operation to transform the support and query image patch
features as

P* = LN(P* + MSA(P*))

~ 9
P1 = LN(P? + MSA(P7)) ©

where LN (-) denotes layer normalization. B
Based on the above patch representations P° =
{(F1.55 -~ Ph) and P? = {5153, pL,}. we then
adopt the Earth Mover’s Distance (EMD) [3], [32] to com-
pute their structural similarity. It first computes the distance
between all patch pairs (9, ﬁ; ) and then acquires the optimal
matching between patches of two images that have the min-
imum distance cost. Finally, it returns the image-level metric



JOURNAL OF KX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021

by aggregating the metrics of all matched patch pairs. In this
paper, we denote this metric as local metric between support
sample X*° and query sample X9, i.e.,

mi(X*, X9) = EMD(P?, P%) (10)

D. Metric Learning and Few-Shot Classification

Given the support samples (X*® Y*®) € X*® with known
labels and input query sample X9 € X9, few-shot classi-
fication aims to determine the label of the query sample.
To achieve this task, we first obtain the sample-based global
metric my(X*®, X7) via Equ. (8) and patch-based local metric
my(X®, X9) via Equ. (10) respectively and combine them
together to obtain the final metric/similarity between X*® and
X7 as

m(X°®, X7) = Amg(X°®, X)) + (1 — M)my(X?®, X9)

where A € (0,1) is a tradeoff parameter.

Then, we can conduct few-shot classification by using the
nearest neighbor classification strategy, i.e., the label of query
X9 is determined by the label Y*  of the support sample
X*" that is most similar with query X9, as used in previous
works [3], [4].

Loss Function. In the training phase, we employ two loss
functions for the proposed QSFormer. First, for the sample-
Former module, we specifically introduce a contrastive loss as
suggested in work [33], [34], which encourages the positive
query-support sample pairs with same label (i.e., Y* = Y9) to
be closing and the negative query-support sample pairs with
different labels (i.e., Y¥ # Y'9) are far away in each episode.
This loss function can be written as follows,

ST eme (XX
Ys=Y4

Z eMmg(X=,X1) + E

Y=y Ys#Ya

(1)

Ly = —log (12)

Mg (X°,X 1)

where m,(X*®, X7) is the global metric between query X9 and
support sample X °. The whole network is trained in an end-to-
end way by minimizing the Cross-Entropy (CE) loss function
L. [3]. Thus, the total loss function can be formulated as

£total = aﬁce(yqv Yq) + (1 - a)['cl (13)

where Y is the label prediction obtained by our method and
Y7 denotes the corresponding ground-truth label. « € (0,1)
is the balanced hyper-parameter.

Implementation Details. To achieve a fair comparison,
the ResNet-12 [3], [6] with fully connected layers removed
is adopted as the backbone module. It is firstly pre-trained
from scratch and then use the episodic training based on
meta-learning framework by following works [3], [7]. We
empirically conduct the feature interaction of the last two
levels in CIFE to obtain the enhanced sample features.
We randomly sample 50/1000/5000 episodes from the train-
ing/validation/testing set on four public datasets. We compute
the average accuracy and the corresponding 95% confidence
interval to obtain the final performances of four datasets.
Our proposed method is implemented by using Python on
a server with a single 11G NVIDIA 2080Ti GPU. More
hyper-parameter settings on four benchmarks for the proposed
QSFormer are shown in Table VI.

IV. EXPERIMENTS
A. Datasets and Evaluation Metric

To verify our proposed QSFormer, we conduct extensive
experiments on four publicly popular datasets for few-shot
classification task, including minilmageNet [4], tieredIm-
ageNet [44], Fewshot-CIFAR100 [36] and Caltech-UCSD
Birds-200-2011 [45]. We also conduct cross-domain experi-
ments to evaluate the domain transfer ability of the proposed
model. The recognition accuracy is adopted as the evaluation
metric for our experiments. More details of datasets descrip-
tion are as follow.

minilmageNet. This dataset is a sub-dataset of Ima-
geNet [46]. It contains a total of 100 classes with 600 samples
in each class. As suggested in work [47], we divide these
classes into training set, validation set and testing set, which
respectively contains 64, 16 and 20 classes.

tieredImageNet. It contains 608 classes from 34 super-
classes, with a total of 779,165 samples. Following [44], we
split 34 super-classes into 20 super-classes (351 classes) for
meta-training, 6 super-classes (97 classes) for meta-validation
and 8 super-classes (160 classes) for meta-testing.

FC100. Fewshot-CIFAR100 is built upon the CIFAR100
dataset for few-shot classification task. It’s named FC100 for
short hereafter. It contains a total of 60,000 images from 100
classes. To reduce the information overlap, we group the 100
classes into 20 super-classes by following work [36]. Then,
we divide these super-classes into training set, validation set
and testing set, which contains 12, 4 and 4 super-classes
respectively.

CUB. Caltech-UCSD Birds-200-2011 dataset is an ex-
tended vision of CUB-200 dataset. It’s termed CUB for short
hereafter. CUB is originally presented in fine-grained bird
classification task. It contains the total of 11,788 images from
200 classes. As suggested by [27], we divide 200 classes into
100 classes for meta-training, 50 classes for meta-validation
and 50 classes for meta-testing.

minilmageNet — CUB. By following [6], we train a model
on minilmageNet dataset and evaluate on the CUB dataset
to verify the transfer ability of model. In this experimental
setting, specifically, we use all 100 classes of minilmageNet,
with 600 samples per class for meta-training and use the meta-
testing set (50 classes) of CUB dataset for meta-testing.

B. Comparison with State-of-the-art Methods

As shown in Table I, we report our results and compare with
other state-of-the-art (SOTA) approaches on minilmageNet [4]
and tieredImageNet [44] datasets. From this Table, we can find
that the proposed QSFormer beats many SOTA models on the
minilmageNet dataset. For example, QSFormer exceeds the
transformer-based HT [12] method by +11.14% and +11.46%
in 1-shot and 5-shot tasks, respectively. For the attention
mechanism based CAN [13], our model also outperforms it
on the 1-shot/5-shot task by +1.39%/+0.52%. Compared with
FETA [27] that is also developed based on ResNetl2 and
Transformer, the proposed QSFormer has better results.

From Table I, we can see that QSFormer achieves the best
performance on the tieredlmageNet dataset, i.e., 72.4740.31
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TABLE I
5-WAY RESULT COMPARISON OF OURS AND STATE-OF-THE-ART METHODS ON MINIIMAGENET AND TIEREDIMAGENET DATASETS. MOST RESULTS ARE

FROM [3] OR THE ORIGINAL PAPERS. THE 15t, 27d AND 379 ARE RESPECTIVELY IN RED, BLUE AND

. * DENOTES THIS METHOD IS REPRODUCED

WITH OUR SETTINGS.

minilmagenet tieredImagenet
Method Backbone 1-shot 5-shot 1-shot 5-shot
DHL [35] Conv4 61.99 + — 7871 + — 57.89 + — 73.62 + —
cosine classifier [6]* | ResNetl2 59.64 +£ 027 75.80 &+ 0.21 | 55.87 £ 0.31 80.92 + 0.23
TADAM [36] ResNet12 58.50 £ 0.30 76.70 £+ 0.30 - —
ECM [37] ResNet12 59.00 £ — 77.46 £ — 63.99 + — 81.97 + —
TPN [38] ResNet12 59.46 + — 75.65 + — 5991 £ 094 73.30 £ 0.75
ProtoNet [5]* ResNet12 63.03 £ 0.29 78.72 + 0.21 | 68.68 + 0.34
MTL [39] ResNet12 61.20 £ 1.80  75.50 + 0.80 — —
DC [40] ResNet12 62.53 £0.19 79.77 £ 0.19 — —
MetaOptNet [41] ResNet12 62.64 £ 0.82 78.63 £ 0.46 | 6599 £ 0.72 81.56 + 0.53
MatchNet [4]* ResNet12 61.24 +£0.29 7393 £+ 0.23 83.12 £ 0.24
Meta-Baseline [7] ResNet12 63.17 £0.23  79.26 + 0.17 | 68.62 £ 0.27 83.74 + 0.18
CAN [13] ResNet12 63.85 £+ 0.48 69.89 + 0.51  84.23 + 0.37
PPA [42] WRN-28-10 | 59.60 £ 0.41  73.74 + 0.19 | 65.65 £ 0.92 83.40 + 0.65
wDAE-GNN [43] WRN-28-10 | 61.07 £ 0.15 76.75 + 0.11 | 68.18 £ 0.16 83.09 + 0.12
LEO [1] WRN-28-10 | 61.76 £ 0.08 77.59 + 0.12 | 66.33 £ 0.05 81.44 + 0.09
FEAT [27]* ResNet12 79.96 £ 0.20 | 71.34 + 033  85.28 £ 0.23
HT [12] Transformer | 54.10 £ — 68.50 + — 56.10 + — 73.30 + —
DeepEMD [3]* ResNet12 65.43 +£0.28 79.28 + 0.20 | 69.84 + 0.32 84.06 + 0.23
DeepBDC [14]* ResNet12 60.76 £ 0.28  78.25 + 0.20 | 63.03 £ 0.31 81.57 + 0.22
QSFormer (Ours) ResNet12 65.24 £0.28 7996 + 0.20 | 7247 £ 0.31 8543 + 0.22
TABLE 1T TABLE III

5-WAY RESULT COMPARISON OF OURS AND STATE-OF-THE-ART METHODS
ON FEWSHOT-CIFAR 100 DATASET. THE 15%, 274 AND 37¢ ARE
RESPECTIVELY IN RED, BLUE AND . * DENOTES THIS METHOD IS
REPRODUCED WITH OUR SETTINGS.

Method 1-shot 5-shot
cosine classifier [6]* | 39.47 £ 0.23  56.29 £ 0.25
FEAT [27]* 4228 + 0.26  56.37 £+ 0.25
TADAM [36] 40.10 + 040  56.10 £ 0.40
ProtoNet [5]* 4091 + 0.26  56.66 £+ 0.25
MTL [39] 57.60 £+ 0.9
DC [40] 42.04 + 0.17 57.05 £ 0.16
MetaOptNet [41] 41.10 + 0.60  55.50 + 0.60
MatchNet [4]* 4190 4+ 0.27 5441 £+ 0.25
TDE-FSL [48] 44.61 + 096 57.93 £+ 0.81
DeepEMD [3]* 4558 + 0.26  62.08 £+ 0.25
DeepBDC [14]* 43.57 + 0.25

QSFormer (Ours) 46.51 £ 0.26  61.58 £ 0.25

and 85.43+0.22 in I-shot and 5-shot tasks. It exceeds the
CAN [13] by +2.58 and +1.2 points in 1-shot and 5-shot tasks.
Similar conclusions can also be drawn from the experimental
results of Fewshot-CIFAR100 [36] and CUB [45] datasets, as
illustrated in Table II and Table III. All in all, the proposed QS-
Former attains SOTA performance on multiple FSL datasets,
which fully demonstrates the effectiveness and advantages of
our proposed QSFormer model.

C. Ablation Study

To better understand the effectiveness of our proposed
QSFormer, in this section, we conduct extensive ablation stud-
ies, including component analysis, similarity metric analysis,
cross-domain analysis, etc.

Component Analysis. Our proposed QSFormer mainly
contains three components: Cross-scale Interactive Feature Ex-
tractor (CIFE), Sample Transformer Module (sampleFormer)
and Patch Transformer Module (patchFormer). The experi-
mental results of ablation study are shown in Table V. We

5-WAY RESULT COMPARISON OF OURS AND STATE-OF-THE-ART METHODS
ON CALTECH-UCSD BIRDS-200-2011 DATASET. THE 15¢, 27¢ AND 374
ARE RESPECTIVELY IN RED, BLUE AND . * DENOTES THIS METHOD
IS REPRODUCED WITH OUR SETTINGS.

Method 1-shot 5-shot
MELR [30] 70.26 £ 0.50  85.01 £ 0.32
1IEPT [49] 69.97 + 0.49 84.33 £+ 0.33
MVT [50] - 85.35 £ 0.55
FEAT [27]* 75.00 £ 0.29  86.24 + 0.19
cosine classifier [6]* | 62.09 £+ 0.29  80.04 + 0.21
ProtoNet [5]* 85.55 £ 0.19
MatchNet [4]* 70.21 £ 0.30  82.69 + 0.22
RelationNet [15] 66.20 £ 0.99  82.30 £+ 0.58
MAML [51] 67.28 + 1.08 83.47 £+ 0.59
DEML [52] 66.95 + 1.06  77.11 £ 0.78
DeepEMD [3]* 70.71 £+ 0.30

DeepBDC [14]* 65.45 £0.29 85.01 £0.19
QSFormer (Ours) 7544 £ 0.29 86.30 £+ 0.19

TABLE IV

CROSS-DOMAIN EXPERIMENTS (minilmagenet — CUB). * DENOTES
THIS METHOD IS REPRODUCED WITH OUR SETTINGS. THE RED
REPRESENTS THE BEST RESULTS AND BLUE DENOTES THE SECOND-BEST

RESULTS.

Methods 1-shot 5-shot

ProtoNet [5] 50.01 £ 0.82 | 72.02 &+ 0.67
MatchNet [4] 51.65 £ 0.84 | 69.14 + 0.72
cosine classifier [6] | 44.17 & 0.78 | 69.01 £ 0.74
Baseline [6] — 65.57 £ 0.70
Baseline++ [6] — 62.04 £+ 0.76
FEAT [27]* 52.67 £ 0.29 | 72.65 4+ 0.25
DeepEMD [3] 54.24 + 0.86 | 78.86 4 0.65
DeepBDC [14]* 50.28 £ 0.27 | 76.49 4+ 0.23
QSFormer (Ours) 55.04 £0.29 | 77.12 + 0.24

reproduce cosine classifier method [6] consisting of CNN net-
work and cosine distance as the Baseline network for compari-
son. From Table V, we can observe: (1) By comparing #1 with
#2, the performance of Baseline network can be significantly
improved with the help of CIFE, which demonstrates the
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TABLE V
ABLATION STUDY FOR THE DIFFERENT COMPONENTS OF THE PROPOSED QSFORMER. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD.
Different Components Datasets
# Baseline CIFE sampleFormer  patchFormer minilmageNet  tieredImageNet FC100 CUB
1 v 59.64 + 0.27 55.87 +£ 0.31 39.47 £ 0.23 62.09 + 0.29
2 v v 61.15 + 0.28 70.73 + 0.32 41.54 £ 0.25 65.95 + 0.30
3 v v v 63.97 £ 0.28 71.64 £ 0.32 45.46 £ 0.26 72.93 + 0.29
4 v v v v 65.24 + 0.28 72.47 £+ 0.31 46.51 + 0.26 75.44 £+ 0.29
TABLE VI
HYPERPARAMETER SETTINGS OF OUR PROPOSED QSFORMER.
Hyper-parameters .. . Datasets ..
yperp minilmageNet  tieredImageNet FC100 CUB minilmageNet — CUB
Optimizer SGD SGD SGD SGD SGD
Initial LR Se-4 Se-4 le-4 Se-4 Se-4
Steps of LR decay 10 10 10 10 10
Coefficient of LR decay 0.9 0.5 0.9 0.95 0.9
N 3 3 4 2 3
Number of Head 10,8 8.8 8,1 8,1 10,8
dropout rates 0.5,0.5,0.5,0.1  0.5,0.5,0.5,0.1  05,05,05,0.1 0.1,0.5,0.5,0.1 0.5,0.5,0.5,0.1
o 0.7 0.5 0.5 0.05 0.7
A 0.1 0.1 0.4 0.3 0.1
Epochs 100 100 50 150 100
TABLE VII

PERFORMANCE COMPARISON OF THE CLASSICAL METHODS BASED ON DIFFERENT METRIC LEARNING. * DENOTES THE COMPARISON METHODS IS
REPRODUCED WITH OUR SETTING. THE BOLD BLACK REPRESENTS THE BEST RESULTS.

Methods Metric minilmageNet  tieredImageNet FC100 CUB
cosine classifier [6]* Cosine 59.64 + 0.27 55.87 £ 0.31 39.47 £ 0.23  62.09 £ 0.29
MatchNet [4]* Cosine 61.24 £+ 0.29 71.01 £+ 0.33 4190 + 0.27  70.20 £ 0.30
ProtoNet [5]* Euclidean | 63.03 £ 0.29 68.68 & 0.34 4091 £ 026  70.93 £ 0.30
DeepEMD [3]* EMD 65.43 + 0.28 69.84 + 0.32 4558 £ 0.26  70.71 £+ 0.30
QSFormer Ours 65.24 + 0.28 7247 £ 0.31  46.51 + 0.26  75.44 + 0.29

effectiveness of CIFE. (2) By comparing #2 with #3, we can
find that sampleFormer significantly improves the performance
of model based on #2, which indicates the effectiveness of
sampleFormer module. (3) By adding patchFormer into #3,
we further improve the performance of whole network, which
shows the effectiveness of patchFormer module. All these
experiments fully validate the effectiveness of each component
in our proposed QSFormer framework.

Similarity Metric Analysis. To verify the effectiveness of
the proposed QSFormer on metric learning, we visualize the
similarity distribution of Baseline and QSFormer on the more
challenging 5-way 1-shot task, as shown in Figure 4. For 5-
way 1-shot task, each query sample generates the similarity
results of one positive query-support sample pair (i.e., “Q-
S pos”) and four negative query-support sample pairs (i.e.,
“Q-S neg”) during the metric learning process. To facilitate
the comparison of the similarity results of “Q-S pos” and
“Q-S neg”, we average the similarity values of four “Q-S
neg” corresponding to each query sample. For this experiment,
we perform 10 episodes, where each episode random selects
15 x 5 = 75 query samples for classification, i.e., we can get
the 75 x 10 = 750 similarity values of “Q-S pos” and “Q-
S neg”, respectively. Subsequently, we count the number of
“Q-S pos” and “Q-S neg” within a certain range according
to the normalized similarity values and thus produce the
similarity distribution as shown in Figure 4. We can observe
that: (1) the similarity values of “Q-S pos” obtained by the

Baseline method are generally below 0.5, while “Q-S neg”
are above 0.25. (2) In our proposed QSFormer, the similarity
values of “Q-S pos” are mostly above 0.5, while “Q-S neg”
are mostly below 0.25. Therefore, our proposed QSFormer
can separate positive and negative query-support sample pairs
more accurately.

In addition, we also compare our QSFormer with other
metric learning algorithms, including cosine classifier [6],
MatchNet [4], ProtoNet [5] and DeepEMD [3]. These com-
pared methods are reproduced with the same settings and
training schemes as ours for a more fair comparison. As shown
in Table VII, we can observe that our proposed method obtains
the best performance on four publicly popular datasets, which
fully demonstrates the effectiveness and superiority of our
proposed QSFormer. These experiments fully demonstrate the
effectiveness of our proposed QSFormer for metric learning.

Cross-domain Analysis. To validate the transferable abil-
ity of our proposed QSFormer, we conduct a cross-domain
experiment by following [3], [6]. The training and testing
are implemented on minilmagenet dataset and CUB dataset,
respectively. As shown in Table IV, our proposed QSFormer
achieves the best performance on the 1-shot setting (55.04 +
0.29) and the second-best results on the 5-shot, i.e., 77.12
4+ 0.24. These results demonstrate that the proposed QS-
Former learns the discriminative information across domains,
and adaptively explores the correspondence of query-support
samples.
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Fig. 4. Comparison of similarity distribution between Baseline and our
QSFormer. The similarities of “Q-S pos” become larger while the similarities
of “Q-S neg” become smaller, which indicates they are more easily separated.
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Fig. 5. Ablation study of two parameters (i.e., A and N).

Parameter Analysis. There are two important parameters
in our model, including the balanced parameter A in Equ. (11)
for local and global metric, and the number of sampleFormer
layers N. In this section, we conduct experiments on the
FC100 dataset on 5-way 1-shot task to check their influence.
As shown in Figure 5, we can observe that the performance
is relatively stable when we slightly adjust the balanced
parameter A\ in the range of (0.2, 0.6). For the number N
of sampleFormer layers, we can find that our performance is
increasing continuously when the N is changing from 2 to 4.
Therefore, we set A = 0.4 and N = 4 for our experiments.

V. CONCLUSION

In this paper, we propose a novel unified Query-Support
Transformer (QSFormer) to deeply exploit the sample re-
lationships in query and support sets for few-shot classifi-
cation task. QSFormer mainly contains sample Transformer
(sampleFormer) module and patch Transformer (patchFormer)
module. sampleFormer is designed to meet the problem setting
of few-shot classification, i.e., it couples the sample repre-
sentation and metric learning between query and support sets
together via a single Transformer architecture. Meanwhile, as
a complementary, patchFormer is also adopted to model the
local structural metric between query and support samples. A
new CNN feature extractor (CIFE) is also proposed to pro-
vide an effective CNN backbone for our approach. Extensive
experiments demonstrate the effectiveness and superiority of
our proposed QSFormer approach.
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