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Abstract—The recent success of text-to-image generation dif-
fusion models has also revolutionized semantic image editing,
enabling the manipulation of images based on query/target
texts. Despite these advancements, a significant challenge lies
in the potential introduction of contextual prior bias in pre-
trained models during image editing, e.g., making unexpected
modifications to inappropriate regions. To address this issue,
we present a novel approach called Dual-Cycle Diffusion, which
generates an unbiased mask to guide image editing. The proposed
model incorporates a Bias Elimination Cycle that consists of
both a forward path and an inverted path, each featuring a
Structural Consistency Cycle to ensure the preservation of image
content during the editing process. The forward path utilizes
the pre-trained model to produce the edited image, while the
inverted path converts the result back to the source image. The
unbiased mask is generated by comparing differences between the
processed source image and the edited image to ensure that both
conform to the same distribution. Qur experiments demonstrate
the effectiveness of the proposed method, as it significantly
improves the D-CLIP score from 0.272 to 0.283. The code will be
available at https://github.com/JohnDreamer/Dual CycleDiffsion,

Index Terms—Contextual prior bias, semantic image editing,
Dual-Cycle Diffusion

I. INTRODUCTION

EMANTIC image editing is a critical and demanding

problem within the field of image processing, with the
objective of modifying an existing image based on a speci-
fied textual transformation query. Unlike conventional image
editing techniques [42], such as those utilizing depth [38],
skeleton [40], edge [39]], heatmap [1]], or segmentation [3|],
[37], the utilization of text [4]-[6], [43] to guide the editing
process offers a more versatile and user-friendly approach to
achieving desired modifications to the image. As illustrated
in Fig [1} given an image of a cat and a query “Photo of a
cat sitting and wearing a scarf”, the aim is to add a scarf
to the cat’s neck while maintaining the integrity of the other
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Fig. 1. The overview of the proposed Dual-cycle Diffusion framework for the
semantic image editing task. The pipeline and details of the Bias Elimination
Cycle (BE-Cycle) and mask-guided unbiased editing are shown on the left.
The modifications on cat ears, caused by the contextual prior bias derived
from the pre-trained model, are illustrated in the left-top corner of the
images. Given a source image, a source text, and a target text, we first leverage
BE-Cycle to produce an unbiased mask, which is then used to guide image
editing. On the right, the details of the Structural Consistency Cycle (SC-
Cycle) [[7] and the procedure of mask computing are shown. ® is the element-
wise product.

regions of the image. Thus, this task can be regarded as an
extension of text-conditioned image generation, with a precise
and interpretable differentiation between regions that require
modification and those that should be preserved.

In recent years, there has been substantial progress in text-
conditioned generation techniques, with the advent of models
such as DALL-E [19]], Make-A-Scene [20], Imagen [21]],
Parti [25]], and DALL-E2 [22f]. These models are trained
on enormous amounts of data collected from the Internet,
resulting in significant improvements in the capacity for both
textual semantic understanding and image synthesis. Among
these models, diffusion-based models have garnered signifi-
cant attention due to the iterative optimizations from random
Gaussian noise to photo-realistic images.

As a pioneering method, SDEdit [[13|] achieves the edit-
ing through iterative denoising via a stochastic differential
equation (SDE), which tends to modify the entire image.
Prompt2prompt [24] localizes the edit by controlling the cross-
attention maps to eliminate unexpected modifications only
on synthesized images. DiffEdit [23]] automatically generates
a mask by contrasting the predictions of a diffusion model
conditioned on different text prompts. However, it has been
observed that it fails to produce masks focusing on the regions
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requiring editing. Furthermore, to preserve the integrity of
the image, CycleDiffusion [7]] presents the DPMEncoder to
encode the latent code.

Despite the benefits of utilizing pre-trained models for
semantic image editing, a significant challenge arises in the
form of prior bias introduced by distribution shifts between the
training and target editing images. In this paper, we specifically
focus on the contextual prior bias problem, which often leads
to spurious correlations between different regions, thus result-
ing in undesired modifications in areas that were not intended
to be altered, but still meet the contextual requirements of the
target text. For instance, as exemplified in the top-left corner
of Fig|l] when attempting to add a scarf to the cat’s neck, the
pre-trained model fails to maintain the shape of the ears.

To the best of our knowledge, our paper is one of the first
studies to eliminate the contextual prior bias in text-guided
semantic image editing. We introduce Dual-Cycle Diffusion,
a method that effectively eliminates contextual prior biases
by generating an unbiased mask to guide image editing. The
method comprises a Bias Elimination Cycle (BE-Cycle) that
consists of forward and inverted paths, each incorporating a
Structural Consistency Cycle (SC-Cycle) to maintain image
content integrity during the editing process. Given a target text,
the forward path utilizes a pre-trained model to synthesize the
edited image. The inverted path then converts the edited image
back to the source image using a source text that describes the
original image.

Additionally, the method allows for editing of both real
images and synthetic images generated by other models, and
the source text need not be the one used to generate the original
image, so long as it adequately describes its main content.
Specifically, the source text could be automatically produced
by using an off-the-shelf captioning model [2]] or obtained
by making slight modifications, such as changing, adding, or
removing several words from the target text. As shown in
Fig [T} an example of this would be the removal of the phrase
“and wearing a scarf. The resulting processed source image
and edited image conform to the same distribution, enabling
the automatic generation of an unbiased mask through the
identification of differences in their features. This is achieved
through an improved mask computing pipeline that utilizes the
encoder of CLIP [10] to extract features from both images. The
generated mask is then employed to guide unbiased semantic
image editing. Comprehensive experiments demonstrate the
proposed method’s superiority, which significantly improves
quantitative metrics and qualitative visual results.

II. THE PROPOSED METHOD

A. Preliminaries

Diffusion probabilistic models (DPMs). DPMs [8]], [26]—
[28] are a class of generative models that attempt to estimate
the underlying data distribution p(x) by gradually denoising a
normally distributed variable. This can be seen as learning the
inverse procedure of a fixed Markov Chain of length 7. In the
context that semantic image editing is an extension of the text-
to-image generation task, our current focus is solely towards
text-conditioned DPMs. During the inference stage, when

given a text query ¢, DPMs utilize a parametric mean estimator
Lo to progressively denoise a synthesized image sampled from
white Gaussian noise x7 ~ N(0, I'). Using the reparameteri-
zation trick, we can sample x;_1 ~ N (ug(x4, ¢,t),021) as:

Xt—1 :Mg(Xt,C7t)+0't€t, t= 17 aTv (l)

where o; is the standard deviation in the ¢-th step and €; ~
N(0,I). Note that the image generation direction proceeds
from x7 to xg. To simplify notation, we use z := x7 P €1.7
as the latent code throughout this paper, where & denotes
concatenation. Consequently, the mapping from xr to xy can
be represented as xo = G(z, ¢).

DPM-Encoder. To obtain the latent code z, Wu et al. [7]
proposed DPM-Encoder, an invertible encoder for stochastic
DPMs. In detail, stochastic DPMs define a posterior distri-
bution ¢(x1.7|x0) [8]], [9] in the forward diffusion process.
Then DPM-Encoder produces noisy images xi, - -- ,x7 from
q(x1.7|%0) and computes the €;. Formally, the overall sam-
pling process of DPM-Encoder z ~ ¢ppmenc(2Z|Xo, C, itg) can
be defined as:

X1y, X Y Q(Xl:T|X0)

€ = (x¢—1 — pio(xt,¢,1))/op, t =1,--- | T, 2
Z:=X7DELT.

B. Structural Consistency Cycle

The goal of SC-Cycle [7] is to preserve the integrity of the
image content during the editing process. The framework is
shown in the top-right corner of Fig[I] Given a source image
x3’""¢ and a source description c**""*¢, SC-Cycle first encodes
the latent code z*°*"° by a DPM-Encoder. Then the edited

. t ¢ . . . .
image x; " is generated by applying the mapping G with the
target text c'aeet:
source source source
2" ~ gppmEnc (Z[x5 "%, €, o), 3)
target __ source target) __ source source  target
X = Gz, ") = G(xp" © €7, ).

The edited image x;** synthesized by SC-Cycle [7] pre-

serves the details specific to the source image x{""*° by
utilizing the latent code z*°“™¢. This property leads to the

e ih erty
similarity in structure between x{*""*® and xg"*" .

C. Bias Elimination Cycle

BE-Cycle aims to automatically generate an unbiased mask
by contrasting the generated images of the forward path and
the inverted path. As illustrated in the top-left corner of Fig ]
each path comprises an SC-Cycle. In the forward path, x"*
is synthesized following Eq. (). Then in the inverted path, we

. target . -
attempt to restore the source image from x, ° , conditioned
on the source text c*°""¢:

~ (DPMEnc (Z | xti“get

inv target _ source
xg" = G(2™, )

target target
z® ,C € 7/1'9)7

_ target target _ source
—G(XT D er,C )

The forward and inverted paths of BE-cycle both rely on
the same pre-trained model, resulting in a similar contextual
prior bias in the generated images x*" and xIV. In other
words, both images are conforming to the same distribution.

Therefore, the contextual prior bias does not affect identifying

“4)
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the regions that need to be edited by contrasting xj'*" and
xg".

To produce the mask, the first step is to extract the visual
features of x; ¢ and xiIV using a visual encoder Ecrp from

a pre-trained CLIP model [[10]]:
F = Eciie(xo), F € R™ ", (5)

where R"*" is the spatial space, d is the feature dimension,
and F; ;. is the image grid feature with the grid’s coordinate
(i,7), for i € {1,2,---,m} and j € {1,2,---,n}. To
measure the degree of change in each region, the cosine

similarity between F;a;ge[ and F}™ . is calculated by:
_ target yainv
S;,; = cos <Fi,j7: 7Fi,j,:>' (6)

Finally, we can obtain the mask M by:

. abs(S;,;)—min(abs(S))
— L, if max(abs(S))—min(abs(S

6,J —
0, else,

)
) > 0, (7)

where ¢ is a threshold to control the binarization of the
mask, max(-), min(-) obtain the maximal value, and the
minimal value of a matrix, respectively, while abs(-) returns
the absolute value of each element in a matrix or a scalar
input. In practice, we set § = 0.5. To increase the resolution
of the mask, the image is divided into 2 x 2 grids, each
of which respectively generates a mask. All grid masks are
then assembled to get the final mask according to their spatial
positions. Finally, the mask is resized to match the spatial size
of xq.

D. Mask-Guided Unbiased Editing

In the final stage, the generated unbiased mask is used to
guide the image editing process. The pipeline is illustrated in
the left-bottom corner of Fig E} As pointed in [11], the text-
conditioned DPMs mainly rely on the text prompt to guide the
sampling process at the early sampling stage, while gradually
shifting towards visual features, as the generation continues.
Therefore, we utilize the text prompt to guide the generation
within the mask, while keeping the regions outside the mask
as similar to the source image as possible. For convenience,
we divide the mapping G into two steps: G(-) = G2(G1(+)).
In the first step, we obtain the image strongly influenced by
the target text:

target source source
x, ¢ = G

p = Gi(xp" © €1 p, €M), ®)

where k € {1,2,---,T} indicates the k-th step of the
diffusion process. Then we sample x3’""® from the posterior
distribution q(xy|x{™""°) and optimize the image by the mask:

X‘];Pt =Moo Xt]:rget + (1 _ M) ® xiource’ 9)

where © is the element-wise product. Finally, the edited image
without the effect of contextual prior bias is synthesized by:

opt opt s target
XOP — Gg (ka @ eﬂl?;lcrce’ clarge ) (10)

The unbiased mask only focuses on the regions that need
editing, thus avoiding unexpected modification on the final

. . t
edited image x;, such as the cat ears.

TABLE I
QUANTITATIVE RESULTS ON THE ZERO-SHOT SEMANTIC IMAGE EDITING
DATASET [7]]. * DENOTES THAT WE RAN ONLY 1 TRIAL FOR EACH
HYPERPARAMETER COMBINATION, WHILE WE RAN 15 TRIALS IN THE
REST EXPERIMENTS. BEST AND SECOND RESULTS ARE IN HIGHLIGHT.

Method Scur T Spcup?  PSNRT  SSIMT
SDEdit [13 0332 0.264 1368 0.390
DiffEdit [73] 0323 0.208 1850  0.588
LDM-400M 0 ieDiffasion [7] | 0.333 0275 1872 0.625
Ours 0.333 0.281 1902 0.635
SDEdit [13 0.339 0.248 1550 0498
Dty DiffEdit 23] 0316 0175 247 0.729
Vi CycleDiftusion [7] 0.331 0.262 21.98 0.731
Ours 0.332 0.265 221 0.734
SDEdit [13 0.344 0.258 1593 0512
Dl  DiffEdit 3 0318 0172 2270 0731
CycleDiffusion [7]  0.334 0272 2192 0731
Ours 0337 0.283 208 0730
SDEdit* 13 0.335 0.221 1564 0.505
SDlg  DiffEdics 33 0.305 0088 2272 0733
CycleDiffusion* [7] 0.327 0.206 21.85 0.721
Ours* 0.331 0.235 271 0741
TABLE II

COMPARISONS BY USING DIFFERENT MASKS WITH/WITHOUT THE
CLIP [|10] ENCODER. THE BIASED/UNBIASED MASK IS GENERATED BY
CONTRASTING THE INPUT AND OUTPUT OF THE FORWARD/INVERTED
PATH IN THE BE-CYCLE. ALL THE EXPERIMENTS ARE CONDUCTED WITH
THE SD-V1-4 PRE-TRAINED MODEL.

w/ CLIP Encoder  ScLip T Sp.cp T PSNRT  SSIM{

w/ Biased Mask X 0.336 0.281 2149 0725
v 0.338 0.281 2185 0724

w/ Unbiased Mask X 0.337 0.282 2190 0725
v 0.337 0.283 2208 0730

III. EXPERIMENTS
A. Implementation Details

Experiments were conducted on the zero-shot semantic
image editing dataset [7], which was specifically gathered
for semantic image editing task. The dataset consists of a
set of 150 tuples, each containing a source image, a source
text, and a target text. For a fair comparison, DiffEdit [23]]
used the settings from its original paper and the remain-
ing experiments followed the settings of CycleDiffusion [7]]
to use the DDIM sampler (n = 0.1) with 100 steps, set
the classifier-free guidance scale of the encoding process
as 1, and enumerate the classifier-free guidance scale of
the decoding step as {1,1.5,2,3,4,5}. To preserve image
content, editing began with an image that was not fully
noised. Therefore, we enumerated the step of adding noise
as {85, 80, 75,70, 60, 50}{1_] Then the optimization step k was
selected from {85, 80, 75, 70, 60, 50}. We ran 15 trials for each
hyperparameter combination. To remove the effect of random
noise in the mask computing process, we averaged all the
masks generated with different hyperparameter combinations.
The final results were automatically selected based on the
directional CLIP score Sp.cLip-

Metrics: To evaluate editing performance over all com-
parison methods and our Dual-Cycle Diffusion, we adopted
four metrics to evaluate edited images’ faithfulness to source
images and authenticity to target texts. They are SSIM,
PSNR, CLIP score Scrrp [10], and directional CLIP score
Sp-crrp [12]. SSIM is used to measure the similarity between

'Tt is the same with the early stop step of {15, 20, 25, 30, 40, 50} in [7].
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two images, and PSNR is used to quantify image quality.
ScLip can assess the alignment between the generated image
and the target text, while Sp.cLip can evaluate the similarity
between the images’ and texts’ changes. In addition, we
conducted a user study to further evaluate the effectiveness
of the model in eliminating contextual prior bias. The partici-
pants were instructed to vote for the images that had fewer
unexpected modifications according to the target texts and
source images, resulting in 1000 votes per method-to-method
comparison. The results are shown in Table

B. Comparisons with Existing Methods

To validate the effectiveness of the proposed Dual-Cycle
Diffusion, we compared our model with other methods based
on diffusion model, including SDEdit [|13[], DiffEdit [23|], and
CycleDiffusion [7]. To investigate the influence of data size,
data quality, and training details on models’ performance,
several pre-trained text-to-image diffusion models are used:
(1) LDM-400M, an LDM model [[17]] with 1.45B parameters,
trained on LAION-400M [15]], (2) SD-v1-1, a Stable Diffusion
model [|17]] with 0.98B parameters, trained on LAION-5B [16],
(3) SD-v1-4, finetuned from SD-v1-1 for improved aesthetics
and classifier-free guidance sampling.

The quantitative results by the involved competitors are
presented in Table [l The proposed method achieved the best
or comparable scores on all metrics among the three pre-
trained models, indicating its ability to enhance both edited
images’ faithfulness to source images and authenticity to target
texts. Comparisons of the results of LDM-400M and SD-v1-4
suggest that large training data size can aid in comprehend-
ing image contents, leading to better preservation of image
content when using SD-v1-4. Additionally, we can observe
from a comparison of the SD-v1-1 and SD-v1-4 results that
the improved classifier-free guidance sampling is useful for
synthesizing edited images that are more authentic to target
texts. Overall, using SD-v1-4 as the pre-trained model resulted
in the best performance. Hence, all subsequent experiments
and comparisons will be based on the SD-v1-4 model.

In Fig 2| we provide several visual comparisons of edited
results generated by different methods. According to the visual
comparisons, we can observe that the proposed method not
only has accomplished modifications according to the text,
but also has better image content preservation. For instance, as
shown in the first row of Fig[2] the goal is to replace the sheep
with a tiger. SDEdit made modifications to the entire image,
while both DiffEdit and CycleDiffusion were able to maintain
most parts of the source image. But they still unexpectedly
added a door handle to the car, which was marked by a yellow
box. This observation can also demonstrate the existence of
contextual prior bias. Furthermore, the second row aims to
add an apple. CycleDiffusion failed to preserve the shapes of
the backpack and the apple already in the source image, while
our method succeeded. DiffEdit even failed to produce another
apple. The third row provides more results generated by the
proposed method.

TABLE III
USER STUDY RESULTS. THE PARTICIPANTS WERE INSTRUCTED TO VOTE
FOR THE IMAGES THAT HAD FEWER UNEXPECTED MODIFICATIONS
ACCORDING TO THE TARGET TEXTS AND SOURCE IMAGES.

CycleDiffusion  Ours w/ Biased Mask ~ Ours w/ Unbiased Mask

Votes (%) 42.7 46.8 Reference
( : N
awhite sheep. e M) a tiger.

NIRRT and a black backpack on the floor]

Two green apples [

D!hhlh

SDEdit

COMPARISONS

Source Image Our Mask Ours CycleDiffusion DiffEdit
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J
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red flowers.
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Fig. 2. The masks and edited samples generated by our proposed method.
The first two rows show comparisons with two most representative base-
line models: SDEdit [13], DiffEdit [23], and CycleDiffusion [7]. Among
all samples, our method outperforms the other models in image content
preservation. Yellow boxes mark unexpected modifications, and the masks
reveal the specific edited areas. The last row shows more results generated by
the proposed method.
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Christmas hat [l
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Fig. 3. The BE-Cycle’s forward path and inverted path’s masks, outputs, and
final edited results. Specifically, the mask is generated by comparing the input
and output of the forward or inverted path. To remove the effect of random
noise in the mask computing process, we averaged all the masks generated
with different hyperparameter combinations. From the comparisons, we can
obtain an ice-cream similar to the source image with the unbiased mask.

C. Ablation Study

In this section, we aim to first explore the effectiveness of
the BE-Cycle and the improved mask computing pipeline, and
then further demonstrate the existence of contextual prior bias.
To this end, we conducted additional experiments based on the
biased mask generated by contrasting x{*""*® and x; ¢ with
the same process to calculate the unblased mask. Addltlonally,
we exhibited the results without the CLIP encoder. Here, we
used SD-v1-4 as the pre-trained model. The quantitative results
are reported in Table From the results, we can observe
that all the models obtained similar Scrp and Sp.crp scores.
However, the models, using the CLIP encoder, achieved better
image content preservation, which demonstrates the effective-
ness of the proposed mask computing pipeline. Then, we
discuss the effects of the mask by comparing the models
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using different masks. As seen from the results with the CLIP
encoder, the model using the unbiased mask produced from the
inverted path achieved a significant improvement in the SSIM
and PSNR scores. This means that the inverted path increases
the accuracy of identifying the regions that need to be edited.
In other words, we can achieve better performance with fewer
modifications. The reason why using the biased mask resulted
in worse performance is the existence of contextual prior bias,
which causes unexpected modifications. In short, the BE-Cycle
is effective in eliminating the contextual prior bias derived
from the pre-trained text-to-image models.

Additionally, we also depict the visual comparisons of the
masks and outputs of the BE-Cycle’s paths in Fig [3] The
final edited images using different masks are also provided.
Here, we averaged all the masks generated with different
hyperparameter combinations to remove the noise’s effect (i.e.,
the boy’s open mouth) in the mask computing process. From
the results of the forward path, it can be observed that using a
pre-trained model changed some image contents, such as the
ice-cream’s shape. This change is also reflected in the mask.
Therefore, using the biased mask, the model shortened the
ice-cream’s length in the final edited image. In contrast, the
unbiased mask produced from the inverted path can focus on
the regions of the Christmas hat, which leads to synthesizing
an ice-cream as similar to the source image as possible. In a
word, the proposed method can achieve the goal of editing the
image without the contextual prior bias’s influence.

IV. CONCLUSION

In this paper, we address the issue of contextual prior bias in
semantic image editing and propose Dual-Cycle Diffusion to
eliminate its effects by generating an unbiased mask to guide
image editing. Our method employs SC-Cycle and BE-Cycle
to eliminate distributional shifts between source and generated
images from a pre-trained model. Leveraging CLIP’s encoder
to extract image visual contents, our model could produce
an unbiased mask by identifying content differences in each
region. This allows our model to focus on the regions that need
editing without the effects of contextual prior bias. Through
extensive experiments and ablation studies, we validate the
superiority of Dual-Cycle Diffusion over other diffusion-based
semantic image editing methods.
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