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Guest Editorial
Introduction to the Special Issue

on Video Transformers

I. INTRODUCTION

CURRENTLY, Transformer has been widely used in nat-
ural language and image processing and has achieved

excellent results. Benefiting from the self-attention opera-
tion and global interaction, Transformer has demonstrated
more powerful spatiotemporal modeling capabilities than tra-
ditional convolutional and recurrent neural networks. However,
research on video Transformer is still in its infancy. Specifi-
cally, with the development of internet technology, video data
has become a commonly used medium, playing a critical role
in many areas such as entertainment, education, healthcare,
security, etc. Different from static data such as images and
text, video data consists of a series of image frames and
is more concerned with temporal and motion information,
which makes it necessary to employ some adaptations and
well-designed network architectures to capture the discrimina-
tive features. In addition, the multi-modal information attached
to video data further increases the difficulty of applying
Transformer to videos.

Therefore, this special section focuses on exploring video
Transformer, with the aim of bringing new and insightful
enlightenment to researchers working on various video tasks
and providing effective solutions to fix frontier video-related
issues.

II. OVERVIEW OF ACCEPTED ARTICLES

This special section covers scenarios where a video Trans-
former has been applied to different video-related tasks,
including classification, generation, object segmentation and
tracking, and human pose estimation and motion prediction.
In total, 12 relevant and high-quality articles are selected
by the guest editors, including three articles on classification
tasks, three articles on generation tasks, four articles on object
segmentation and tracking, and two articles on human pose
estimation and motion prediction. In the following section,
we will briefly summarize each article, highlighting their
contributions and innovations.

A. Classification Tasks

Classification is a fundamental and crucial task in artificial
intelligence, with numerous applications in various domains.
In the medical field, endoscopic image classification for
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the digestive tract is particularly important. By leveraging
deep learning models to classify multiple frames captured by
endoscopy, doctors can rapidly and accurately diagnose the
condition of patients. Wang et al. [A1] propose a novel vision
Transformer model based on hybrid shifted windows, which
can well capture both short-range and long-range dependency
and alleviate the limitation of Swim Transformer in capturing
long-range dependence in complex gastrointestinal endoscopy
images. With the ongoing advancement of DeepFake tech-
nology, DeepFake video detection also draws the attention
of researchers. By classifying videos as true or false, the
authenticity of videos can be effectively discerned, thus avoid-
ing misinformation and deception. Existing DeepFake video
detection methods fail to obtain fine-grained spatiotemporal
information, leading to limited generalization ability. Yu et al.
[A2] design a novel multiple spatiotemporal views Trans-
former (MSVT) using the local and global spatiotemporal
views to mine subtle and comprehensive spatiotemporal clues
for generalized DeepFake detection. A novel global-local
structure is proposed to effectively integrate multilevel fea-
tures, thus achieving excellent improvements. In the realm
of action tasks, early action prediction also has garnered
significant attention. This task, akin to action recognition,
involves classifying patterns of action. However, the key dis-
tinction lies in that early action prediction seeks to identify the
action as expeditiously as possible before it is fully executed.
Guan et al. [A3] present a multimodal Transformer-based dual
action prediction model which contains two key modules:
the early segment action prediction module and the future
segment action prediction module. A consistency regularizer
is introduced to mine the coherence of the full video segment.
They also design a two-stage optimization scheme, including
the mutual enhancement stage and end-to-end aggregation
stage, to make the most of the two modules.

B. Generation Tasks

The generation task refers to generating some new data
through algorithms or models, which can be images, audio,
video, text, etc. Among these, generating video captions is
a very meaningful task. By analyzing and processing the
video, captions for the video can be generated automati-
cally, which brings great convenience to people to understand
the video content better. Wu et al. [A4] propose a unified
framework CAT for video captioning. Two modules called
concept parser and multi-modal graph are presented to extract
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high-level cues and bridge the gaps between different levels
of representations, respectively. Benefiting from the proposed
modules, CAT generates a better caption than the previous
methods. In addition, video super-resolution is a task of great
interest. The aim of the task is to convert low-resolution video
to high-resolution video, thereby improving the quality and
clarity of the video. Zhang et al. [A5] first come up with a
new bicubic up-sampling method for multiscale acquisition.
Then convolution and self-attention techniques are utilized
to correct and align features at different scales. In addition,
they introduce a novel approach to constructing the activation
function, which effectively solves the typical issues of complex
calculation or low continuity of existing activation functions.
There are also some fulfilling and rewarding generative tasks
such as lip reading. The lip reading task automatically gen-
erates human speech content by analyzing the shape of the
lips, thus helping people with hearing impairments to better
understand what others are communicating. Xue et al. [A6]
propose a cross-modal Transformer framework for sentence-
level lipreading, which is capable of generalizing to unseen
speakers by utilizing landmarks as motion trajectories to cal-
iber the visual variations. The model improves the alignment
of heterogeneous features by cross-modal fusion suggested by
cross-attention.

C. Object Segmentation and Tracking Tasks

The object segmentation task is to separate the object
of interest from the background in an image or video,
while the tracking task refers to tracking the position of the
object in a video. Both contribute to the identification and
analysis of targets throughout the video sequence. Referring
video object segmentation (RVOS) is a special segmentation
task that aims to segment text-described objects from video
sequences. Gao et al. [A7] present the decoupled multimodal
Transformer (DMFormer) for RVOS, which facilitates explicit
interaction between visual features and different syntactic
components in text. They also propose an effective strategy
to transfer knowledge from large-scale pretrained vision-
language alignment to RVOS for better performance. Similar
to RVOS, natural language tracking is a special kind of
tracking task that aims to localize the text-described object
using a sequence of bounding boxes in video frames. Wang
et al. [A8] propose an end-to-end unified network based on
Transformer with a novel selective feature gather module,
which employs two pairs of encoder and decoder structures
for collaboratively grounding and tracking learning. It can
not only conduct grounding and tracking learning indepen-
dently but also tackle the natural language tracking task by
integrating the information with varying semantics, resulting
in improved accuracy and greater robustness. Zheng et al.
[A9] introduce a new TaTrack model for visual single-object
tracking that merges the Transformer and siamese neural
network. Benefiting from the proposed target-aware module
and the update strategy, TaTrack boosts the global interaction
ability of the model. For multidrone tracking, Chen et al.
[A10] design a Transformer-based collaborative single-object
tracking framework TransMDOT to automatically model the

association between multiple templates and search regions.
TransMDOT consists of a multidrone relation modeling mod-
ule, a cross-drone mapping module, and a system perception
fusion module and is effective in handling information inter-
action among drones. A new evaluation metric SPFI is also
proposed to comprehensively evaluate the state of the tracker
during the system fusion period.

D. Human Pose Estimation and Motion Prediction Tasks

For exploring the human body, deep learning has made great
strides in two important research directions, including human
pose estimation and human motion prediction. Human pose
estimation identifies key point locations and pose information
of the human body, which can be applied in areas such
as human–computer interaction and virtual reality. Human
motion prediction can predict future movements from his-
torical motion information for applications such as motion
analysis and health management. Gai et al. [A11] present an
effective Transformer-based framework SLT-Pose for human
pose estimation, which contains four modules, including a
personalized feature extraction module, self-feature refinement
module, cross-frame temporal learning module, and disen-
tangled keypoint detector. Extensive experiments show that
SLT-Pose outperforms state-of-the-art methods in both objec-
tive evaluation and subjective visual performance. For human
motion prediction, Chen et al. [A12] design a novel motion
characterization method based on instantaneous momentum
from the perspective of Newtonian mechanics. To effectively
capture both local and global temporal patterns inherent in
motion sequences, they introduce a dual-stream architecture
and a TA-GCN module. The proposed network is capable
of accurately modeling the spatiotemporal coherence of the
human body, resulting in improved prediction performance.

III. CONCLUSION AND ACKNOWLEDGMENTS

In general, we hope that these articles will bring inspiration
to researchers and further drive the progress and development
of the entire field of video understanding. We would like to
express our sincere gratitude to the authors of the selected
articles for their contributions to this special section. We also
call on more researchers to explore various applications of
Transformers for more possibilities in the field of video. As
we look to the future, video Transformers have the potential to
become a critical tool in video processing, providing powerful
support in understanding and analyzing video content.
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