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It is a long brown wooden shelf. On
the side of the room.

This is a black couch. It sets quite
close to the coffee table.

Fig. 1: Illustration of a 3D dense captioning task: localizing and describing objects in 3D scenes. The task involves the combined
process of object localization and captioning to generate natural language descriptions for objects in a 3D scene. It takes a 3D
point cloud source as input and produces a diverse range of bounding boxes along with multiple descriptions.

Abstract—Three-Dimensional (3D) dense captioning is an
emerging vision-language bridging task that aims to generate
multiple detailed and accurate descriptions for 3D scenes. It
presents significant potential and challenges due to its closer
representation of the real world compared to 2D visual cap-
tioning, as well as complexities in data collection and processing
of 3D point cloud sources. Despite the popularity and success
of existing methods, there is a lack of comprehensive surveys
summarizing the advancements in this field, which hinders its
progress. In this paper, we provide a comprehensive review
of 3D dense captioning, covering task definition, architecture
classification, dataset analysis, evaluation metrics, and in-depth
prosperity discussions. Based on a synthesis of previous literature,
we refine a standard pipeline that serves as a common paradigm
for existing methods. We also introduce a clear taxonomy of
existing models, summarize technologies involved in different
modules, and conduct detailed experiment analysis. Instead of
a chronological order introduction, we categorize the methods
into different classes to facilitate exploration and analysis of
the differences and connections among existing techniques. We
also provide a reading guideline to assist readers with different
backgrounds and purposes in reading efficiently. Furthermore,
we propose a series of promising future directions for 3D dense
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captioning by identifying challenges and aligning them with
the development of related tasks, offering valuable insights and
inspiring future research in this field. Our aim is to provide
a comprehensive understanding of 3D dense captioning, foster
further investigations, and contribute to the development of novel
applications in multimedia and related domains.

Index Terms—3D dense captioning, vision-language bridging,
visual captioning, 3D point cloud.

I. INTRODUCTION

Umans possess a remarkable ability to rapidly recognize

and describe various shape details and spatial relation-
ships of objects in unfamiliar scenarios with just a brief
glimpse [1]. However, replicating this capability in current
computer systems remains challenging. Previous influential
research in related fields has predominantly focused on the
task of image captioning [2, [3], [41, [51, (6], [71, [8I,
which involves bridging visual content understanding with
natural language description [9]], [10] to generate captions that
highlight the overall content of the entire image. Subsequently,
dense image captioning [111], [12], [13]], [14], [15] emerged as
a natural extension of image captioning, witnessing a surge
of interest in cross-media unified expression facilitated by
advances in deep learning technology. Unlike image cap-
tioning, dense image captioning places greater emphasis on
identifying and expressing local visual details in multiple
natural languages.

Despite the widespread popularity and significant success
of the aforementioned captioning tasks, they are not without
limitations. One of the main limitations is that they rely
solely on 2D image sources, which inherently have a single
viewpoint and can result in misaligned, distorted, and obscured
appearances, making it challenging to capture comprehensive



physical details and object location relationships [16]. How-
ever, more recently, with the advent of 3D point cloud data
collection techniques [17], [18], [19] and pioneering point
cloud processing methods [20], [21], [22], there has been
a growing interest in 3D cross-modal learning. Unlike 2D
images with uniform pixels and grids, 3D point clouds are
represented by sparse and disordered points, as illustrated
in Fig. 2| and provide rich geometric information, including
physical characteristics such as size and shape, as well as
spatial relationships between objects from multiple rotatable
perspectives. This property of 3D point clouds significantly
compensates for the limitations of 2D visual data. Conse-
quently, Chen et al. [23] proposed 3D dense captioning as
a novel task for generating dense captions in 3D scenes,
elevating the traditional dense captioning task from 2D to 3D
and resulting in more customized and detailed descriptions.
As a burgeoning vision-language-bridging task, 3D dense
captioning targets to jointly localize and describe individual
objects in 3D scenes leveraging commodity RGB-D sensors.
The input for this task is the point cloud of 3D scenes, and the
output includes descriptions for the underlying objects along
with specific bounding boxes, as shown in Fig. [T} Furthermore,
3D dense captioning can be further divided into two sub-tasks:
object detection and object caption generation.

Due to the success of the pioneering work [23]], the research
on 3D dense captioning has been rolled out comprehensively
and rapidly in the following years. Several notable approaches
have been proposed to address key challenges in 3D dense
captioning [24], [25], [26, [27], [28I], [29]], [30]]. For instance,
MORE [24], SpaCap3D [25], and Scan2Cap [23] employed
different relation reasoning modules to enhance the relation-
ships among candidate objects. X-Trans2Cap [26] introduced
a multi-modal knowledge transfer network with 2D priors to
improve 3D dense captioning. 3DJCG [27] and D3Net [28]]
focused on the connection between 3D dense captioning and
3D visual grounding [31]], [32]], [33]. CM3D [29] aimed to
incorporate contextual knowledge from point clouds into 3D
dense captioning. In contrast, Vote2Cap-DETR [30] proposed
a parallel approach that combines localization and captioning,
deviating from the traditional detect-then-describe pipeline.
The development timeline for 3D dense captioning is illus-
trated in Fig.

Recent advancements highlight the active and ongoing re-
search efforts, striving to overcome challenges and push the
boundaries of 3D dense captioning. However, the existing
literature lacks a comprehensive survey on the topic of 3D
dense captioning, despite its increasing prevalence. Therefore,
this paper aims to bridge this gap by providing a comprehen-
sive and insightful overview that bridges past research with
future prospects in the field of 3D dense captioning. The
overview will encompass critical components, including task
introduction, methodology review, and future outlook, with
the purpose of offering valuable insights for researchers and
practitioners. The major contributions can be summarized as
the following three aspects:

o Comprehensive and insightful review: This paper presents

the first known survey that offers a comprehensive and in-
sightful review of 3D dense captioning. It covers various

(a) 2D Image

(b) 3D Point Cloud

Fig. 2: Visualization of 3D point cloud and 2D image. The
inherent single viewpoint of 2D images inevitably triggers a
misaligned, distorted, and obscured appearance. Compared to
2D images with uniform pixels and grids, 3D point clouds
are represented by sparse and disordered points, provid-
ing comprehensive geometric information, including physical
characteristics such as size and shape and prosperous spatial
relationships from multiple rotatable perspectives.

aspects, such as task definition, architecture classification,
datasets analysis, evaluation metrics, and multi-faceted
discussions, providing a holistic understanding of 3D
dense captioning.

o Critical analysis of existing architectures: Instead of a
chronological order introduction, this paper categorizes
the existing methods into different classes, enabling a
more beneficial exploration and analysis of the differ-
ences and connections among the models. This critical
analysis provides valuable insights into the strengths and
limitations of current approaches, aiding researchers and
practitioners in making informed decisions.

e Proposal of future directions: Drawing upon the chal-
lenges identified in the field, this paper proposes a series
of promising future directions for 3D dense captioning.
These directions are aligned with the developments in
related tasks, aiming to inspire future research endeavors
and drive further advancements in the field.

The paper is organized into four main sections to ensure a
clear and organized presentation. In Section[II] a targeted read-
ing guideline is provided to assist readers with different back-
grounds and purposes. Section discusses the four related
tasks, including image captioning, dense image captioning,
dense video captioning, and 3D visual grounding. In Section
we synthesize task definition, main framework, and model
classification, the most substantial and crucial components of
the paper. Section [V]introduces 3D dense captioning regarding
dataset analysis and evaluation metrics. In Section we
analyze the experimental details, including the loss function
and model performance. Furthermore, the challenges of past
3D dense captioning techniques are discussed, and potential
future innovations are proposed in Section Finally, we
conclude this survey in Section [VIII]

II. READING GUIDELINES

This paper aims to provide comprehensive insights into the
field of 3D dense captioning, catering to readers with varying
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Fig. 3: Evolution of 3D dense captioning: datasets and models over time. Two fundamental datasets ScanRefer [31] and Nr3D
[34], have played a pivotal role in shaping the field. The ScanRefer dataset was initially curated for the 3D visual grounding
task, and Nr3D is a sub-dataset of ReferIt3D [34], comprising human-annotated 3D scenes. In subsequent years, the field
witnessed a surge of novel models, including Scan2Cap [23]], D3Net [28]], X-Trans2Cap [26], SpaCap3D [25], MORE [24]],
3DJCG [27]], CM3D [29], and Vote2Cap-DETR [30]]. Notably, the order of these models is based on the commit dates on the
benchmark, as the exact appearance times of papers were ambiguous.

backgrounds and interests. To optimize the utilization of this
paper, the following reading guidance is provided:

o Beginners in the 3D visual-language domain: If readers
are new to the field and lack prior experience in related
areas, we recommend reading the entire paper section
by section. This approach will facilitate a comprehensive
understanding of the landscape of 3D dense captioning,
as the paper covers relevant literature in detail.

o Researchers familiar with related tasks: Readers with
prior experience in tasks such as image captioning or
3D grounding may selectively skip some sections. For
instance, the dataset analysis in Section [V]may be familiar
to those working on 3D grounding tasks.

o Experienced researchers of 3D dense captioning: If read-
ers are already well-versed in the field of 3D dense
captioning, Sections IV and VII may be particularly
meaningful to them. These sections summarize existing
models and provide insights into future directions, which
may be of interest to researchers with expertise in the
field.

o Readers with specific goals: Readers with clear goals or
motivations for reading this paper can directly jump to
the corresponding section they want to focus on, as each
section is relatively independent. This approach allows for
quick access to the specific information needed without
reading the entire paper.

We hope that this reading guideline will assist readers in
maximizing the benefits of this paper and enhancing their
understanding of 3D dense captioning, a multimodal learning
task in the domain of 3D scene understanding.

III. RELATED WORK

In this section, we briefly review the most relevant research
on 3D dense captioning, especially those representative studies
that involve captioning or 3D fields, including image caption-
ing, dense image captioning, dense video captioning, and 3D
visual grounding, as illustrated in Fig. 4

A. Image Captioning

As a representative visual-language generation task [35]],
[36], image captioning aims to provide a descriptive sentence
for an input image, with the purpose of facilitating 2D
scene comprehension, particularly for individuals with visual
impairments [37]. The development of image captioning can
be delineated into two distinct phases: the traditional machine
learning stage and the advent of deep learning approaches,
as discussed in [16], [38]]. In the earlier machine learning
stage, template-based [39]] and retrieval-based [40] methods
were commonly employed. However, with the emergence
of deep learning [16], researchers have shifted their focus
towards leveraging advanced technologies, such as attention
mechanisms [8]], [6], [41], graph neural networks [42], [43],
[44], convolutional networks [45]], [46]], [47], transformers [9]],
[48], [49], and Vision-Language Pre-training (VLP) models
[S0], [S1]. Typically, the core encoder-decoder framework
has been popularly used in existing image captioning ap-
proaches. Convolutional Neural Networks (CNNs) [52], [53],
[54] were employed as encoders to map input images into
feature vectors, while Recurrent Neural Networks (RNNs)
[S5], [S6] were utilized as decoders to generate sentences
from the feature vectors. Furthermore, some approaches [49],
(571, (581, 591, [60] incorporated object detectors to enhance
the extraction of visual features. Attention mechanisms [49]],
[61], [62] and graph neural networks [44], [63] have gained
increasing popularity in recent years due to their ability to
capture fine-grained visual details and contextual relationships.
Notably, methods incorporating VLP models, such as ConZIC
[64], have demonstrated efficient performance in image cap-
tioning. As a self-correction framework, ConZIC integrated
BERT [10] and CLIP [50], enabling controllable zero-shot
image captioning with significantly improved generation speed
compared to previous works.
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Fig. 4: Illustration of representative visual-language bridging tasks related to 3D dense captioning. Both image captioning and
dense image captioning involve using a 2D image as input to generate natural language descriptions. However, they differ in
their objectives. Image captioning aims to generate a sentence that describes the overall content of the input image. On the
other hand, dense captioning, as a variation of image captioning, focuses on generating distinctive descriptions for prominent
regions within an image, capturing fine-grained details. 3D visual grounding is a task that emphasizes localizing the object
described by an input sentence within a 3D scene. It involves linking the language-based description to the corresponding 3D
object in the scene, bridging the gap between visual perception and natural language understanding. Dense video captioning
involves localizing significant events in an untrimmed video and generating captions for each event. Among the four tasks
mentioned, dense image captioning exhibits the closest resemblance to 3D dense captioning. Conversely, 3D visual grounding

stands in contrast to 3D dense captioning, emphasizing different aspects of visual understanding and language integration.

B. Dense Image Captioning

As a specialized type of image captioning, dense image
captioning focuses on generating separate descriptions for each
prominent region or object within an image, closely related to
3D dense captioning [23]]. The advent of [12] in 2016 marked
a significant milestone in the field of dense image captioning.
In contrast to global-based image captioning, which provides
a single caption for the entire image, dense image caption-
ing generates more detailed and region-level descriptions for
multiple objects or regions in the image. To address the
challenge of incorporating non-object context in prior work,
Yang et al. proposed a context fusion module to generate more
accurate and contextually relevant descriptions [13]]. Context
fusion module helps to improve the quality of the generated
descriptions by considering the surrounding visual elements
beyond individual objects. Furthermore, Song et al. presented
a semantically symmetric LSTM [55] model combining dense
image captioning with scene recognition models [65]. It
leveraged the relationship between scene understanding and
image captioning to generate more meaningful and coherent
captions that capture both the local object-level details and
the global scene context. More recently, there has been a
surge of interest in multi-modal pre-trained methods for joint
dense image captioning and object detection, leading to a
new wave of research in this area. Prominent models [66],
[67] integrated object detection and dense captioning into a
unified framework for improved performance and computation
efficiency. These approaches leveraged pre-trained models that
incorporate multiple modalities, such as images and text, to
jointly learn the representations for both tasks, leading to
promising advancements in the field of dense image caption-
ing.

C. Dense Video Captioning

Building upon the concept of dense image captioning, Kr-
ishna et al. introduced a more challenging task known as dense
video captioning [68]. Unlike traditional video captioning
approaches [69], [70]], [71]], which generate a single caption
for an entire video, dense video captioning [72]], [73l], [74],
involves describing multiple events within a minute-long
video. This task proves beneficial for the search and indexing
of untrimmed, large-scale videos. The majority of dense video
captioning techniques [73, [74]], [Z6], [77] follow a two-stage
strategy. It begins with event localization [78], [79], where
events of interest within the video are identified, followed by
event captioning [80], [69] to generate descriptive captions
for these localized events. These two-stage approaches bear a
resemblance to the process employed in 3D dense captioning.
To enhance the interaction between event localization and
captioning, certain approaches [72]], [81]], [82] propose per-
forming these subtasks jointly. In particular, Li et al. em-
ployed a descriptiveness regression technique to dynamically
adjust the temporal positions of individual event candidates
and enable the integration of event proposal localization and
event caption generation, resulting in a unified framework.
Conversely, other works [83]], eliminate explicit event
localization and instead ground each sentence in the video
after generating a comprehensive video description paragraph.
With the emergence of multi-modal pre-trained models [83]],
[861, [87], [[Z0, Yang et al. have recently explored integrating
end-to-end dense video captioning into these large-scale pre-
trained models [88]], leveraging their capabilities for improved
performance and scalability.

D. 3D Visual Grounding

3D visual grounding focuses on localizing objects in 3D
scenes based on their textual descriptions. It is closely related
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Fig. 5: The flowchart of the general framework for 3D dense captioning, which typically encompasses three main components:
a scene encoder, a relation module, and a feature decoder. The relation module is a core component that is commonly employed
in most existing works, rendering it an integral part of the encoder-decoder structure. Specifically, the input to the framework
is a 3D point cloud containing N randomly sampled points, each characterized by F'-dimensional features. The model then
generates [ pairs of bounding boxes along with multiple descriptions (B;, D;) as outputs. In the intermediate process, most
models generate M object proposals with F’-dimensional feature representations using a scene encoder. These proposals
are then utilized to learn the relationships between objects in the relation module. Finally, the feature decoder generates
corresponding descriptions for the objects. Notably, a smaller portion of methods do not follow this approach and instead
perform detection and captioning simultaneously in the final feature encoding step.
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Fig. 6: Classification of models in the context of 3D dense
captioning. The existing approaches can be categorized based
on their research focus and research strategy. With regards
to the specific research motives and foci, most methods can
be broadly classified into three groups: relationship modeling
that focuses on building inter-object or context relationships;
research on joint modeling that combines two distinct tasks;
and other approaches that do not fall into these two categories.
Regarding the research strategy employed to tackle the 3D
dense captioning task, existing models can be categorized
into the “detection-then-captioning” cascade strategy and the
“detection-and-captioning” parallel strategy.

to 3D dense captioning but with key differences. Unlike 3D
dense captioning generating descriptions for each object in a
point cloud, 3D visual grounding aims to locate the object
described by a specific input sentence. In analogy to human
listening and speaking, 3D visual grounding simulates the
process of listening, while 3D dense captioning is more akin
to speaking, as described in [28]. Dave ef al. [31] introduced
the dataset, the pioneer method, and the benchmarks for 3D
visual grounding. Most contemporary 3D visual grounding
methods consist of two phases: object detection [89], [90]]
and description matching [91], [92], [93], [32]. In the ob-
ject detection phase, objects were detected and segmented
under the related 3D scenes. Subsequently, in the description
matching phase, the textual descriptions were matched with
the detected objects to identify the referred object in the
scene. Early methods for 3D visual grounding relied on object
detectors for scene localization. However, Chen et al. [28|
proposed a novel hierarchical attention model that enables
end-to-end training for both detection and grounding [94],
providing a unified and integrated pipeline. More recently, the
technique of combining grounding tasks with dense captioning
experience a growing trend [27], [28], which explored the
potential synergies between related tasks and opened up new
research directions.

IV. ARCHITECTURE

A. Task Definition

3D dense captioning is a task that aims to achieve object-
level 3D scene understanding by generating natural language
descriptions for objects in 3D scenes through the analysis
of 3D visual data [23], [25], [29]. The input to the model
is a 3D point cloud, which represents the geometric and
appearance characteristics of objects in the scene, along with
additional auxiliary features such as colors, normal vectors,



and multi-view features. The point cloud data can be math-
ematically represented as a matrix P € RN*F where N
denotes the number of randomly sampled points per scene
(typically 40,000), and F' represents the dimensionality of
scene features, including point coordinates (z,y, z), and other
auxiliary features. Most existing methods generate M object
proposals with F”-dimensional features prior to generating
captions, where M is typically set to a default value of
256. The text data, comprising the captions, is tokenized
using the SpaCy library [95] and represented as a matrix
W € RT*39 ysing GloVE word embeddings [96], where
T represents the number of tokens in the caption, and each
word embedding vector has a dimension of 300. During the
training phase, the ground truth caption represented by W
is utilized to optimize the generated word token probabilities
using a loss function (detailed discussion in Section [VI).
During the inference phase, only the point cloud data P is
fed into the model. The expected output is a set of bounding
boxes with corresponding captions (B;, D;), where B; denotes
the bounding box coordinates and D; represents the generated
description for each object.

B. Main Framework

The realm of 3D dense captioning has been predominantly
influenced by the encoder-decoder architecture, which can be
delineated into three principal components: scene encoder,
relation module, and feature decoder, as depicted in Figure E}
The scene encoder is responsible for extracting initial scene
details, such as object-level visual features and contextual
information from input point clouds with various 3D object
detection methods, such as PointNet++ [20]], VoteNet [21],
PointGroup [97], 3DTER [98], and others [89], [90]. The
relationship module serves as a pivotal component in most
3D dense captioning models to model intricate connections
within the scenes or cross-modal interactions. A well-designed
relational module has been empirically shown to significantly
enhance model performance, as substantiated by numerous
ablation experiments. Feature decoder commonly employs
sequential models such as GRU [99]] or Transformer [9] to
further decode the attribute information and relation tokens,
thereby generating pertinent captions as well as bounding
boxes for the target objects. The stage of decoding is essential
for generating precise and meaningful captions that accurately
describe the objects in the 3D scenes.

1) Scene Encoder: The scene encoder is tasked with
extracting initial scene details. Previous research efforts [23]],
[241], [250], [26], [27], [29] have primarily utilized VoteNet or
modified-VoteNet as the feature extraction backbone to obtain
comprehensive visual features. The composition of the visual
features may vary depending on the specific approach. For
instance, CM3D [29] captures background environmental de-
tails, while X-Trans2Cap [26] focuses on object attributes. In
recent approaches, more robust detectors such as PointGroup
[97] and 3DETR [98] have been employed as the feature
extraction backbone. For example, D3Net [30] adopts Point-
Group with U-Net architecture [100], while Vote2Cap-DETR
[30] utilizes a full transformer structure for 3DETR. These

approaches have achieved notable performance in ablation
studies, underscoring the significance of employing effective
object detectors in the scene encoding stage. Additionally,
most approaches[23]], [24]], [250], [26], [27], [28], [29] also
aggregate the object proposals and bounding boxes at this
stage, while some [30] handle this task in the decoding step,
depending on the specific approach.

2) Relation Module: The relation module enables the mod-
eling of intricate connections and cross-modal interactions
within indoor scenes. The choice of relationship modeling
approach depends on the specific requirements of the 3D dense
captioning task and the characteristics of the scene understand-
ing problem being addressed. There are several commonly
used approaches for modeling relationships, including graph-
based methods, transformer-based approaches, and knowledge
distillation. Methods like Scan2Cap [23], MORE [24], and
D3Net [28] utilize semantic scene graphs [101], [102] to cap-
ture inter-object spatial location relationships. In these meth-
ods, object proposals are treated as nodes in the graph, and the
relationships between objects are modeled as edges connecting
the nodes. For instance, relationships such as top, front, left, or
center can be learned between objects with a graph structure.
These approaches also leverage the transitive property of
relationships, where the relationship between two non-adjacent
nodes can be inferred from a common node. This allows for
reasoning about relationships between objects that are not
directly connected in the graph. 3DJCG [27] and SpaCap3D
[25] employ transformer-based modules to build inter-object
relationships. Specifically, 3DJCG utilizes a feature enhance-
ment module comprising multi-head self-attention layers and
fully connected layers to model inter-object relationships and
enhance attribute characteristics. SpaCap3D uses a standard
transformer encoder with a relation prediction head to capture
object-to-object relations. These approaches leverage the self-
attention mechanism of transformers to model relationships
between objects and capture long-range dependencies in the
scene. Knowledge distillation is another approach applied in
some models, such as X-Trans2Cap [26], which applies a
knowledge distillation framework with a cross-modal fusion
module to facilitate interaction between 3D object features
and multiple modalities.

3) Feature Decoder: Feature decoder involves generating
bounding boxes and captions for candidate objects, incorpo-
rating the attribute and relationship features learned in previous
stages. However, in addition to Vote2Cap-DETR, most of
the models only perform caption generation at this stage.
Scan2Cap, MORE, and D3Net employ a GRU-based decoder
with attention mechanisms to generate descriptions for candi-
date objects. Other methods, such as SpaCap3D, X-Trans2Cap,
3DJCG, and Vote2Cap-DETR, apply a transformer-based de-
coder for caption generation. Specifically, X-Trans2Cap uti-
lizes a transformer decoder for both the teacher and student
frameworks, directly incorporating the transformer architec-
ture for caption generation [26]. SpaCap3D introduces an
object-centric decoder with an improved masked self-attention
mechanism [25]]. 3DJCG utilizes a multi-head cross-attention
network following a fully connected layer with a language
prediction module as the caption head [27]. Vote2Cap-DETR
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employs two identical standard transformer decoders, a posi-
tion embedding, and a linear classification head for generating
descriptions [29]]. Notably, CM3D stands out by stacking
multiple decoder layers for caption generation. This allows
CM3D to capture richer contextual information for generating
more detailed and coherent captions.

C. Model Classification

The existing approaches in the field of 3D dense captioning
can be categorized based on their research focus and research
strategy. With regard to the specific research motives and foci,
these methods can be broadly classified into three groups:
relationship modeling, joint modeling, and other approaches
that do not fall into these two categories. Regarding the
research strategy employed to tackle the 3D dense caption-
ing task, existing models can be classified into two cate-
gories: the “detection-then-captioning” cascade strategy and
the “detection-and-captioning” parallel strategy. The classifi-
cation of models with the context of 3D dense captioning is
illustrated in Fig. [6]

1) Research Focus: The research focus of 3D dense cap-
tioning has been explored from various perspectives, including
research on relationship modeling, joint modeling, and other
approaches.

Relationship Modeling. Scan2Cap is the pioneering method
that introduces a graph-based attentive captioning framework
to explore object relations. Building upon Scan2Cap, Jiao et al.
[24] propose an improved model called MORE, which incor-
porates multi-order relation mining based on graphs. MORE
captures more complex inter-object relationships through pro-
gressive encoding. In contrast, ScanCap3D focuses specifically
on capturing spatial relativity in 3D scenes using a spatiality-
guided encoder-decoder transformer architecture. ScanCap3D
achieves this while maintaining a simpler size and higher
computational efficiency compared to Scan2Cap and MORE.
In contrast to previous works [23]], [24], [25] that mainly inves-
tigate inter-object interactions, neglecting contextual details,
CM3D [29] addresses this limitation by incorporating rich
contextual information. CM3D considers non-object details,
background environments, and generates more detailed de-

TABLE I: The statistics of the ScanRefer and Nr3D datasets.
Both datasets comprise primarily 3D scenes, object labels,
and manually annotated descriptions. However, the notable
differences lie in their marking strategies. ScanRefer labels
almost all objects in a scene, while Nr3D focuses on labeling
specific categories that appear with higher frequency.

Number # ScanRefer Nr3D
Descriptions 51,583 41,503
Scenes 800 707
Objects / Contexts 11,046 5,878
Object classes 265 76
Objects / Contexts per scene 13.81 8.31
Descriptions per object 4.67 7
Average length of descriptions 20.27 114

scriptions, thus providing a more comprehensive understand-
ing of the scene.

Joint Modeling. D3Net introduced unified networks for
both 3D dense captioning and 3D visual grounding tasks in
the context of 3D scenes. It originates from the same team
that developed the Scan2Cap model for 3D dense captioning
and utilized the ScanRefer dataset for 3D visual grounding
[31]. In D3Net, the overlapping aspects of these two tasks
are integrated to create a unified model. This integration is
motivated by the challenges posed by limited vision-language
data, which can lead to overfitting, as well as the difficulty of
generating unique descriptions for similar objects. To tackle
these challenges, a joint speaker-listener architecture is in-
troduced, where the “speaker” corresponds to the captioning
model and the “listener” corresponds to the grounding task.
This architecture enables semi-supervised training and facili-
tates the generation of distinctive descriptions [28]. Similarly,
3DICG [27] also explores the joint framework of 3D visual
grounding and 3D dense captioning. The goal of this frame-
work is to capture visual and textual information efficiently
and effectively for generating comprehensive 3D captions [27].
By identifying the complementary relationship between the
two tasks, 3DJCG proposes an innovative transformer-based
approach that incorporates three key components: a 3D object
detector, a feature enhancement module, and a grounding or
captioning head.

Others. To address the challenge of enriching 3D point
clouds with 2D information while minimizing computational
overhead, Yuan et al. propose a transformer-based cross-
modal teacher-student framework in X-Trans2Cap [26]. This
framework utilizes knowledge distillation [103] to transfer
rich appearance information, including texture awareness and
color clues, from 2D images to 3D scenes. By employing the
teacher-student paradigm, X-Trans2Cap effectively integrates
2D information into the 3D captioning process without im-
posing a significant computational burden [26]. In a more
recent development, Vote2Cap-DETR adopts a fully end-to-
end transformer encoder-decoder architecture to enable paral-
lel detection and captioning [30]]. This approach eliminates the
need for separate detection and captioning stages, resulting in
a more efficient and integrated processing framework.



2) Research Strategy: Regarding the research strategy em-
ployed to tackle the 3D dense captioning task, existing models
can be categorized into two main categories. The first category
is a cascade strategy, where object detection is followed by
captioning, namely the “detection-then-captioning” cascade
strategy. The second category is a parallel strategy, where
object detection and captioning are addressed simultaneously,
namely the “detection-and-captioning” parallel strategy.

TABLE II: The statistics of the standard split of ScanRefer
dataset.

Number # Train Val Test Total
Descriptions 36,665 9,508 5,410 51,583
Scenes 562 141 97 800
Objects 7,875 2,068 1,103 11,046
Objects per scene 14.01 14.67 11.37 14.14
Descriptions per scene 65.24 67.43 55.77 65.68
Descriptions per object 4.66 4.60 4.90 4.64

Cascade Strategy. In the case of the cascade strategy, most
methods follow a “detect-then-caption” paradigm. The model
first generates a set of candidate objects with their bounding
boxes and then performs feature enhancement and relationship
inference around these candidate objects. Subsequently, cor-
responding descriptions are generated based on these object-
centric features. However, this cascade strategy is not without
its limitations [30]. On the one hand, the performance of
captioning is heavily influenced by the accuracy of the detec-
tion results. On the other hand, the hand-crafted components
designed in previous detectors may result in poor performance.

Parallel Strategy. To overcome these limitations, Vote2Cap-
DETR takes a different approach by employing a parallel
strategy. They reverse the order of captioning and detection
by utilizing 3DETR [98]], a successful transformer-based ar-
chitecture for 3D object detection, as a feature encoder for gen-
erating scene tokens. Spatial bias and content-aware features
are introduced to refine the initial object queries into more
precise vote queries. Subsequently, two independent decoder
heads are designed for object location and caption generation
simultaneously. This one-step attention-driven strategy helps
to mitigate over-reliance on detectors and reduce the hard-
coded limitations of object detectors. Additionally, it derives
more effective localization and more accurate captioning.

V. DATASETS AND EVALUATION METRICS
A. Datasets Analysis

The availability of large-scale data is crucial for achieving
superior performance in vision and language tasks. However,
capturing and annotating 3D data pose significant challenges,
resulting in smaller RGB-D datasets [[104]], [105], [106], [18]
for 3D scenes compared to their 2D counterparts. As a result,
researchers resort to utilizing manufactured data to compensate
for the absence of real-world data [107], [108]. To address
this limitation, Dai et al. introduced the ScanNet dataset [[19]],
which is a richly-annotated 3D indoor scan dataset of real-
world environments captured employing a self-created RGB-D
capture system.

The ScanNet dataset comprises 2.5 million views obtained
from 1513 scans, which are obtained from 707 distinct spaces,
making it larger in scale compared to other popular datasets
(1091, [1101], [10S], (1111, [19], such as NYUv2 [109], SUN3D
[105], and SceneNN [18]. However, it should be noted that
ScanNet is primarily designed for tasks such as 3D object
classification, semantic voxel labeling, and 3D object retrieval
with instance-level category annotation in a 3D point cloud
and may not be directly suitable for 3D dense captioning
and 3D visual grounding tasks. To overcome this limitation,
ScanRefer [31] and Nr3D [34]] were developed as datasets
specifically tailored for 3D dense captioning, building on top
of ScanNet. The relationship between these datasets is depicted
in Fig. Both ScanRefer and Nr3D select partial point
cloud scenes from ScanNet and provide additional human-
labeled descriptions for the objects in each scene. Furthermore,
they also offer online browsing sites for visualizing the data,
making them valuable resources for developing and evaluating
models in the field of 3D dense captioning and 3D grounding
tasks.

ScanRefer. ScanRefer is widely recognized as a prominent
dataset for 3D dense captioning tasks, offering a substantial
number of natural language descriptions for objects in the
scans from the ScanNet dataset [31]. Statistically, the dataset
encompasses 51,583 detailed and diverse descriptions for
11,046 objects in 800 ScanNet scans, covering over 250 types
of common indoor objects and including attributes such as
color, size, shape, and spatial relationships. Approximately five
manual annotations are provided for each object in each scene,
resulting in a rich and comprehensive dataset. The detailed
statistics of the ScanRefer are presented in the second column
of Table [ An example of a typical scene from ScanRefer,
specifically scene 0000_00, is illustrated in Fig. B} Following
the official split of ScanNet [19], the dataset is partitioned
into training, validation, and test sets quantitively with 36,665,
9,508, and 5,410 samples, respectively. Since the unseeable
testing split has not been officially released, most experiments
are performed on the validation set [23]. The distribution
statistics of the ScanRefer dataset are provided in Table
Additionally, Fig. [0 presents the frequency of several major
object categories in ScanRefer.

Nr3D. The 3D Natural Reference (Nr3D) dataset is one
of the datasets from ReferIt3D [34], along with the synthetic
language descriptions dataset Sr3D [34]. Fig. presents a
typical example of scene 0000_00 from Nr3D. Nr3D focuses
on fine-grained objects in 3D space, which makes it more
challenging compared to ScanRefer as the reference object
is of the same kind [26]. Nr3D consists of 41,503 natural,
free-form utterances describing objects belonging to one of
76 fine-grained object classes within 5,878 communication
contexts. The communication contexts are expressed as unique
sets denoted as {S,C}, where S represents one of the 707
distinct ScanNet scenes, and C' denotes the fine-grained class
of S. In other words, a context represents the same object
type in a scene. Similar to ScanRefer, Nr3D uses the official
ScanNet splits for experiments. The statistics of Nr3D are
presented in the right column of Table [I}



Object Instances

table

curtain

desk

cabinet

2
5
6 | curtain
7
8

10 |sink

12 | trash can

Descriptions

"This is a long table. It is facing four bar stools."
"The long table. The table is above the stools."

"This is a long bar table. It is behind four bar stools."

"This is a long table. It is touching the wall at the far end."

"This is a long bar table. It is facing cabinets."

Fig. 8: Tllustration of a representative example of scene 0000_00 from the ScanRefer Dataset [31]. The ScanRefer dataset is
known for its comprehensive object labeling approach, wherein nearly every object in the scene is annotated, accompanied by

five corresponding descriptions.

TABLE III: Evaluation Metrics for 3D Dense Captioning. The table presents a comprehensive overview of various evaluation
metrics employed for assessing the performance of 3D dense captioning models. Notably, CIDEr, being a metric that closely
aligns with human assessments, is considered the most significant among the listed metrics.

Metric Acronym Based On Original Task Advantages Drawbacks
Grammar issues and
BLEU-4 B-4 Precision Machine translation Simple and efficient o 1ssu
limited by text length
ROUGE R Recall Machine text summarization Simple and orderly Disregard synonyms
Precisiond . .
. . Consider stems Reliance on external
METEOR M Recall Machine translation
and synonyms knowledge sources
Pen
CIDEr C TF-IDF Image captioning Better human assessments Hard to optimize

B. Evalution Metrics

To rigorously assess the effectiveness of various methods
for the 3D dense captioning task, performance evaluation
is typically conducted from both captioning and detection
perspectives, following established standards in the field.
Captioning performance is evaluated using widely used text
generation metrics, including CIDEr [112], BLEU-4 [113],
METEOR [114]], and ROUGE [?], denoted as C, B-4, M,
and R respectively. Additionally, Chen et al. proposed a novel
evaluation metric to calculate Intersection-over-Union
(IoU) scores between the ground-truth bounding boxes and
the predicted bounding boxes, formulated as follows:

1, IoU > k
0, IoU < k

where E denotes the specific evaluation metrics, including
CIDEr, BLEU-4, METEOR, and ROUGE (denoted as C,
B—4, M, and R, respectively). The number of detected object
bounding boxes is denoted as N. The value of U; is utilized
to determine the IoU threshold, and k is commonly set to 0.5
or 0.25. Additionally, the object detection metric employs the
Mean Average Precision (mAP) thresholded by IoU, providing
a comprehensive assessment of the detection performance in
localizing objects.

1
EQkIoU = szzoEiUi ;U = {

In the past, image captioning evaluation heavily relied on
machine translation evaluation metrics such as BLEU [113]],
ROUGE [113], and METEOR [114], which lack relevance to
the human assessment. More recently, with the introduction of
CIDEr [112] and SPICE indicators designed explicitly
for image captioning, this issue has been addressed. In 3D
dense captioning, the metrics BLEU, ROUGE, METEOR, and
CIDEr are selected for captioning assessment. We provide a
detailed introduction to these four metrics below and organize
them in Table [Tl

1) BLEU: Bilingual Evaluation Understudy (BLEU) is a
well-established metric for evaluating machine translation out-
puts based on precision. It involves matching different parts of
a candidate text with reference texts and then calculating the
percentage of successfully matched sequences. However, the
basic calculation of BLEU is limited to unigram precision,
which matches individual words. Many modern approaches
adopt modified n-gram precision, which considers sequences
of n consecutive words. For instance, in the context of 3D
dense captioning, BLEU-4 is commonly used, which considers
four consecutive words in the generated text as one matching
unit. One limitation of BLEU is that it may not be able to
detect syntactic issues, as successful sequences of matches
may appear in the wrong order. This can result in inaccurate
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Bathtub 1
Shower Curtain 1.1
Counter 1.2

Refrigerator 1.1

Toilet d 3

Curtain 1.4
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Bed 1.2
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Window 1.5
Desk 1.6
Door 1.5
Table 2

Cabinet 2.5
Chair 4.9
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Fig. 9: Illustration of the manifestation of 18 broad categories
comprised of 256 sub-categories in a 3D indoor scene, primar-
ily encompassing furniture items such as chairs, tables, and
cabinets. “Maximum”, “Average”, and ‘“Minimum” indicate
the maximum, average, and minimum number for a certain
type of object that appears in a scene, respectively. For
example, there are up to 32 chairs in a scene.

scores. Additionally, shorter generated texts may have higher
chances of being incomplete, leading to unreliable BLEU
scores [[117], [118]]. Therefore, BLEU tends to favor candidate
texts that have a similar length to the reference captions to
mitigate this issue.

2) ROUGE: Recall-Oriented Understudy for Gisting Eval-
uation (ROUGE) is a generally employed metric for assessing
the quality of text summarization generated by machine learn-
ing algorithms. It is based on recall and measures the similarity
between the candidate and reference summaries with vari-
ous n-gram-based and sequence-based statistics. ROUGE has
several variants, including ROUGE-N, ROUGE-W, ROUGE-
L, and ROUGE-S, built based on different considerations.
ROUGE-N estimates the n-gram recall between the candi-
date and reference summaries, where n denotes the length
of the n-gram. ROUGE-W considers the weighted longest
common subsequence, considering the essence of words in
the sequences. ROUGE-L focuses on calculating the sentence-
level structure similarity, performing the statistics of the
longest common subsequence and longest co-occurrence in
the n-grams sequence. ROUGE-S incorporates skip-bigram co-
occurrence statistics, allowing for measuring the similarity of
non-consecutive words. It is worth mentioning that although
ROUGE is widely adopted for evaluating text summarization
tasks, it may not perform well in the context of multi-document

text summaries. Thus, it is essential to carefully consider the
appropriate variant of ROUGE for the specific task being
evaluated.

3) METEOR: Metric for Evaluation of Translation with
Explicit ORdering (METEOR ) is employed to measure the
machine-translated language. The metric is based on the
harmonic mean of unigram precision and recall. Moreover, it
not only matches candidate sentences with standard reference
captions but is also equipped with stemming and synonym-
matching capabilities. To a certain extent, METEOR makes
up for the shortcomings of the above two indicators, reflecting
grammar and sentence fluency. However, it relies heavily
on external knowledge sources and only considers unigram,
which may not capture the nuances of higher-order language
structures or semantic meanings.

4) CIDEr: In contrast to previous metrics, which often lack
correlation with human consensus, CIDEr incorporates Term-
Frequency Inverse Document Frequency (TF-IDF) weighting
for each n-gram, resulting in more accurate human assessments
[119]. Notably, CIDEr disregards n-grams that do not appear
in the reference sentence and instead encodes the frequency
of n-gram occurrences in the reference statement. N-grams
that occur more frequently are assigned lower weights, as
they are less likely to contain essential information, such as
common phrases like “this is a”. As a result, CIDEr has been
deemed as a pivotal metric for evaluating the quality of 3D
dense captioning. Despite its significance, CIDEr does possess
a limitation in terms of optimization. The optimization process
for CIDEr can be challenging due to its intricate weighting
schemes based on TF-IDF, and the scoring may not always
align perfectly with human judgments.

VI. EXPERIMENTAL DETAILS
A. Loss Function

Most models incorporate three key components, namely
detection loss, caption loss, and relative direction loss, in
their loss functions. Although we use the same notation for
convenience, it is crucial to recognize that these components
are not necessarily identical. Each model customizes its loss
function to suit its unique characteristics. For example, the
3DJCG model specifically emphasizes enhancing the detection
loss. Further details regarding the adaptations of each model
are provided below. In terms of training techniques, Maxi-
mum Likelihood Estimation (MLE) and Self-Critical Sequence
Training (SCST) [120] are the primary categories. Models
such as Scan2Cap, MORE, SpaCap3D, and 3DJCG follow the
MLE training scheme, while other methods like X-Trans2Cap,
D3Net, CM3D, and Vote2Cap-DETR integrate both MLE
and SCST schemes. When comparing these two techniques,
SCST consistently outperforms pure MLE. SCST leverages
the output of test-time inference to normalize the rewards it
receives, eliminating the need for reward signal estimation and
normalization. These findings have been further supported by
ablation experiments conducted with select methods [30], [28]].

1) Scan2Cap: The loss function employed in Scan2Cap
comprises three distinct components, namely, the detection
loss denoted as Lget, the relative orientation loss denoted



Category Object Instances
window scene0000_00-cabinet-5-42-8-38-39-41
cabinet scene0000_00-cabinet-5-8-38-39-41-42
nightstand scene0000_00-cabinet-5-38-8-39-41-42
table scene0000_00-cabinet-5-41-8-38-39-42
stool scene0000_00-cabinet-5-39-8-38-41-42
curtain

Target Object
D Same-class Distractor

Descriptions

"The cabinet in the corner of the room next to the green curtains."

"The cabinet closest to the bicycle."
"Choose the cabinet that contains the TV."

"The cabinet that contains the fireplace."

"Cabinet at an angle, with a TV inside in the room with the couch."
"The cabinet beside the bike."

"The cabinet in the corner of the living room."

Fig. 10: Tllustration of a typical example of scene 0000_00 from Nr3D dataset [34]. The Nr3D dataset performs selective
annotation of commonly occurring object categories, mainly encompassing multiple objects, with each object being associated

with seven distinct descriptions.

as Lycla, and the caption loss denoted as L,,. Specifically,
the detection loss L4e; is formulated based on the approach
proposed by Qi et al. [21]], which encompasses four individual
loss terms: vote regression loss, objectness binary classifi-
cation loss, box regression loss, and semantic classification
loss, as detailed in [21]]. The relative orientation 10ss Liyala
is computed using a cross-entropy loss function, following the
methodology employed in previous works [6]], [5]]. The caption
loss Lcap is determined using a conventional cross-entropy
loss.

L= aﬂdet + ﬂﬁrela + IVECélp

1
Edct = elﬁvotc + 02£0bj + HSEbox + 04£sem M

where the hyperparameters are set as « = 10, 5 =1, v = 0.1,
6, =1,0,=0.5,0; =1, 8, = 0.1, respectively.

2) MORE: The loss function utilized in MORE is sim-
ilar to that of Scan2Cap, with the exception of the relative
orientation loss L], component.

L = aLlye; + BLeap 2

where the hyperparameters o and [ are set to specific values,
i.e., « =10 and B = 0.1, respectively.

3) X-Trans2Cap: The loss function of X-Trans2Cap com-
prises two main components: the feature alignment loss,
denoted as Laiign, and the captioning loss, denoted as Lcap.
The feature alignment loss Lajign is based on a Smooth-L1
regression loss, while the captioning loss Le,p, is a weighted
combination of a cross-entropy loss function denoted as Lo
and a reward based on the CIDEr-D score [8] denoted as
LCIDEr-

L= Oé[:align + Lcap
£cap = Lo + 'VACCIDEr

where the hyperparameters are set as o = 1, § = 1 and
v = 0.1, respectively.

4) SpaCap3D: The loss function of SpaCap3D is math-
ematically represented in Eq. ] where the relational loss
denoted as L), is constructed on top of a three-class cross-
entropy loss, which serves as a guide for spatial relation

3)

learning. The components of Lge; and Lc,p, in SpaCap3D
closely align with the approach employed in Scan2Cap.

L = alges + BLrela + 'Vﬁcap €]

where the hyperparameters «, (3, and « are set to specific
values, i.e., « = 10, # =1 and v = 0.1, respectively.

5) 3DJCG: The loss function of 3DJCG comprises both
captioning and grounding components, as it is a unified task.
The formulation of the loss function is outlined in Eq. [3
Notably, the grounding loss and captioning loss employ similar
loss functions, with the former utilizing an average cross-
entropy loss while the latter utilizes a conventional cross-
entropy loss. It is worth mentioning that the detection loss has
been enhanced following approach [21]], and the bounding box
loss has been replaced by the boundary regression loss [121
denoted as Lybox-reg-

L = alyet + BLgro + VLeap
Edet = 91 £vote + 92Eobj + 93£bbox—reg + 94£sem

where the hyperparameters are setas a = 1, 3 = 0.3, v = 0.2,
6, =10, 65 = 1, 83 = 200 and 84 = 1, respectively.

6) D3Net: The comprehensive loss function employed in
D3Net is presented in Eq. @ The detection loss Lget 1S
introduced from PointGroup [97]. It encompasses multiple
components, namely, cross-entropy loss, L1 regression loss,
the means of minus cosine similarities, and binary cross-
entropy loss, each contributing to the overall loss. Similarly,
L cla 1s fully adopted from Scan2Cap as the relative orientation
loss for guiding spatial relation learning. The joint loss of
grounding and captioning, denoted as Lgro-cap, represents the
most intricate and complex aspect of D3Net’s loss func-
tion, which is trained using reinforcement learning techniques
[1201, [122]. It comprises three key components: a maximize
reward function R(C, I), a baseline reward function R (C*, I),
and a caption loss L.,p. Specifically, the reward function
R(O,I ) is a weighted sum of three terms: the CIDEr score
of the sampled captioning R (é ,I), the localization loss Lo,
and the language object classification loss L1, With the last
two being closely related to the grounding task and both

&)



employing the cross-entropy loss function. Meanwhile, the
loss Lcap is a standard captioning loss derived from the MLE
strategy.

L= Lyet + Egro—cap + aLsela

'Cdet = ['sem + £obj—reg + Eobj—dir + £c—sc0re

Lyroeap(0) = (R(C. 1) = R(C*, 1)) Leap

T (6)

»Ccap(g) = - Zlogp (ét I CAlv s 7ét71; I7 0)
t=1

R(C,I)=R(C,I) -8 [zloc(é) T ycm(é)}

where the hyperparameters «, (3, and ~y are set to specific val-
ues, i.e., «=0.3, §=0.1, and =1, respectively. The generated
token at time step ¢ is denoted as ¢;, and the visual signal
is represented by I. The model parameters are denoted as 6,
and the generated description is denoted as C, which can be
expressed as C = {é1,..., ¢}

7) CM3D: CM3D combines MLE training objectives with
a SCST, which is formulated as follows.

T
Lonie = — Zlogl:j (cf+1 | V,C£1:t])
i=1

- )
N . 1 5
ﬁscst = - Z (R (Cz) - R(g)) : |é‘ IOgP(CZ | V)
i=1 t
where c’é“ represents the (¢-+1)*" word, and the first ¢ words

are denoted as cgl:t]. The visual clue is represented as V. The

function R () denotes the CIDEr reward function, while ¢;
represents the generated multiple captions c},...,cF with a
beam size of k, and § serves as a baseline.

8) Vote2Cap-DETR: The loss function of Vote2Cap-DETR
comprises three components: vote query loss L., detection
loss Lget, and caption loss Lc,p. The vote query loss Lyq
is adopted from VoteNet, while the caption loss is fine-tuned
with the self-critical sequence training strategy after maximum
likelihood estimation. As for the detection loss Lget, it updates
the weights on top of the original 3DETR loss to refine the
model’s performance in object detection. Specifically, Lget
consists of four parts Lgiou, Leis, Leenter-reg> aMd Lgizeregs
indicating the gloU loss, the box size classification loss, the
box center regressing loss, and the box size regressing loss,
respectively.

Mdec-layer

L= aﬁyq + 5 Z »Cdel + 7£cap (8)
i=1

£det = el‘cgiou + 02£/cls + 93£center—reg + 94£size—7‘eg

where the hyperparameters are set as « = 10, § =1, v =5,
0, =10, 65 =1, 83 =5, 8, = 1, respectively.

B. Performance Analysis

The performance of the advanced methods on the ScanRefer
and Nr3D datasets are summarized in Table [[V] and Table
respectively. Furthermore, Table presents the perfor-
mance of the Scan2Cap online benchmark, the currently only

benchmark that incorporates the test dataset of ScanRefer for
3D dense captioning. It is noteworthy to mention that we
utilized the best outcomes reported in the original papers as
our evaluation criterion, considering the presence of diverse
data types and various training strategies presented for each
approach.

Table summarizes the performance of various advanced
methods on the ScanRefer dataset. The transformer-based
framework Vote2Cap-DETR, equipped with innovative ap-
proaches, achieved state-of-the-art performance in terms of C'
and B — 4 index, regardless of whether the IoU threshold is
set at 0.5 or 0.25. However, D3Net, another strong performer,
outperformed Vote2Cap-DETR in terms of M and R index at
IoU of 0.5 and achieved the best mAP result. It should be indi-
cated that dual learning between 3D dense captioning and 3D
visual grounding on larger datasets can significantly improve
model performance. In contrast, 3DJCG, a transformer-based
model for dual learning tasks, performed worse than D3Net’s
non-transformer architecture. This may be due to the fact that
3DJCG used VoteNet as a scene encoder instead of replacing it
with a more powerful detector, as done in D3Net, highlighting
the importance of a strong scene encoder. Transformer-based
models such as CM3D, SpaCap3D, and X-Trans2Cap gen-
erally outperformed graph and GRU-based methods such as
Scan2Cap and MORE, reflecting the dominance and potential
of transformer-based approaches. Furthermore, incorporating
a more comprehensive relationship module usually leads to
performance improvement. For example, MORE, built on
Scan2Cap, enhanced the relationship module and achieved a
3.78% C@0.5IoU improvement over Scan2Cap in 3D input.
Additionally, incorporating additional 2D input, such as pre-
trained multi-view features, can further boost performance,
which is evident in almost every method.

Table [V] presents the performance of various methods on
the Nr3D dataset, which is more challenging and focuses
on fine-grained 3D object detection. The ranking trend of
the methods’ performance on Nr3D is similar to that on
ScanRefer, with Vote2Cap-DETR remaining at the top of the
list. However, the highest score achieved on Nr3D was only
45.53% C@0.5IoU, which is quantitatively 25.1% lower than
the performance on ScanRefer. This indicates that existing
models may struggle to provide distinctive descriptions when
multiple instances of the same type of objects appear in
a scene, which makes the task more challenging. Notably,
3DJCG showed superior performance compared to CM3D on
the Nr3D dataset, suggesting that unified models that combine
3D dense captioning and 3D visual grounding could be more
effective in dealing with complex scenes where fine-grained
object detection is required. This highlights the importance
of integrating different modalities and tasks to achieve better
performance in challenging scenarios.

VII. DISSCUSSION

Although prior works had made significant progress on 3D
dense captioning, there remain several challenges that could
be the focus of future studies. Hence, we will discuss the
challenges and future trends of 3D dense captioning from six



TABLE IV: Experimental results of different models on the ScanRefer Validation Set. The best-reported result from the original
paper is used as the benchmark standard. “-” signifies that neither the original paper nor any subsequent works provide such
results. The term “3D” refers to methods that solely utilize coordinate information, while “2D+3D” incorporates additional
auxiliary features such as colors, normals, multi-view features, etc., along with point coordinates. “GA” denotes the use of a
GRU (Gated Recurrent Unit) backbone with an attention mechanism, and “KD” stands for Knowledge Distillation. Caption
metrics, including CIDEr, BLEU-4, METEOR, and ROUGE (denoted as C, B-4, M, and R, respectively), are adopted to
evaluate the quality of captions, and mAP (mean Average Precision) is employed as the detection metric.

. IoU=0.5 IoU=0.25
Method Architecture Data
C B-4 M R mAP C B-4 M R
3D 35.20 22.36 21.44 43.57 29.13 53.73 34.25 26.14 54.95
Scan2Cap VoteNet Graph GA
2D+3D 39.08 23.32 21.97 44.78 32.21 56.82 34.18 26.29 55.27
3D 38.98 23.01 21.65 44.33 31.93 58.89 35.41 26.36 55.41
MORE VoteNet Graph GA
2D+3D 40.94 22.93 21.66 44.42 33.75 6291 36.25 26.75 56.33
3D 41.52 23.83 21.09 44.97 34.68 58.81 34.17 25.81 54.10
X-Trans2Cap VoteNet KD
2D+3D 43.87 25.05 22.46 45.28 35.31 61.83 35.65 26.61 54.70
3D 42.53 25.02 22.22 45.65 34.44 58.06 35.30 26.16 55.03
SpaCap3D VoteNet Transformer
2D+3D 44.02 25.26 22.33 45.36 36.64 63.30 36.46 26.71 55.71
3D 47.68 31.53 24.28 51.08 - 60.86 39.67 27.45 59.02
3DJCG VoteNet Transformer
2D+3D 49.48 31.03 24.22 50.80 - 64.70 40.17 27.66 59.23
D .2 25.64 22.57 44.71 97 - - - -
CM3D VoteNet Transformer 3 30.29 3.6 > 359
2D+3D 54.30 27.24 23.30 45.81 42.77 - - - -
. 3D - - - - - - - -
D3Net PointGroup Graph GA
2D+3D 62.64 35.68 25.72 53.90 53.95 - - - -
3D 73.77 38.21 26.64 54.71 - 84.15 42.51 28.47 59.26
Vote2Cap-DETR 3DERT Transformer
2D+3D 70.63 35.69 25.51 52.28 - 86.28 42.64 28.27 59.07

TABLE V: Experimental results of different models on the
Nr3D validation set. The best result reported in the original
paper is taken as the comparison standard.

Method Data 1oU=0.5
C B-4 M R

X-Trans2Cap 3D 30.96 18.70 22.15 49.92
SpaCap3D 3D 31.43 18.98 22.24 49.79
CM3D 3D 35.86 20.73 22.86 51.23
X-Trans2Cap 2D+3D 33.62 19.29 22.27 50.00
SpaCap3D 2D+3D 33.71 19.92 22.61 50.50
CM3D 2D+3D 37.37 20.96 22.89 S51.11
3DIJCG 2D+3D 38.06 22.82 23.77 52.99
D3Net 2D+3D 38.42 22.22 24.74 54.37
Vote2Cap-DETR 2D+3D 45.53 26.88 25.43 54.76

different aspects in this session, including datasets, external
2D knowledge, framework, generator module, vision-language
pretraining technique, unified networks, and downstream ap-
plications.

From Datasets: The limited availability of diverse and large-
scale datasets for 3D dense captioning is a significant chal-
lenge. Existing datasets are based on indoor scenes and require
human-annotated labels, which increases the cost of collecting
data and introduces linguistic priors. Specifically, there are
only two datasets [31]], [34] for 3D dense captioning, while
the number of image captioning datasets [123]], [[124], [125],
[126], [1271], [128], [129], [130], [131] exceeds ten quantity.
Moreover, both datasets are based on indoor scenes, which

inevitably carry more fixed relationships than random and
complex outdoor scenes. In addition, most current models use
supervised learning methods that require human-annotated la-
bels for training, which greatly increases the cost of collecting
the dataset. Moreover, it not only demands the accuracy of
the dataset but also brings the problem of over-reliance on
linguistic priors [28]. Therefore, future research can focus on
developing unsupervised and reinforcement learning methods
that rely less on labeled data and also explore ways to increase
the diversity and size of datasets.

From External 2D Knowledge: The use of additional 2D
features, such as those extracted by pre-trained ENet [132],
is crucial for generating high-quality captions in 3D dense
captioning. However, this can result in a computational burden
[26]. Developing robust migration models that effectively
integrate 2D and 3D features without compromising efficiency
[133] is a challenge that needs to be addressed.

From Framework: Most of the previous work retains the
detector, which causes the quality of the generated captions
to be severely limited by the detection results. Although
[30] creates the precedent of the detector-free full end-to-
end framework and obtains state-of-the-art performance, con-
structing a stronger detector-free model still needs exploration.
Additionally, we can clearly observe from Table that the
techniques we used are slightly homogeneous, which is either
only graph-based or only transformer-based. Inspired by image
captioning [16], we can attempt to incorporate a diverse range
of technologies in the future, such as combinations of graph-
based and transformer-based techniques, and build more robust



TABLE VI: The performance of the Scan2Cap online benchmark, the currently only benchmark that incorporates the test dataset
of ScanRefer for 3D dense captioning. The superscripts in each column indicate the models’ rankings based on different metrics.
The first sorting criterion used is the CIDEr metric (C@0.5IoU). The overall ranking results are largely consistent with those in
Table IV and Table V. However, a slight difference is observed where the individual D3Net-Speaker model is not as effective

as the combined D3Net model.

Method Captioning Detection Submission
C@0.5IoU B@0.5IoU R@0.5IoU M@0.5IoU DCmAP mAP@0.5 date

Vote2Cap-DETR[30] 0.3128 ! 0.1778 1 0.2842 1 0.1316 ! 0.1825 1 0.4454 1 17 Nov, 2022
CFM 0.2360 2 0.1417 2 0.2253 2 0.1034 2 0.1379 ® 0.3008 ® 4 Nov, 2022
CM3DI29] 0.2348 3 0.1383 3 0.2250 4 0.1030 3 0.1398 4 0.2966 7 27 Sep, 2022
Forest-xyz 0.2266 4 0.1363 4 0.2250 3 0.1027 4 0.1161 10 0.2825 10 6 Oct, 2022
D3Net-Speaker[28] 0.2088 ° 0.1335 6 0.2237 ° 0.1022 ° 0.1481 3 0.4198 2 25 Aug, 2022
3DJCG(Captioning)[27] 0.1918 6 0.1350 ° 0.2207 6 0.1013 6 0.1506 2 0.3867 3 12 Sep, 2022
REMAN 0.1662 7 0.1070 7 0.1790 7 0.0815 7 0.1235 8 0.2927 9 11 Sep, 2022
NOAH 0.1382 8 0.0901 & 0.1598 8 0.0747 8 0.1359 6 0.2977 6 28 Sep, 2022
SpaCap3D[25] 0.1359 9 0.0883 9 0.1591 ? 0.0738 9 0.1182 9 0.3275 4 31 Aug, 2022
X-Trans2Cap[26] 0.1274 10 0.0808 11 0.1392 11 0.0653 11 0.1244 7 0.2795 11 29 Aug, 2022
MORE-xyz[24] 0.1239 11 0.0796 12 0.1362 12 0.0631 12 0.1116 12 0.2648 12 11 Sep, 2022
SUN+ 0.1148 12 0.0846 10 0.1564 10 0.0711 10 0.1143 11 0.2958 8 28 Sep, 2022
Scan2Cap[31] 0.0849 13 0.0576 13 0.1073 13 0.0492 13 0.0970 13 0.2481 13 25 Aug, 2022

and effective models.

From Generator Module: Most current generator decoders in
3D dense captioning generate sequential sentences word-by-
word, which the previous word can influence. Exploring paral-
lel word generation techniques, such as diffusion models, can
enable bidirectional textual message interaction and potentially
improve the generation process. It is worth mentioning that the
diffusion model [134] has made a significant breakthrough in
visual content generation by generating the words in parallel
and enabling bidirectional textual message interaction. Most
recently, Chen et al. confirmed the validity of the diffusion
model on image captioning [135]], [136], which may be able
to be transferred to future 3D dense captioning tasks.

From Vision-Language Pretraining Technique: It is an
undeniable fact that large-scale vision-language pre-training
(VLP) models hold unparalleled advantages over other models,
and their implementation in various fields has been steadily
increasing. The recent release of GPT-4 [[137] has particularly
stirred the research community, creating a seismic impact.
Notably, image captioning and dense image captioning [138]],
[139], [140], [141] have witnessed a proliferation of relevant
studies with remarkable results, leveraging models such as
CLIP [50], BERT [10]], and GPT-2 [51]]. In light of these
developments, it is imperative to bridge the gap in VLP for
3D dense captioning, which we believe will usher this research
field into a new era.

From Unified Networks and Downstream Applications: Cur-
rently, an increasing number of researchers have expanded
their scope beyond single-task exploration and placing greater
emphasis on the integration of multiple tasks [66], [67]], [66],
[67]. Notably, the combination of 3D dense captioning with
3D visual grounding has been shown to possess significant
potential [28], [27]. Consequently, the exploration of joint
models for related tasks is emerging as a promising research

direction, presenting both opportunities and challenges for
the future and potentially giving rise to new 3D multimodal
tasks. Furthermore, there is a notable gap in the existing
literature in terms of the limited attention given to downstream
applications. The application of 3D dense captioning to assist
individuals with visual impairments, for instance, holds greater
relevance to real-world scenarios compared to 2D-based tasks.
Furthermore, there are still unexplored opportunities and un-
tapped potential in this area, awaiting further exploration and
investigation.

VIII. CONCLUSIONS

This paper presents a comprehensive review of the field
of 3D dense captioning, which includes analyzing the main
framework, datasets, related tasks, evaluation metrics, and
future directions. By critically examining the strengths and
weaknesses of existing models and considering the develop-
ment trends in other domains, this paper has identified the
current challenges and limitations of 3D dense captioning. The
motivation of this paper is not only to provide a thorough
understanding of the task for scholars who may be unfamiliar
with it but also to serve as a source of inspiration and guidance
for future research. It is our hope that this review will stimulate
further investigations and advancements in the field of 3D
dense captioning, ultimately leading to breakthroughs and
advancements in this emerging research area.
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