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Abstract — A novel unsupervised machine learning 

algorithm for single channel source separation (SCSS) is 

presented. The proposed method is based on nonnegative 

matrix factorization which is optimized under the 

framework of maximum a posteriori (MAP) probability 

and Itakura-Saito (IS) divergence. The method enables a 

generalized criterion for variable sparseness to be imposed 

onto the solution and prior information to be explicitly 

incorporated through the basis vectors. In addition, the 

method is scale invariant where both low and high energy 

components of a signal are treated with equal importance. 

The proposed algorithm is a more complete and efficient 

approach for matrix factorization of signals that exhibit 

temporal dependency of the frequency patterns. 

Experimental tests have been conducted and compared 

with other algorithms to verify the efficiency of the 

proposed method. 
 

I. INTRODUCTION 

ONNEGATIVE Matrix Factorization (NMF) is an 

emerging machine learning technique [1-5] for data mining, 

dimensionality reduction, pattern recognition, object 

detection, classification, and blind source separation (BSS) 

[6-9]. In recent times, single channel source separation (SCSS) 

is becoming more important especially using matrix 

factorization methods [10–28]. The SCSS problem can be 

treated with one observation and several unknown sources, 

namely: 

1

( ) ( )
I

i

i

y t x t


          (1) 

where 1, ,i I  denotes the number of sources and 1,2, ,t T  

denotes time index and the goal is to estimate the sources ( )ix t  

when only the observation signal ( )y t  is available. NMF-based 

methods exploit an appropriate time-frequency (TF) analysis on 

the mono input recordings, yielding a TF representation. The 

decomposition is usually sought after through the minimization 

problem 

 .2

,
min , subject to 0, 0D  
D H

Y D H D H    (2) 

where 
.2

sF T
Y  is the power TF representation of mixture 

( )y t  while F I
D  and sI T

H  are two nonnegative 

matrices. F and sT  represent total frequency units and time slots,  
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respectively in the TF domain. The matrix D  can be 

compressed and reduced to its integral components such that it 

contains a set of spectral basis vectors, and H  is a code matrix 

which describes the amplitude of each basis vector at each time 

point. The distance function  .2
,D Y D H  is separable measure 

of fit. Commonly used cost functions for NMF are the 

generalized Kullback-Leibler (KL) divergence and Least Square 

(LS) distance [12]. NMF decomposition is not unique [14] and 

to overcome this limitation, a sparseness constraint [15, 16] can 

be added to the cost function. This can be achieved by 

regularization using the L1-norm. 

Over the few years, several types of prior over D  and H  

have been proposed and maximum a-posteriori (MAP) criterion 

is used to optimise the spectral basis, code and prior parameters. 

These methods include the followings: NMF with Temporal 

Continuity and Sparseness Criteria [15] (NMF-TCS) based on 

factorizing the magnitude spectrogram of the mixed signal into a 

sum of components, which include the temporal continuity and 

sparseness criteria into the separation framework. Automatic 

Relevance Determination NMF (NMF-ARD) [27, 28] exploits a 

hierarchical Bayesian framework sparse NMF that amounts to 

imposing an exponential prior for pruning and thereby enables 

estimation of the NMF model order. Bayesian NMF methods 

using Gamma distribution prior have also been proposed in [25]. 

Regardless of the cost function and different prior constraint 

being used, the standard NMF or MAP NMF models [27, 28, 31] 

are only satisfactory for solving source separation provided that 

the spectral frequencies of the audio signal do not change over 

time. However, this is not the case for many realistic audio 

signals. As a result, the spectral basis obtained via the NMF or 

MAP NMF decomposition is not adequate to capture the 

temporal dependency of the frequency patterns within the 

signal. In addition, most methods developed so far work only for 

music separation and have some important limitations that 

explicitly employ some prior knowledge about the sources. As a 

consequence, those methods are able to deal only with a very 

specific set of signals and situations. 

In recent years, research has been undertaken to extend the 

sparse NMF to a two-dimensional convolution of D  and H  

which culminated to the SNMF2D [16]. This allows the 

SNMF2D to capture both the temporal structure and the pitch 

change of a source. However, the drawbacks of SNMF2D 

originate from its lack of a generalized criterion for controlling 

the sparsity of H . In practice, the sparsity parameter is set 

manually. SNMF2D imposes uniform sparsity on all temporal 

codes and this is equivalent to enforcing each temporal code to 

be identical to a fixed distribution according to the selected 

sparsity parameter. In addition, by assigning the fixed 

distribution onto each individual code this inevitably constrains 

all codes to be stationary. However, audio signals are 
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non-stationary even in the TF domain and have different 

temporal structure and sparsity. Hence, they cannot be 

realistically enforced by a fixed distribution. These 

characteristics are even more pronounced between different 

types of audio signals. Moreover, since the SNMF2D introduces 

many temporal shifts this will result in more temporal codes to 

deviate from the fixed distribution. Therefore, when SNMF2D 

imposes uniform sparsity on all the temporal codes, this will 

unavoidably result in ‘under- or over-sparse’ factorization 

which will subsequently lead to ambiguity in separating audio 

mixtures. Therefore, the above suggests that the current form of 

SNMF2D is still technically lacking and is not readily suited for 

SCSS especially mixtures involving different types of signals. 

In this paper, a new matrix factorization algorithm is 

proposed for SCSS. Firstly, the proposed cost function is 

specially developed for factorization of non-stationary signals 

that exhibit temporal dependency of the frequency patterns. The 

proposed algorithm will overcome all the limitations associated 

with the SNMF2D as previously discussed above. The proposed 

model allows overcomplete representation by allowing many 

spectral and temporal shifts which are not inherent in the NMF 

and SNMF models. Thus, imposing sparseness is necessary to 

give unique and realistic representations of the non-stationary 

audio signals. Unlike the SNMF2D, our proposed model 

imposes sparseness on H  element-wise so that each individual 

code has its own distribution. Therefore, the sparsity parameter 

can be individually optimized for each code. This overcomes the 

problem of under- and over-sparse factorization. In addition, 

each sparsity parameter in our model is learned and adapted as 

part of the matrix factorization. This bypasses the need of 

manual selection as in the case of SNMF2D. Secondly, the 

proposed factorization is based on IS divergence and has the 

property of scale invariant where lower energy components in 

the TF domain can be treated with equal importance as higher 

energy components. This is particularly relevant to audio 

sources since they are frequently characterized by large dynamic 

ranges. Finally, as each audio signal has its own temporal 

dependency of the frequency patterns, designing the appropriate 

spectral basis to match these features is imperative. If spectral 

bases share some degree of correlation, then this information 

should be captured to enable better matrix factorization Towards 

this end, we have developed a modified Gaussian prior on D  to 

allow the proposed matrix factorization to capture the spectral 

basis efficiently. 

The paper is organized as follows: In Section II, the new 

algorithm is derived and the proposed source separation 

framework is developed. Experimental results and comparison 

with other matrix factorization methods are presented in Section 

III. Finally, Section IV concludes the paper. 

II. MAP REGULARIZED NMF2D WITH ITAKURA-SAITO 

DIVERGENCE  

A. Itakura-Saito divergence 

The IS divergence is a measure of the perceptual difference 

between an original spectrum ( )P   and an approximation 

ˆ( )P   of that spectrum [19]. Recently IS divergence has picked 

up renewed interest in NMF. The IS divergence leads to 

desirable statistical interpretations of the NMF problem [13]. 

Most significantly, NMF with IS divergence can provide scale 

invariant property which enables low energy components of 
.2

Y  to bear the same relative importance as high energy ones. 

This is relevant to situations where the coefficients of 
.2

Y  have 

a large dynamic range such as in audio short-term spectra. This 

property, in particular, can effectively separate the audio 

mixture when given only one channel recording. The IS 

divergence is formally defined as follows: 

( | ) log 1IS

a a
d a b

b b
           (3) 

The IS divergence is a limiting case of the  -divergence which 

is defined as 

   

   

11
( 1) \ 0,1

( 1)

( | ) log log 1

log 1 0

a b a b

d a b a a b b a

a a

b b

  



  
 






    


    

   


  (4) 

It is interesting to note that for 2   we obtain the Euclidean 

distance expressed by Frobenius norm and for 1   we obtain 

the generalized Kullback-Leibler divergence as defined in (4). 

For 0  , this results in the IS divergence which is the unique 

to the  -divergence as it holds the property of scale invariance, 

namely: 

( | ) ( | )

( | ) ( | )IS IS

d a b d a b

d a b d a b


   

 

 



      (5) 

This shows that a good fit of the factorization for a lower energy 

a  will cost as much as higher energy component b . On the 

other hand, factorizations by exploiting LS or KL divergence are 

highly dependent on the large amplitude coefficients but ignore 

the less precision in the estimation of the low-power 

components. 

B. Proposed Variable Regularized IS-vRNMF2D 

In this section, we derive a new variable regularized 

nonnegative matrix factorization algorithm. Considering the 

following generative model for observation sF T
Y :  

max max
.2

I

i i

i

  
 

 

 

Y D H        (6) 

In (3), “  ” is element-wise product, The vertical arrow in 





D  

denotes downward shift which moves each element in the 

matrix 
D down by   rows, and the horizontal arrow in 






H  

denotes right shift which moves each element in the matrix 
H  

to the right by   columns. i


D  and i


H  are the i
th

 column of 
D  

and i
th

 row of 
H , respectively. The matrix 

 , | 1,...,  and 1,...,f i f F i I   D D  denotes the τ
th

 slice of basis 

D  and  , | 1,...,   and 1,...,
si t s si I t T   H H  denotes the th

 slice 

of code H . In source separation, i


D  represents the spectral 
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basis of the i
th

 source while i


H  represents the temporal code for 

each spectral basis element. To facilitate the decomposition in 

(6), we define max1 2    D D D D , max1 2    Λ Λ Λ Λ  and 

max1 2    H H H H , and then choose a prior distribution 

 ,p D H  over the factors  ,D H . 

 , | 1,...,   and 1,...,
si t s si I t T    Λ  denotes the 

th
 slice of 

sparse parameter Λ .The terms max , max  are the maximum 

number of   shifts,   shifts, respectively. The posterior can be 

found by using Bayes’ theorem as: 

 
     

 

| , |
, ,

p p p
p

P


Y D H D H Λ
D H Y Λ

Y
     (7) 

where the denominator is a constant and it is assumed D  and H  

are jointly independent so that the log-posterior is given by: 

       log , , log | , log log | constp p p p   D H Y Λ Y D H D H Λ

 (8) 

where ‘ const ’ denotes constant. Under the i.i.d. noise 

assumption, the negative log likelihood  log | ,p Y D H  is 

given by: 

 
2

,

, ,
1 1

, ,

1

2 2
, ,

1 1
, ,, ,

| |
log | , log

| | | |
log exp

( )

s

s

s

s

s s

s

s s

Ts F
f t

f i i t
t f i

f i i t
i

Ts F
f t f t

t f
f i f ii t i t

i i

p
 
 

 
   

 





  
   

   

  







 

 
 



 

  
 

 
   
 
 
 

  
  
    
  
  
  

 



 

Y
Y D H D H

D H

Y Y

D H D H

, ,

2 2
, ,

1 1
, ,, ,

2
, ,

| | | |
log 1

| |

s

s s

s

s s

s

f i i t
i

Ts F
f t f t

t f
f i f ii t i t

i i

IS f i i t
i

d

 
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 

  
   

   

 
 

 






 

 

  
 

 


 
 
 
 
 
  

  

 
   

 




 



D H

Y Y

D H D H

Y D H

 (9) 

 

where ‘  ’ denotes equality up to a positive scale and a constant, 

and  ISd  is the IS divergence. The IS divergence [13] is 

formally defined as ( | ) log 1IS

a a
d a b

b b
   . The ratio    is 

simply the mean of the Gamma distribution which by definition 

is equal to unity. Thus, the last line of (10) is obtained by setting 

1   . The IS divergence has the property of scale invariant 

where any low energy component in 
.2

Y  in (9) will bear the 

same relative importance as the high energy ones. This is very 

relevant to situations in which the coefficients of 
.2

Y  have 

large dynamic range such as in audio short-term spectra. 

In our proposed model, the prior over D  is a factorial model 
max

0

( ) ( )p p




 

D D  where the τ
th

 slice of D  is assumed to be 

distributed as multivariate rectified Gaussian with covariance 

matrix Σ . Considering the zero mean of the rectified Gaussian 

distribution [29] i.e. set 0 u , as approximated  as 

11
exp , 0 

2( )

0,                            0 

p

  




  
   

  
 

T
d Σ d d

D

d

     (10) 

where 

1,1, 1, ,

,1, , ,

I

I I I

 



 

 
 

  
 
 

Σ Σ

Σ

Σ Σ

 is the covariance matrix of 

 vec 
D . In above, ‘ T ’ denotes matrix transpose, ( )vec   

represents the column vectorisation and , ,i j i jE  


   
T

Σ D D  is the 

cross-correlation between the basis vectors i


D  and j


D , ‘  E  ’ 

denotes the expectation. The covariance matrix Σ  can be 

partitioned as 

1,2, 1, ,1,1,

2,1, 2,3,2,2,

3,2,

1, ,

, , ,1, , 1,

, ,

I

I I

I I I I I

diag off

 

 

 



  

 





  
  
  
      
  
  
     

Σ Σ

0 Σ ΣΣ 0 0 0

Σ 0 Σ0 Σ 0 0

Σ 0 Σ

0 0 Σ

0 0 0 Σ Σ Σ 0

(11) 

In (11), 0  is a F F  matrix with zero elements and 1
,diag 


Σ  is 

the inverse covariance matrix of ,diag Σ . In deriving 1


Σ , we 

have invoked the Woodbury matrix identity which states that the 

inverse of a rank-k correction of some matrix can be computed 

by doing a rank-k correction to the inverse of the original matrix. 

and thus, the inverse covariance matrix becomes 

 
1

1
, ,

1 1 1
, , , ,

, ,

diag off

diag diag off diag

diag off

  

   

 




  

 

 

  

Σ Σ Σ

Σ Σ Σ Σ     (12) 

where 1
, ,diag diag 

  Σ , 1 1
, , , ,off diag off diag   

   Σ Σ Σ . The  
th

,i j  

sub-matrix of ,off   is given by 

1 1
, , , , , , , , ,off i j i i i j j j   

            (13) 

Assuming that the elements within the same basis vector are 

uncorrelated, the above matrices simplify to 2
, , ,i i i   I , 

2
, , ,j j j   I  and , , , ,i j i jc   I  where 2

,i   is the variance of the 

basis vector i


D  and , ,i jc   is the cross-covariance between i


D  

and j


D . Thus, , , ,off i j   can be expressed as 

, , ,off i j ij   I          (14) 

where 

2 2
, , , ,ij i j i jc              (15) 

Using above,  

       

   

, ,

,

1 1
log ( )

2 2

1

2

diag off

off

p vec vec vec vec

vec vec

    
 

 


    

  

T T

T

D D D D D

D D
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(16) 

The first term    ,

1

2
diagvec vec 

  
T

D D  relates only to the 

power of 
D  while the second term 

   ,

, ,( )

off dj i j

i j i j

vec vec   
 



  
TT

D D D D  measures the sum of 

weighted correlation between i


D  and j


D  for all ,i j i j . 

Hence, the interesting information is actually contained in the 

second term which represents the prior information of the basis 

vectors. By including this term, the underlying correlation 

between the different basis vectors can be incorporated into the 

matrix factorization to yield results that reflect on this prior 

information. Therefore, with the factorial model in (16) the 

desired constraint assumes the following form: 
max

0 ,
( )

( ) log ( ) ij d jD
i j
i j

f p 


  


 






   
T

D d D D    (17) 

The prior on H , this is constrained to an exponential 

distribution with independent decay parameters, namely, 

   

 

max

max

0

, ,

0 1 1

| |

|
s

s s

s

TI

i t i t

i t

p p

p


 




 





  



 
  

 
 



 

H Λ H Λ

H

   (18) 

where    , , , , ,| exp
s s s s s

s

i t i t i t i t i t

i t

p     



   H H . Following 

(18), the negative log prior on H  is defined as 

, , ,

, , , ,

log ( | ) ( ) log
s s s

s s

i t i t i t

i t i t

p f   

 

      H Λ H H . In (18), it is 

worth pointing out that each individual element in H  is 

constrained to a exponential distribution with independent decay 

parameter , si t
  so that each element in H  can be driven to be 

optimally sparse in the 1L -norm. 

In this paper, the probabilistic framework is used for the 

purpose of developing a platform to incorporate the statistical 

correlation between i


D  and j


D  into the matrix factorization as 

part of the regularization. In feature extraction, such constraint 

is required in order to fully extract the basis especially in 

situation where the patterns contain overlapping features. 

Despite our proposed prior model for D  stems from the 

rectified Gaussian distribution, it is a combination of 

constrained and unconstrained parameterization of the inverse 

covariance matrix. By substituting (17), (18) and (9) into (8), we 

may construct the following cost function: 

 

2 2

, ,

, , ,

2 2

, ,

, ,, ,
( )

, , ,

, , , ,

log 1 ( )

log 1

log

s s

s s s

s s

s s s

s s s

s s

f t f t

f t f t f t

f t f t

ij i j

f t i jf t f t
i j

i t i t i t

i t i t

L f f

 




  

 





  
      
  
   

  
     
  
   

   



 

 

T

Y Y
H D

Z Z

Y Y
D D

Z Z

H

     (19) 

where i i

i

 
 

 

 

Z D H . The sparsity term  f H  forms the 

L1-norm regularization to resolve the ambiguity by forcing all 

structure in H  onto D .Therefore, the sparseness of the solution 

is highly dependent on the regularization parameters , si t
 . 

1) Estimation of the spectral basis and temporal code: 

Using (19), the derivatives corresponding to 
D  and 

H  are 

given by: 

    

    

2 2

, , ,,,
,,

2 2

, , , ,,
,

s s ss

s

s s ss

s

f f
f t f t i j f ji tf t

f t j if i

f t f t i t i j f jf t
t j i

L 


 
   







  
    

 

 
         




  



   

 

 

Z Z Y H D
D

Z Y Z H D

  (20) 

    

    

2 2

, , ,, ,
,,

2 2

, , , ,,
,

s s

s s ss

s

s s ss

t t
f t f t i tf i f t

f ti t

f i f t f t i tf t
f

L 


 
  



 
  

 

 
        


   



    





D Z Z Y
H

D Z Y Z

      (21) 

Using multiplicative gradient descent approach [10] as follows: 

 

 
     where

f
f f f

f


    





 



   
                 

   (22) 

Therefore, we have: 

   

   

      
   

2 2

, ,,
,

1

, , ,

,

2 2

, , ,
,

1

, , ,

,

s ss

s

s s

s

s s

s s

f t i tf t
t

f t i t i j f j

t j i

f i f t f t
f

f i f t i t

f

f

f

f

f



 


 

  




  


 

 




 







   




      




     




     

   

    

   

     



 





D

D

H

H

Z Y H

Z H D

D Z Y

D Z

  (23) 

Inserting (23) into (22) leads to the multiplicative update rules: 

 

 

2 2

, ,,
,

, , 1

, , ,

,

s ss

s

s s

s

f t i tf t
t

f i f i

f t i t i j f j

t j i


 

 

 
  







   
 
     

      







 

Z Y H

D D

Z H D

  (24) 

    
 

2 2

, , ,
,

, , 1

, , ,

,

s s

s s

s s

f i f t f t
f

i t i t

f i f t i t

f


  

 

 
 





     
 
     

     








D Z Y

H H

D Z

    (25) 

The update of Λ  follows by setting , 0
si tL 

    : 

,

, ,

1
s

s s

i t

i t i t

L 

 



  

   


 

 
H   ,  

,

,

1
s

s

i t

i t







  

 

 
H

   (26) 

In (26), ‘ a b  ’ represents element-wise divide. The 

multiplicative learning rules in (24) and (25) can be written in 

terms of matrix notation as: 
. 2 . 2

.2 .2

. 1 . 1

   
 

 

   

 
   



     

  

                         
   

   
  

 



T T

TT

T

Z Y H D Z Y

D D H H

D Z ΛZ H D Ξ

   (27) 

where “  ” denotes the element wise operation and 
Ξ  is a I I  

matrix whose (i,j)
th

 element is given by ij  except the diagonal 

elements being zeros. In (27), 
Λ  is the matrix representation of 

, si t



   which is adaptive and the parameter ij  in 
Ξ  is 

non-adaptive which can be selected manually depending on 

applications. We term the above algorithm as the variable 

regularized nonnegative matrix 2-D factorization with IS 

divergence (IS-vRNMF2D) and have been summarized the 
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proposed algorithm in Table I. where 610   is the threshold 

for ascertaining the convergence. 

 

Table I: Pseudo codes for IS-vRNMF2D algorithms 

IS-vRNMF2D algorithm 

Input: 
.2

Y , random nonnegative matrix 
D  and 

H ,  ,   

ij  Output: 
D  and 

H  

Procedure: 

Compute initialize cost value (1)Cost  using 

2 2

, ,

, ,, ,
( )

, , ,

, , , ,

log 1

log

s s

s s s

s s s

s s

f t f t

ij i j

f t i jf t f t
i j

i t i t i t

i t i t

L  




  

 





  
     
  
   

   

 

 

T
Y Y

D D
Z Z

H

 

for n=1: maximum number of iterations 

   Compute i i

i

 
 

 

 

Z D H . 

- Update ,f i
 
 D  using 

-  

. 2

.2

. 1

 




 


  



  




  
      
 

 
 





T

T

T

Z Y H

D D

Z H D Ξ

 for all   ,  .  

Re-compute i i

i

 
 

 

 

Z D H  using the updated .. 

- Update 
, si t



 H  using 

-  

. 2
.2

. 1

 




 

 
 



  

 

  
      

 
 

 





T

T

D Z Y

H H

D Z Λ

 for all   ,  . 

- Update , ,1
s si t i t

   H  

   Re-compute the cost value Cost(n) using the updated 

parameters ,f i
 
 D  and 

, si t



 H . 

end 

Stopping criterion: 
( 1) ( )

( )

Cost n Cost n

Cost n


 
 . 

 

We can convert the proposed method to SNMF2D, the cost 

function with sparse penalty is 

 

2 2

, ,

, , ,

log 1s s

s s s

f t f t

f t f t f t

L f

  
      
  
   


Y Y

H
Z Z

 subject to 

   ,

1 1

| exp
s

s

s

TI

i t

i t

p  

 

   H H H  where   is a constant 

and can be set manually, 
,

 
 

 

 

Z D H , 2

, , ,

,

( )f i f i f i

f

  



 D D D  

and the negative log prior on H  is defined as ( )f H  can be 

1L norm  given by 
,1

, ,

( )
s

s

i t

i t

f 



  H H H . In the proposed 

method, prior distributions on both D and H have been 

incorporated into the cost function, and it can be simplified to 

IS-SNMF2D model by setting the independent decay parameter 

, si t
    and letting 0ij   for all elements. This explicitly 

constrains a uniform regularization across all element in 
H . 

However, unlike the standard SNMF2D in [16], the above 

SNMF2D is optimized using the IS divergence and we term this 

algorithm as IS-SNMF2D. The IS-SNMF2D method will be 

compared with our proposed IS-vRNMF2D algorithm  

III. EXPERIMENTAL RESULTS AND ANALYSIS 

A. TF Representation of SCSS 

The TF representation of the mixture in (1) is given by 

1

( , ) ( , )
I

s i s

i

Y f t X f t


  where ( , )sY f t , ( , )i sX f t  denote the TF 

components which are obtained by applying the short time 

Fourier transform (STFT) e.g.     , sY f t STFT y t . The time 

slots are given by 1,2, ,s st T  while frequencies by 

1,2, ,f F , we represent this as   1,2, ,

1,2, ,( , )
s s

f F
s t TY f t 

Y  and 

  1,2, ,

1,2, ,( , )
s s

f F
i i s t TX f t 

X . The power spectrogram is defined as the 

squared magnitude STFT and hence, its matrix representation is 

given by 
.2 .2

1

I

i

i

Y X . The matrices we seek to determine are 

 .2

1

I

i i
X  and this will be obtained by using our proposed matrix 

factorization as 
.2

i i i

 
 

 

 

X D H  with i

D  and i

H  estimated 

using (27). Once these matrices are estimated, we form the i
th

 

binary mask according to ( , ) 1i sf t mask  if 

.2 .2
( , ) ( , )i s j sX f t X f t  and zero otherwise. Finally, the 

estimated time-domain sources are obtained as 

 1
i iSTFT  x mask Y  for 1, ,i I  where 

 (1), , ( )i i ix x T
T

x  denotes the i
th

 estimated audio sources in 

time-domain. 

 

B. Experiment Set-up 

The proposed monaural source separation algorithm is tested 

on recorded audio signals. All simulations are conducted using a 

PC with Intel Core 2 CPU 6600 @ 2.4GHz and 2GB RAM. The 

experiments consist of four audio sources (i.e. male speech, 

female speech, jazz and piano music), two mixture types (i.e. 

mixture of music and speech signals; mixture between different 

type of music signals) and each mixture is generated by adding 

two sources. All mixtures are sampled at 16kHz sampling rate. 

The TF representation is computed by applying the STFT with 

2048-point Hanning window FFT with 50% overlap. The 

frequency axis of the obtained spectrogram is then 

logarithmically scaled and grouped into 175 frequency bins in 

the range of 50Hz to 8kHz with 24 bins per octave. As for our 

proposed algorithm, the convolutive components are selected as 

,f i
 
 D
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follows:  (i) For jazz and speech mixture, max 2  , max 2  , and 

1.5ij   for , ,i j  . (ii) For jazz and piano mixture, max 6  , 

max 9  , and 2.5ij   for , ,i j  . (iii) For piano and speech 

mixture, max 6  , max 9  , and 2ij   for , ,i j  . The 

separation performance is measured by the Signal-to-Distortion 

Ratio (SDR) and the routines for computing this is obtained 

from the SiSEC’08 webpage [30]. 

C. Impact of Regularization on Matrix Factorization and Source 

Separation 

In this section, we will investigate the impact of 

regularization. We will show that when the sparse constraints 

are not controlled, the matrix factorization will be either under- 

or over-sparse and this will result in ambiguity in the estimation 

of recovered sources. We first show the TF domain of the 

original audio signals (male speech and jazz music) and its 

mixture in Figure 1. Figures 2-4 show the factorization results 

based on the IS-SNMF2D and our proposed method. The 

temporal codes in Figure 2 show that the resulting factorization 

is under-sparse when 
, si t

  is fixed to a small value whereas 

Figure 3 shows the case of 
, si t

  fixed to a large value that 

resulted in over-sparse factorization. On the other hand, Figure 4 

shows the factorization that is just sparse enough by using our 

proposed adaptive sparsity parameters. This is an important 

factor in SCASS that will crucially affect the separation 

performance and we will shortly demonstrate this effect in 

Figures 5 and 6. In general source separation problem, the 

performance depends on how distinguishable the two spectral 

bases 1


D  and 2


D  are from each other [20]. When 1


D  and 2


D  

are distinguishable and since  
2

1i i




H  are sparse, then the mixing 

ambiguity between 
.2

1X  and 
.2

2X  which constitutes the 

magnitude of interference in the TF domain will be small. Now 

the requirement that 1


D  and 2


D  to be distinguishable has been 

made possible by our proposed algorithm since we have 

explicitly incorporated the modified Gaussian prior information 

onto these spectral bases so that the spectral overlap between 

any two bases is as small as possible. As a direct result and by 

exploiting the sparse property of  
2

1i i




H , it is now possible to 

determine 
.2

1X  and 
.2

2X  from 
.2

Y . Figures 2 to 4 show the 

results of i


D  and i


H  when the factorization is obtained by 

using the IS-SNMF2D and our proposed method. In 

comparison, the estimation of i


D  and i


H  based on the 

IS-SNMF2D are very coarse when the sparse regularization is 

uncontrolled. Hence, this results in poorer estimation of the 

recovered sources as shown in Figure 5. 

 
Figure 1: The spectrogram of jazz music, male speech (top 

panels) and mixed signal (bottom panels) 

 

 
 

Figure 2: Estimated i

D  and i

H  using the IS-SNMF2D by 

setting 0ij   and 
, 0.01

si t c    

 
 

Figure 3: Estimated i

D  and i

H  using the IS-SNMF2D by 

setting 0ij   and 
, 100

si t c    

 

  

  

  

  

  

  

    
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Figure 4: Estimated 
i

D  and 
i

H  using the IS-vRNMF2D 

In Figure 5, the top and middle panels clearly reveal that good 

separation performance require suitably controlled sparse 

regularization. In the case of under-sparse factorization, the 

spectral basis of the source repeats too frequently in the 

spectrogram and this results in redundant information which still 

retains the mixed components as noted in the top panels 

(indicated by the red box marked area). In the case of 

over-sparse factorization, the spectral basis of the source occurs 

too rarely in the spectrogram and this results in less information 

which do not fully recover the original source as noted in the 

middle panels (indicated by the red box marked area). In the 

case of the proposed IS-vRNMF2D, it assigns a regularization 

parameter to each temporal code which is individually and 

adaptively tuned to yield the optimal number of times the 

spectral basis of a source recurs in the spectrogram. This is noted 

in the bottom panels which clearly show the optimal separation 

result. To investigate the effects of ij  and 
, si t

  on the 

separation performance, three cases are conducted:  

 

Case (i): No sparseness , 0
si t

   and ij  is varied as 

0,0.5,1.0, ,5ij  .  

Case (ii): Uniform and constant sparseness , si t c   and ij  is 

varied as 0,0.5,1.0, ,5ij  .  

Case (iii): Adaptive sparseness according to (32) and ij  is 

varied as 0,0.5,1.0, ,5ij  . 

 
Figure 5: Separation results (IS-SNMF2D and IS-vRNMF2D) 

 

The separation results in terms of the SDR are given in Figure 

6. Case (iii) renders the best performance and the average 

improvement can be summarized as follows: (i) For music 

mixture, the average SDR improvement is 0.7dB per source and 

(ii) for mixtures of music and speech (first two panels of Figure 

6), the improvement is 1dB per source. As expected, 

incorporating sparseness into the factorization improves the 

separation performance as noted in all panels of Figure 6. The 

results have also clearly indicated that there are certain values of 

ij  where the algorithm performs the best. In the case of music 

and speech mixtures, the best performance is obtained when ij  

ranges from 1.5 to 2.5. As for music mixture, the best 

performance is obtained when ij  ranges from 2 to 3. However, 

when ij  is set to be either too low or high, the performance 

will degrade. It is also worth pointing out that the separation 

results are rather coarse when the factorization is 

non-regularized (i.e. without prior pdf on D  and H ). Here, we 

see that for music mixture, the SDR is only 2.7dB and for 

mixtures of music (jazz or piano) and speech, the average SDR 

is only 3.3dB. However, by incorporating regularization (i.e. 

through ij  and , si t
 ), the performance has significantly 

increased over twice for both types of audio mixture. This is 

clearly evident in the case of jazz and speech mixture when , si t
  

is adaptive while ij  is set to 1.5, the SDR result is 7.7dB 

(≈5.89 in linear scale) whereas for the case of without 

regularization the SDR result is only 4dB (≈2.51 in linear scale). 

This amounts to slightly above twice better performance using 

the proposed regularization than that without regularization. 

 

    

  

  
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Figure 6: SDR results as a function of ij  and sparseness 

 

We also added Figure 7 which shows the convergence trajectory 

results. In particular, the algorithm converges very quickly to 

the steady-state solution in no more than twenty iterations. 

 
Figure 7: convergence trajectory for the proposed algorithm 

 

D. Comparison with other NMF methods 

In Section III C, analysis has been carried out to investigate 

effects on regularization parameters in source separation. In this 

evaluation, we compare the proposed method with latest MAP 

based NMF source separation methods. These consist of the 

followings: 

 Automatic Relevance Determination NMF (NMF-ARD) 

proposed in [27] exploits a hierarchical Bayesian 

framework SNMF that amounts to imposing an 

exponential prior for pruning and thereby enables 

estimation of the NMF model order. The NMF-ARD 

assumes prior on H , namely, 

 ,( | ) exps

ss

T

i i i tt
i

p     H H  and uses ARD approach 

to determine the desirable number of components in D . 

The initialization number of components in D  is 10. 

 NMF-ARD proposed in [28] exploits a Bayesian 

framework that amounts to imposing Gamma distribution 

priors with tied precision parameter i  for pruning and 

thereby enables estimation of the NMF model order. Each 

precision parameter 
i  is given by a Gamma distribution, 

namely 
 

 1
( , ) exp , 0

i

ii
i i i i i i i

i

p



      




  


 and 

uses ARD approach to determine the desirable number of 

components in D . The hyperparameters setting are 

1    and the initialization number of components in 

D  is 10. 

 NMF with Temporal Continuity and Sparseness Criteria 

[15] (NMF-TCS) is based on factorizing the magnitude 

spectrogram of the mixed signal into a sum of 

components, which include the temporal continuity and 

sparseness criteria into the separation framework. In [15], 

the temporal continuity   is chosen as [0,1,10,100,1000] , 

sparseness weight   is chosen as [0,1,10,100,1000]  and 

the initialization number of components in D  is tested 

from 2 to 10. The best separation result is retained for 

comparison. 

The experiments are based on separating two audio sources 

from a single channel mixture. For all NMF-ARD methods, the 

final components will be clustered with respect to each source 

when the number of components exceeds than number of 

sources. Since more than two components are used and the 

tested methods are blind, there is no information to tell which 

component belongs to which source. Thus, we utilize the 

clustering method proposed in [15] where the original sources 

are used as reference to create component clusters for each 

source. The following figures show an example of separating 

mixture of jazz music and female speech. The TF domain of the 

original audio signals and its mixture are shown in Figure 8. 
 

 
Figure 8: The spectrogram of jazz music, female speech (top 

panels) and mixed signal (bottom panels). 

 

Figures 9 show the factorization results based on the proposed 

method, NMF-ARD in [27], NMF-ARD in [28] with Gamma 

priors and NMF-TCS method [15], respectively. 
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Figure 9: Separated signals in TF domain. (A)-(B): Proposed 

method. (C)-(D): NMF-ARD with exponential prior. (E)-(F): 

NMF-ARD with Gamma priors. (G)-(H): NMF-TCS. 

 

In Figure 9, panels (A)-(B) show that the proposed method 

has successfully recovered both jazz music and female speech. 

On the other hand, panels (C)-(H) show that the compared NMF 

methods are less successful in separating the mixture. Many 

spectral and temporal components are missing from the 

recovered sources and these have been highlighted (marked red 

box) in all panels. The above methods fail to take into account 

the relative position of each spectrum and thereby discarding the 

temporal information. Better separation results will require a 

proper model that can represent both temporal structure and the 

pitch change which occurs when an instrument plays different 

notes simultaneously. If the temporal structure and the pitch 

change are not considered in the model, the mixing ambiguity is 

still contained in each separated source. The overall results are 

summarized in Table III and Figure 10. 

 

Table III: SDR results in dB using different NMF methods 

Mixtures Separation methods 

Average SDR 

(dB) with 

standard 

deviation 

Music and 

music 

Proposed method 6.6±0.6 

NMF-ARD [27] 2.3±0.25 

NMF-ARD [28] 1.4±0.4 

NMFTCS 3.5±0.3 

Music and 

speech 

Proposed method 7.2±0.35 

NMF-ARD [27] 2.6±0.2 

NMF-ARD [28] 1.1±0.15 

NMFTCS 3.8±0.5 

 

 
Figure 10: boxplot of SDR results with standard deviation for 

using different NMF methods 

Analyzing the results, we may summarize the average 

improvement of our method over the other NMF related 

methods as follows: (i) For music mixture, the average 

improvement is 4.5dB per source. (ii) For mixture of music and 

speech, the improvement is 5dB per source. In percentage, this 

translates to an average improvement of 125% for mixture of 

music sources and 150% for mixture of music and speech 

sources. NMF-TCS leads higher performance than NMF-ARD 

because this method considers temporal information of the code. 

However, it does not capture the spectral dependency of the 

frequency patterns within the signal. As a result, multiple notes 

in an audio signal will be characterized as one note and this leads 

to substitution of error in the form of interference when the 

spectrogram is reconstructed from the obtained spectral basis 

and temporal code. On the contrary, our proposed algorithm 

renders a more optimal part-based decomposition for audio 

source separation. The decomposition is more unique than the 
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above methods under certain conditions e.g. variable sparseness 

and prior pdf on spectral basis leading to more robust separation 

results. 

In the final experiment, the proposed method is tested on 

professionally produced music recordings of well-known song 

namely “You raise me up” by Kenny G. The music consists of 

two excerpts of length approximately 20s on mono channel and 

resampled to 16 kHz. The song is an instrumental music consist 

of saxophone and piano sound. The factors of   and  shifts are 

set to have max 8   and max 32   while ij  is set to 2.5. 

Since the original source spatial images are not available for this 

experiment, the separation performance is assessed perceptually 

and informally by analyzing the log-frequency spectrogram of 

the estimated source images and listening to the separated 

sound. This task was a tough task since the instruments play 

many different notes in the recording. Figure 11 shows the 

separation results of the saxophone and piano sound. The high 

pitch of continuous saxophone sound is shown in the Figure 

11(B) while the notes of the piano are evidently present in 

Figure 11(C). In the overall, our proposed method has 

successfully separated the professionally produced music 

recordings and gives a perceptually pleasant listening 

experience.  

 

 
 

Figure 11: Separation result for song “You raised me up” by 

Kenny G. (A) Recorded music. (B) Separated saxophone 

sound. (C) Separated piano sound. 

 

IV. CONCLUSION 

The paper presents a new variable regularized nonnegative 

matrix two-dimensional factorization with Itakura-Saito 

divergence. The impetus behind the proposed work is that 

sparseness achieved by the conventional SNMF is not effective 

enough; in source separation it is necessary to yield control 

over the degree of sparseness explicitly for each temporal code. 

The proposed method enjoys at least three significant 

advantages: Firstly, it avoids strong constraints of separating 

mixture without training knowledge where only single channel 

is provided. Secondly, the sparse regularisation term is 

adaptively tuned using a maximum a posteriori approach to 

yield the desired sparse decomposition. Finally, the modified 

Gaussian prior is formulated to express the basis vectors more 

effectively; thus enabling the spectral and temporal features of 

the sources to be extracted more efficiently. 
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