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Spectral Clustering by Joint Spectral Embedding
and Spectral Rotation
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Abstract—Spectral clustering is an important clustering
method widely used for pattern recognition and image segmen-
tation. Classical spectral clustering algorithms consist of two
separate stages: 1) solving a relaxed continuous optimization
problem to obtain a real matrix followed by 2) applying K-means
or spectral rotation to round the real matrix (i.e., continuous
clustering result) into a binary matrix called the cluster indi-
cator matrix. Such a separate scheme is not guaranteed to
achieve jointly optimal result because of the loss of useful infor-
mation. To obtain a better clustering result, in this paper, we
propose a joint model to simultaneously compute the optimal
real matrix and binary matrix. The existing joint model adopts
an orthonormal real matrix to approximate the orthogonal but
nonorthonormal cluster indicator matrix. It is noted that only
in a very special case (i.e., all clusters have the same num-
ber of samples), the cluster indicator matrix is an orthonormal
matrix multiplied by a real number. The error of approximat-
ing a nonorthonormal matrix is inevitably large. To overcome the
drawback, we propose replacing the nonorthonormal cluster indi-
cator matrix with a scaled cluster indicator matrix which is an
orthonormal matrix. Our method is capable of obtaining better
performance because it is easy to minimize the difference between
two orthonormal matrices. Experimental results on benchmark
datasets demonstrate the effectiveness of the proposed method
(called JSESR).

Index Terms—Normalized cut (Ncut), spectral clustering, spec-
tral rotation.

I. INTRODUCTION

CLUSTERING plays an important role in machine learn-
ing, data mining, image segmentation, and pattern classi-

fication [1], [2]. The goal of clustering is to classify elements
into clusters on the basis of their similarity [3].

A large number of clustering methods have been brought
forward. Classical methods include hierarchical clustering [4];
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K-means clustering [5]; spectral clustering [3], [6]; support
vector clustering [7]; multiview clustering [8]; genetic clus-
tering [9]; etc., Among these clustering methods, spectral
clustering has become one of the popular methods because of
its robustness and effectiveness. Generally, the performance of
the spectral clustering is better than other methods. Spectral
clustering is able to seek the optimal partitioning of data based
on the spectral graph theory. Traditional clustering algorithms
such as K-means can only perform clustering with convex dis-
tribution. If the sample spaces are nonconvex, K-means would
fall into a local optimal solution. Compared with K-means,
spectral clustering can perform clustering with nonconvex
sphere of sample spaces and obtain the globally optimal
solution in a relaxed continuous domain.

Although many spectral clustering methods have been
proposed, such as Min Cut [10], Ratio Cut (Rcut) [11],
Normalized Cut (Ncut) [12], Min–Max Cut [13], Spectral
Embedded Clustering [14], K-way Rcut [15], and K-way
Ncut [16], all of these methods adopt a two-stage process.
The first stage is to learn the relaxed continuous spectral vec-
tors and the second stage is usually to employ K-means or
spectral rotation to post-process the continuous spectral vec-
tors in order to obtain the final binary cluster indicator matrix.
In practice, the manner of separately performing the two stages
is not able to jointly obtain the optimal solution.

In this paper, in order to overcome the aforementioned
drawback of spectral clustering, we propose a new spectral
clustering framework (called JSESR) that jointly performs
spectral embedding and spectral rotation. That is, the real-
valued cluster indicator matrix usually obtained by conducting
spectral embedding in the intermediate stage and the binary
cluster indicator matrix usually obtained by conducting spec-
tral rotation in the last stage are iteratively computed in our
method.

Recently, Yang et al. [17] proposed a unified framework for
discrete spectral clustering (UFDSC). The UFDSC is able to
obtain the final clustering results by one step and results in sig-
nificant improvement of clustering performance. Nevertheless,
the objective function of UFDSC has a term which employs an
orthonormal matrix (in this paper, orthonormal matrix denotes
the matrix whose columns or rows are orthonormal vectors,1

that is, FTF = I or FFT = I, where I is an identity matrix.
The orthogonal matrix denotes the matrix whose columns or
rows are orthogonal vectors but not necessarily orthogonal
unit vectors) to approximate a nonorthonormal matrix. The

1orthogonal unit vectors.
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approximation cannot be very precise in theory. As will be
shown in the toy example in Fig. 1, this method tends to gen-
erate incorrect clustering results for unbalanced data where
the underlying numbers of clusters are far from uniform. By
contrast, the proposed JSESR is capable of overcoming the
drawback because approximation is conducted in-between two
orthonormal matrices.

In summary, the novelty, contribution, and characteristic of
the proposed JSESR are as follows.

1) A joint model is proposed to simultaneously and itera-
tively perform spectral embedding and spectral rotation
with spectral embedding generating a real-valued cluster
indicator matrix and spectral rotation generating a binary
cluster indicator matrix. Compared to the classical spec-
tral clustering methods, the proposed joint model is able
to overcome the drawbacks of the information loss and
the risk of the discrete clustering deviation.

2) In the spectral rotation part of the proposed joint model,
approximation is conducted in-between two orthonormal
matrices: a) a matrix generated by spectral embedding
followed by a rotation operation and b) a scaled cluster
indicator matrix. Therefore, the proposed method is able
to obtain an accurate clustering result. In addition, the
proposed method is able to overcome the problem of the
unbalance of UFDSC.

3) The physical meaning of the scaled cluster indicator
matrix is interpreted. Moreover, the theoretical deriva-
tion of the scaled cluster indicator matrix is given. The
insight in the scaled cluster indicator matrix is helpful to
understand the proposed method and developing a new
method.

4) The proposed method cannot only achieve an accu-
rate clustering result but also be implemented very
efficiently. The optimization process of the proposed
convergences is in about three iterations.

The rest of this paper is organized as follows. In Section II,
the related work is discussed. Classical spectral embedding
and spectral rotation are described in Section III. The proposed
method is presented in Section IV. The experimental results
are presented in Section V. Finally, Section VI concludes this
paper.

II. RELATED WORKS

There are many clustering methods [18]. According to
different criterion, these clustering methods can be divided
into different categories. The categories may be overlapping
and a clustering method can belong to two or more cat-
egories. Generally, the clustering methods can be divided
into hierarchical methods [4]; partition methods [5]; den-
sity methods [19], [20]; kernel methods [21]; and spectral
methods [6].

The hierarchical methods produce a hierarchy of nested
clusterings. There are two main categories of hierarchical
methods: 1) the agglomerative methods and 2) the divisive
hierarchical methods.

Given the number of partitions, the partitioning method cre-
ates an initial partitioning. Then the method adopts an iterative
relocation technique that attempts to improve the partitioning

by moving samples from one group to another group. K-
means and its variants [5], [22] are the typical instances of
partitioning methods. The performance of K-means is unsat-
isfactory when the problem of the curse-of-dimensionality is
severe. In addition, most of this kind of methods is sensitive
to initialization.

Density methods assume that the samples of each clus-
ter are drawn from the probability distribution. The main
tasks of the density method include determining and analyz-
ing local density of data points, the distribution parameters,
and identifying the clusters. DBSCAN [19] and OPTICS [20]
are two representative density methods. DBSCAN is sensitive
to parameters, such as the radius and the number of points
within the radius. In OPTICS, the clusters are identified as
local density maxima that are far away from any points of
higher density. Because the OPTICS depends on the relative
densities rather than their absolute values, OPTICS is more
robust than DBSCAN.

Kernel methods implicitly map the data into low dimen-
sional space where clustering is conducted. Many clustering
methods can be extended to their kernel versions by the kernel
technique [21], [23]. A representative method is kernel K-
means. As kernel methods in the fields of subspace analysis
and classifier learning, the kernel methods for clustering also
encounter the problem of determining the type of kernels and
the parameters of the selected kernel function.

Spectral clustering methods are closely related to this paper
and were successfully applied in segmentation [12], [16];
semisupervised learning [24]; multitask learning [25]; scene
detection [26]; and so on [27]–[29]. Representative spec-
tral clustering methods include Min Cut [10], Rcut [11],
Ncut [12], and Min–Max Cut [13]. Generally speaking, spec-
tral clustering methods employ spectral graph theory [30]
and formulate the clustering task as an eigen-decomposition
problem [31], [32]. The core of the spectral clustering meth-
ods is optimally partitioning a graph with a criterion under
some constraints. Different spectral clustering methods adopt
different objective functions and/or different constraints. The
goal of Min Cut is to partition a graph into k-subgraphs such
that the maximum cut across the subgroups (the maximum
cut problem is to find a subgroup of the vertex to make
the number of edges between the subgroup and the comple-
mentary subgroup is as large as possible) is minimized [10].
However, the minimum cut criterion favors cutting small sets
of isolated nodes in the graph that bisect the existing seg-
ments. Ncut [12] overcomes the drawback of Min Cut by
computing the cut cost as a fraction of the total edge con-
nections to all the nodes in the graph. Rcut allows freedom
to find natural partitions: the numerator captures the Min Cut
criterion and the denominator favors an even partition [11].
In Min–Max Cut, the similarity between two subgraphs is
minimized and at the same time the similarity within each
subgraph is maximized [13]. When clusters overlap heavily,
Min–Max Cut tends to give more compact and balanced
clusters.

Though many variants of Min Cut, Rcut, Ncut, and Min–
Max Cut were developed [15], [16], these methods first
conduct spectral embedding to form a real-valued cluster
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indicator matrix and binarize the real-valued cluster indicator
matrix to form the final binary cluster indicator matrix. These
methods cannot directly compute the final clustering result.

As mentioned in Section I, the UFDSC [17] can directly
obtain the binary cluster indicator matrix. Despite its success,
the accuracy of the method is limited because it employs an
orthonormal matrix to approximate a nonorthonormal matrix.
Our method is able to overcome the drawback and achieves
more accurate clustering results.

III. CLASSICAL NORMALIZED CUT

AND THE SPECTRAL ROTATION

The classical spectral clustering called k-way Ncut [16] and
spectral rotation [33] are the basis of the proposed method. In
this section, we describe the two methods. Spectral embed-
ding (k-way Ncut) yields real-valued cluster indicator matrix.
Taking the real-valued cluster indicator matrix as input, the
spectral rotation results in discrete-valued indicator matrix.

A. Spectral Embedding

Let the dataset X = {x1, x2, . . . , xN} be clustered into K
distinct clusters. Suppose that X contains N samples xi ∈ R

M ,
i = 1, . . . , N . The N samples form a data matrix X =
[x1, x2, . . . , xN]T ∈ R

N×M . The K clusters C1,. . . ,CK meet
three conditions:

⋃K
i=1 Ci = X; Ci �= ∅, i = 1, . . . , K; and

Ci
⋂

Cj = ∅, i �= j, i, j = 1, . . . , K. Let the cluster indica-
tor matrix Y = [ȳ1, ȳ2, . . . , ȳN]T ∈ B

N×K with each vector
ȳi ∈ B

K be a cluster indicator of the corresponding sample
xi ∈ R

M . If xi is considered in the k cluster Ck, then the kth
element yik of ȳi is 1 and other elements are all 0.

Let aij be the similarity between samples xi and xj. The set
of aij defines the affinity matrix A ∈ R

N×N . A common choice
of aij is

aij =
⎧
⎨

⎩
exp

(

−‖xi−xj‖2
2

t

)

if xi and xj are neighbors

0 otherwise
(1)

where t is a real-valued parameter. The degree matrix D is
derived from the affinity matrix A. The off-diagonal elements
of D are zero and the ith element di of the diagonal is

di =
∑N

j=1
aij. (2)

The value of di measures the significance of a sam-
ple xi. The degree matrix can be expressed as D =
diag{d1, d2, . . . , dN}.

The goal of minimum k-way Ncut is to simultaneously
minimize the sum f (Y)

f (Y) =
∑

xi∈Ck

∑

xj /∈Ck

aij (3)

and maximize the sum g(Y) of weighted volume V(Ck) of
each cluster Ck

g(Y) =
K∑

k=1

∑

xi∈Ck

Dii (4)

where Dii = ∑N
j=1 aij measures the significance of a sample xi.

The effect of minimizing the sum of similarity [i.e., (3)] is
to let samples in different clusters have the least similarity.
Defining the Laplacian matrix L

L = D − A. (5)

Equation (3) can be written as

f (Y) =
∑

xi∈Ck

∑

xj /∈Ck

aij =
K∑

k=1

yk
T(D − A)yk

=
K∑

k=1

yk
TLyk (6)

where yk is the kth column of Y.
The effect of maximizing the sum of weighted volume

[i.e., (4)] is to let samples in the same clusters have the largest
similarity. g(Y) can be equivalently expressed in the matrix
form

g(Y) =
K∑

k=1

∑

xi∈Ck

Dii =
K∑

k=1

yk
TDyk. (7)

Therefore, the problem of k-way Ncut can be formulated as
minimizing J(Y)

J(Y) = 1

K

K∑

k=1

yk
TLyk

yk
TDyk

. (8)

Define scaled partition matrix Z

Z = Y
(
YTDY

)−1/2
(9)

then (8) becomes

J(Y) = 1

K

K∑

k=1

yk
TLyk

(
yk

TDyk
)−1

= 1

K
tr
((

YTLY
)(

YTDY
)−1

)

= 1

K
tr
((

YTDY
)−1/2

YTLY
(
YTDY

)−1/2
)

= 1

K
tr
(

Y
(
YTDY

)−1/2
)T

LY
(
YTDY

)−1/2
)

= 1

K
tr
(
ZTLZ

)

= J(Z). (10)

Defining F̄ = D1/2Y(YTDY)
−1/2 = D1/2Z, we have Z =

D−1/2F̄. Therefore, it holds that

J(Y) = J(Z) = 1

K
tr
(
ZTLZ

)

= 1

K
tr

((
D−1/2F̄

)T
L

(
D−1/2F̄

))

= 1

K
tr
(

F̄TD−1/2LD−1/2F̄
)

= 1

K
tr
(

F̄T L̃F̄
)

= J
(
F̄
)

(11)

where L̃ = D−1/2LD−1/2 = I − D−1/2AD−1/2 is known as
the normalized Laplacian matrix and I ∈ R

N×N is the identity
matrix.

Note that, J(F̄) = (1/K)tr(F̄T L̃F̄) [i.e., (11)] is hard to
solve, because the elements of F̄ are constrained to be discrete
values. The solution of this problem is to relax the matrix F̄
from discrete values to continuous ones. Then the problem (11)
becomes

J(F) = 1

K
tr
(

FT L̃F
)

(12)
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where F ∈ R
N×K .

Accordingly, the problem of spectral clustering can be
formulated as

F∗ = arg min
FT F=I

tr
(

FT L̃F
)
. (13)

The optimal F∗ of F consists of the eigenvectors of L̃.
The process of computing F∗ is called spectral embedding
because it makes use of the spectrum of the affinity (simi-
larity) matrix of the data to perform dimensionality reduction
before clustering.

B. Classical Spectral Rotation

The optimal F∗ which is obtained by solving the
optimization problem (13) is not a zero-one valued matrix.
Therefore, to get the final clustering result, it is common to
apply K-means or spectral rotation [33] to transform F∗ to a
zero-one valued matrix so that it approaches the underlying
cluster indicator matrix. It is known that the underlying clus-
ter indicator matrix Y is binary and its element is either 0 or
1.

Spectral rotation [33] is an algorithm for optimally trans-
forming the real-valued cluster indicator matrix F∗ to a binary
matrix Y.

Prior to describing the spectral rotation method, it should
be noted that the optimal F∗ is not unique in the sense of
minimizing the trace tr(FT L̃F) expressed in (13).

Theorem 1: If F∗ is an optimal solution for minimizing
tr(FT L̃F) [i.e., (13)] and R ∈ R

K×K is a rotation matrix (non-
singular matrix) satisfying RTR = I, then F∗R is also an
optimal solution for minimizing tr(FT L̃F)

tr
[(

F∗R
)T L̃

(
F∗R

)] = tr
(

F∗T L̃F∗). (14)

Proof: Because (F∗R)T L̃(F∗R) = RT(F∗T L̃F∗)R =
R−1(F∗TLF∗)R, it holds that R−1(F∗T L̃F∗)R and F∗TLF∗
are similar. It is known that similar matrices have the same
trace. Therefore, tr[R−1(F∗TLF∗)R] = tr[F∗TLF∗], meaning
that both F∗R and F∗ are optimal estimators.

Taking into account that both F∗R and F∗ are optimal esti-
mators, the goal of spectral rotation is to minimize the distance
between F∗R and a binary matrix Y ∈ Ind

min
RT R=I,Y∈Ind

∥
∥F∗R − Y

∥
∥2

F. (15)

Y ∈ Ind denotes Y is an indicator matrix, Y =
[ȳ1, ȳ2, . . . , ȳN]T ∈ B

N×K and the unique 1 in ȳi indicate the
cluster membership of the corresponding sample xi.

IV. PROPOSED METHOD

As stated in Section III, spectral embedding followed by
spectral rotation yields the clustering result. Spectral embed-
ding yields real-valued cluster indicator matrix which is then
used to obtain cluster indicator matrix by spectral rotation.
However, successively and independently performing spec-
tral embedding and spectral rotation are not guaranteed to
yield globally optimal solution. To obtain better result, in this
paper, we propose a new framework to simultaneously perform
spectral embedding and a variant of spectral rotation.

A. Objective Function

A straightforward method for simultaneously obtaining real-
valued cluster indicator matrix and discrete-valued cluster
indicator matrix is combining (13) and (15)

min
FT F=I,RT R=I,Y∈Ind

[
tr
(

FT L̃F
)

+ α‖FR − Y‖2
F

]2

F
(16)

where α is a weight parameter. In fact, (16) is the mathemat-
ical formulation of the UFDSC proposed in [17]. However,
it is challenging for the spectral rotation part ||FR − Y||2F
to approximate the zero-one discrete matrix Y with the real
matrix FR. The reason is as follows. It can be proved that FR
is an orthonormal matrix. It means that not only the columns
of FR are orthogonal but also the magnitude of each col-
umn is one. However, Y is very different from FR. The main
difference is that Y is not necessarily an orthonormal matrix
though it is an orthogonal matrix. It is difficult to approximate
an orthonormal matrix to a nonorthonormal matrix. Note that,
the cluster indicator matrix Y can be an orthogonal matrix
with a constant scale only when all the clusters contain the
same number of samples. For example, the following Y given
in (17) consists of three clusters with the first, second, and
third cluster containing 3, 2, and 1 samples

Y =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0
1 0 0
1 0 0
0 1 0
0 1 0
0 0 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (17)

In this case, Y is not a scaled orthonormal matrix. It is
impossible to perfectly approximate such Y with any orthonor-
mal matrix. The matrix Y given in (18) is an orthonormal
matrix divided by scaler

Y =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0
1 0 0
0 1 0
0 1 0
0 0 1
0 0 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

= √
2

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

√
1/2 0 0√
1/2 0 0
0

√
1/2 0

0
√

1/2 0
0 0

√
1/2

0 0
√

1/2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

(18)

where each cluster contains two samples. Only in this special
case, it is possible to approximate the cluster indicator matrix
with an orthonormal matrix.

To overcome the above-mentioned difficulty, we propose to
replace ||FR − Y||2F with ||FR − D1/2Y(YTDY)−1/2||2F. The
term D1/2Y(YTDY)−1/2 is called the scaled cluster indicator
matrix Ys

Ys = F̄ = D1/2Y
(

YTDY
)−1/2

. (19)

Theorem 2: The scaled cluster indicator matrix Ys =
D1/2Y(YTDY)−1/2 is an orthonormal matrix.

Proof: The product of Ys
T and Ys is

Ys
T Ys =

(
D1/2Y

(
YT DY

)−1/2
)T

(

D1/2Y
(

YTDY
)−1/2

)

=
((

YTDY
)−1/2

)T

YT
(

D1/2
)T

(

D1/2Y
(

YTDY
)−1/2

)
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=
((

YTDY
)−1/2

)T

YT
((

D1/2
)T

D1/2
)

Y
(

YTDY
)−1/2

)

=
((

YTDY
)−1/2

)T(
YT DY

)(
YTDY

)−1/2
)

= I. (20)

Because both FR and Ys (i.e., D1/2Y(YTDY)−1/2) are
orthonormal matrices, it is reasonable to approximate Ys with
FR. It is relatively easy to minimize the difference between FR
and D1/2Y(YTDY)−1/2. Formally, in our method the spectral
clustering is formulated as the following optimization problem:

min
FT F=I,RT R=I,Y∈Ind

⎡

⎣
tr
(

FT L̃F
)

+α

∥
∥
∥FR − D1/2Y

(
YTDY

)−1/2
∥
∥
∥

2

F

⎤

⎦.

(21)

The Physical Meaning of the Scaled Cluster Indicator
Matrix: Now, we describe the physical meaning of the
scaled cluster indicator matrix Ys = D1/2Y(YTDY)−1/2.
Equation (2) shows how the degree di of the degree matrix
is computed. Denote the degree vector d ∈ R

N by d =
[d1, d2, . . . , dN]T . Let yk be the kth column of Y and yik

is the ik-entry of Y. Then, it can be verified that the ik-entry
ys

ik of Ys is

ys
ik = yik

√
di

∑N
j=1 djyjk

= yik

√
di

dTyk
. (22)

Equation (22) means that the ik-entry of Ys is the degree
di normalized by the sum of weighted degrees. Intuitively,
the larger the ys

ik is, the larger probability for the sample i
to belong to cluster k. For example, suppose that the cluster
indicator matrix Y and the degree matrix D are, respectively,

Y =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0
1 0 0
1 0 0
0 1 0
0 1 0
0 0 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

(23)

D =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0
0 3 0 0 0 0
0 0 5 0 0 0
0 0 0 7 0 0
0 0 0 0 9 0
0 0 0 0 0 11

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

(24)

then the scaled indicator matrix is

Ys =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

√
1

1+3+5 0 0
√

3
1+3+5 0 0

√
5

1+3+5 0 0

0
√

7
7+9 0

0
√

9
7+9 0

0 0
√

11
11

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (25)

From (25), one can find that the scaled cluster indicator
matrix is a real-valued and orthonormal matrix. It is easy to
minimize the difference between FR and the scaled cluster
indicator matrix.

The Relationship Between F and the Scaled Cluster
Indicator Matrix: D1/2Y(YTDY)−1/2. Suppose that F∗ is com-
posed of the eigenvectors of the normalized Laplacian matrix
L̃ (i.e., F∗ is the solution to minimize tr(FT L̃F). In theory,
F∗ is closely related to D1/2Y(YTDY)−1/2. The relation-
ship can be discovered by analyzing the objective function
[i.e., (11) and (12)] of the spectral embedding. It is noted
that the matrix F is the relaxed solution to the scaled cluster
indicator matrix Ys.

B. Optimization

The proposed optimization formulation [i.e., (21)] contains
not only real variables (i.e., F and R) but also a zero-one
variable (i.e., Y). It is challenging to find the globally optimal
solution to the complex problem. We propose an alternative
algorithm to solve the optimization problem. Specifically, the
proposed algorithm iteratively performs three steps: R-step,
Y-step, and F-step.

R-Step: The goal of R-step is to seek the optimal rotation
matrix R when F and Y are fixed. Omitting terms irrelevant
to solve R, the problem expressed in (21) is reduced to the
following optimization problem:

min
RT R=I

∥
∥
∥
∥FR − D1/2Y

(
YTDY

)−1/2
∥
∥
∥
∥

2

F
. (26)

The minimum problem (26) is equivalent to

max
RT R=I

Tr

(

RTFTD1/2Y
(

YTDY
)−1/2

)

= max
RT R=I

Tr
(
RTM

)

(27)

where M � FTD1/2Y(YTDY)−1/2.
Theorem 3 tells how to obtain the optimal solution R∗

to (27).
Theorem 3: Let the single value decomposition (SVD) of M

be M = USVT . Then the optimal solution R∗ to the problem
of maxRT R=I Tr(RTM) [i.e., (27)] is

R∗ = UVT . (28)

Proof:

tr
(
RTM

) = tr
(
RTUSVT)

= tr
(
SVTRTU

)

= tr(SG)

=
∑

i

siigii (29)

where G = VTRTU, sii and gii are the (i, i) elements of S and
G. Because GGT = VTRTU(VTRTU)

T = VTRTUUTRV = I,
it is true that G is an orthonormal matrix. According to the
property of orthonormal matrix, one can find −1 ≤ gij ≤ 1.
Moreover, sii ≥ 0 holds because sii is a non-negative singular
value. Therefore, it is true that

tr
(
RTM

) =
∑

i

siigii ≤
∑

i

sii. (30)
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Investigating (30), one can find that tr(RTM) equals to its
upper bound

∑
i sii (i.e., tr(RTM) = ∑

i sii) when gii = 1
(i.e., G is an identity matrix). Therefore, R gets its optimal
value when

G = VTRTU = I (31)

holds.
Equation (31) means that the optimal R is R∗ = UVT .

Y-Step: The goal of Y-step is to seek the optimal Y when
R and F are fixed. When R and F are fixed, the optimization
problem (21) is reduced to

min
Y∈Ind

∥
∥
∥
∥FR − D1/2Y

(
YTDY

)−1/2
∥
∥
∥
∥

2

F

⇒ min
Y∈Ind

∥
∥
∥
∥F − D1/2Y

(
YTDY

)−1/2
R

∥
∥
∥
∥

2

F
. (32)

The minimum of (32) is zero when F =
D1/2Y(YTDY)−1/2R. According to (22), the ikth ele-
ment of D1/2Y(YTDY)−1/2 is yik

√
di/dTyk . Therefore, the

optimal element of Y is

Yij =
⎧
⎨

⎩
1, j = arg min

k

∥
∥
∥fi −

√
di

dT yk
rk

∥
∥
∥

2

F
0, else

(33)

where fi is the ith row of the matrix F and rk is the kth row
of the matrix R.

F-Step: The goal of F-step is to seek the optimal F when
R and Y are fixed. When R and Y are fixed, the optimization
problem (21) becomes

min
FT F=I

⎡

⎣
tr
(

FT L̃F
)

+ α

∥
∥
∥FR − D1/2Y

(
YTDY

)−1/2
∥
∥
∥

2

F

⎤

⎦

⇒ min
FT F=I

⎡

⎢
⎢
⎢
⎢
⎢
⎣

tr
(

FT L̃F
)

+α

(

tr

((
FR − D1/2Y

(
YTDY

)−1/2
)T

(
FR − D1/2Y

(
YTDY

)−1/2
)))

⎤

⎥
⎥
⎥
⎥
⎥
⎦

⇒ min
FT F=I

⎡

⎣
tr
(

FT L̃F
)

−2α
(

tr
(
(FR)TD1/2Y

(
YTDY

)−1/2
)

⎤

⎦

⇒ min
FT F=I

[
tr
(

FT L̃F
)

− 2α
(

tr
(

FTD1/2Y
(
YTDY

)−1/2
RT

) ]

⇒ min
FT F=I

[
tr
(

FT L̃F − 2αFTC
)]

. (34)

In the last line of (34), the matrix C is defined as

C = D1/2Y
(

YTDY
)−1/2

RT . (35)

The problem of (34) can be further relaxed into

max
FT F=I

[
tr
(
FTBF

) + 2α
(
tr
(
FTC

) ]
(36)

where B = λI − L̃ ∈ R
N×N . λ is an arbitrary constant to

ensure that B is a positive definite matrix. Theorem 4 tells
how to obtain the optimal solution F∗ to (36).

Algorithm 1: Algorithm to Solve the Problem (36)
Input : The matrix Y. The matrix R. The affinity matrix

A. The degree matrix D. The parameter α. The
maximum number of iteration T1.

Output: F
Initialization:
Compute the parameter λ via power method [34], the
normalized Laplacian matrix L̃ = I − D−1/2AD−1/2, C
according to (35), and B = λI − L̃.
Randomly initialize F.
while convergence criteria not satisfied and number of
iteration ≤ T1 do

Update E = BF + αC.
Calculate ŨS̃ṼT = E via compact SVD of E.
Update F = ŨṼT .

end

Algorithm 2: Proposed Clustering Algorithm

Input : The N samples X = [x1, x2, ..., xN]T ∈ R
N×M .

The number of clusters K. The parameter α. The
maximum number of iteration T2, T3.

Output: Cluster indicator matrix Y.
Initialization:
Compute the affinity matrix A according to (1) and the
degree matrix D according to (2).
Randomly initialize F and Y.
while convergence criteria not satisfied and number of
iteration ≤ T3 do

For fixed F and Y, compute the rotation matrix R
according to R∗ = UVT (i.e., eq. (28)).
For fixed Y and R, update F according to
Algorithm 1.
while convergence criteria not satisfied and number
of iteration ≤ T2 do

For fixed F and R, update Y according to (33)
end

end

Theorem 4: Let the compact SVD of E = BF+αC be E =
ŨS̃ṼT , where Ũ ∈ R

N×K , S̃ ∈ R
K×K , and Ṽ ∈ R

K×K . Then
the optimal solution F∗ to the problem maxFT F=I [tr(FTBF)+
2α(tr(FTC)] [i.e., (36)] is

F∗ = ŨṼT . (37)

The detailed proof can be found in Appendix A.
Algorithm 1 gives the details of the solution to the

problem (36).
Algorithm 2 gives the proposed algorithm, where the R-step,

Y-step, and F-step are iteratively conducted.

C. Complexity Analysis

The traditional spectral clustering method consists of spec-
tral embedding and spectral rotation. The time computational
complexity of spectral embedding is O(n3), and the time
cost of spectral rotation is O(K3+tnK2), where n is the number
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(a) (b)

Fig. 1. Comparison of UFDSC and the proposed JSESR on the toy data.
(a) UFDSC. (b) Proposed JSESR.

of samples, K is the number of clusters, and t is the number
of iteration of spectral rotation. The time cost of traditional
spectral clustering is O(n3 + K3 + tnK2).

The time cost of the proposed Algorithm 1 is O(t1nK2).
The time computational complexity of the proposed JSESR is
O(t3(t1nK2 +K3 + t2nK2)), where t1 is the number of iteration
of Algorithm 1, t2 is the number of iteration to update Y, and
t3 is the number of iteration of the proposed JSESR.

For large scale data, the number of data is much larger than
the number of clusters (i.e., n � K). Therefore, the time cost
of the proposed JSESR is O(t3(t1nK2 + t2nK2)) and the time
cost of the traditional spectral clustering method is O(n3 +
tnK2). From Figs. 2 and 3, we can find that the proposed
method can converge very fast, t1, t2, and t3 are usually small.
In addition, we know that n � K. Therefore, compared with
traditional spectral clustering methods, JSESR has much less
computation complexity for large scale data.

D. Convergence Analysis

The convergence of Algorithm 1 has been proved in [34].
We introduce the convergence proof of Algorithm 1 accord-
ing to [34]. Next, we prove the convergence of proposed
Algorithm 2.

Theorem 5: Algorithm 1 will monotonically increase the
objective of the problem (36) in each iteration until the
algorithm converges.

The detailed proof of Theorem 5 is in Appendix B.
Theorem 6: Algorithm 2 will monotonically decrease the

objective of the problem (21) in each iteration until the
algorithm converges.

The detailed proof of Theorem 6 can be found in
Appendix C.

V. EXPERIMENTAL RESULTS

In this section, we compare the proposed JSESR with
K-means [5], Ncut [12], [16], Rcut [11], and UFDSC [17].
Note that, spectral rotation is employed to transform the
relaxed continuous results of Ncut and Rcut to binary cluster
indicator matrices. Therefore, we denote the Ncut and Rcut
algorithms as Ncut+SR and Rcut+SR, respectively.

We begin by giving a toy example in order to show the
superiority of the proposed JSESR against the UFDSC.

A. Toy Example for Comparison of UFDSC and the
Proposed JSESR

The toy example shown in Fig. 1 contains three clusters.
In the top left of Fig. 1(a) [also Fig. 1(b)], there is a cluster
consisting of only 1 sample. In the bottom left of Fig. 1(a)

(a) (b)

(c) (d)

Fig. 2. (a) and (c) Curves of the objective function in (34) versus iteration
number t1. (b) and (d) Curves of the objective function in (32) versus iteration
number t2.

[also Fig. 1(b)], there is a cluster consisting of 20 samples.
The cluster in the right of Fig 1(a) [also Fig. 1(b)] consists of
30 samples. It is obvious that the number of each cluster is of
unbalance.

Fig. 1(a) and (b) shows the clustering results of the UFDSC
and the proposed JSESR, respectively. The samples that are
classified as the same cluster are marked with a unique color.
From Fig. 1(a), one can find that the UFDSC incorrectly clas-
sifies the single sample in the top left of Fig. 1(a) and the five
samples in the top left corner of the right of Fig. 1(a) as the
same cluster. It is noted that the Ncut itself is able to solve
such unbalanced samples. However, the UFDSC is not able
to deal with such severely unbalanced situation. The reason
is as follows. In the spectral rotation part of the UFDSC, the
nonorthonormal cluster indicator matrix Y is used for approx-
imating the orthonormal matrix FR. When the samples are
extremely unbalanced, the degree of orthonormalization of
Y is very low, resulting in large approximation error. From
Fig. 1(b), it is observed that the proposed JSESR is capable
of perfectly dealing with the unbalanced problem.

B. Datasets

Besides the above-mentioned toy example, 19 benchmark
datasets are used for evaluation. Among the 19 datasets,
there are 16 image datasets: 1) AR face dataset [35];
2) AT&T [36]; 3) Binalpha [37]; 4) COIL20 [38];
5) COIL100 [39]; 6) Jaffe [40]; 7) MPEG7 [41];
8) MSRA [42]; 9) GeorgiaTech [43]; 10) PIE [44];
11) UMIST [45]; 12) Yale [46]; 13) Extended Yale Face
Database B (Yale B) [46]; 14) C-Cube [47]; 15) FERET [48];
and 16) MNIST [49]. The other ones are from UCI machine
learning repository [50]: 1) control; 2) dermatology; and
3) movements. Table I summarizes the characteristics (number
of samples, dimension, number of classes) of datasets used in
the experiments.

C. Parameter Setting and Convergence Property

The self-tuning spectral clustering method [51] is adopted
to determine the parameter t in (1). The number of nearest
neighbors used in (1) is set to be five for all the algorithms. In
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(a) (b) (c)

(d) (e) (f)

Fig. 3. Curves of the objective function in (21) versus iteration number t3 on the (a) Binalpha, (b) Coil100, (c) Mpeg7, (d) UMIST, (e) Dermatology, and
(f) Movements datasets.

TABLE I
DESCRIPTION OF DATASETS

our method, the tradeoff parameter α balances the part of spec-
tral embedding and the part of spectral rotation. The value of α

is chosen from the set {10−3, 10−2, 10−1, 100, 101, 102, 103},
for different α, the best performance is reported. All the clus-
tering algorithms run 20 times and the average results are
reported. The maximum number of iterations T1, T2, T3 are
set to be 100, 20, 10, respectively.

Before comparison with different clustering methods, the
convergence property of Algorithm 1 and updating Y accord-
ing to (33) are shown in Fig. 2. The results are obtained when
the tradeoff parameter is set to be α = 0.1. The convergence
property of the proposed JSESR is shown in Fig. 3. The results
on the Binalpha, Coil100, Mpeg7, UMIST, Dermatology, and
Movements datasets are obtained when the tradeoff param-
eter α is set to be 0.1. It is observed that the proposed

method convergences in about three iterations. The fast con-
vergence property implies that the proposed JSESR is of high
efficiency.

D. Parameter Sensitivity

As mentioned before, we tune tradeoff parameter α in the
range of {10−3, 10−2, 10−1, 100, 101, 102, 103}. The effects
of α is shown in Fig. 4. As shown in Fig. 4, it can be found
that the clustering accuracy on all eight datasets can get better
performance when a small value is used for α. In addition,
when α = 10−2, our proposed JSESR on all eight datasets
can get relatively great performance.

E. Comparison With Other Methods

The experimental results of different methods on the 18
benchmark datasets are given in Tables II–VI. Table II gives
the ACC performance. It can be seen from Table II that the
proposed JSESR achieves the highest ACC for all the 18
datasets.

Table III compares the proposed JSESR with K-means,
Ncut+SR, and Rcut+SR in terms of NMI. It can be seen
from Table III that the proposed JSESR achieves the highest
NMI performance for all the 18 datasets.

In Table IV, the Purity of different methods is given. For
all the 18 datasets, similar to the phenomena observed from
Tables II and III, the proposed method performs better than
K-means, Ncut+SR, and Rcut+SR.

Tables V and VI give the Homogeneity [52] and Jaccard
Index performance of different methods. As shown in
Tables V and VI, the proposed JSESR achieves the highest
Homogeneity and Jaccard Index performance of all the 18
datasets.

In addition to the K-means, Ncut+SR, and Rcut+SR meth-
ods, the proposed JSESR is also compared with the UFDSC on
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4. Clustering accuracy of the proposed JSESR with different α on (a) AR, (b) C-cube, (c) FERET, (d) GeorigiaTech, (e) Jaffe, (f) MNIST, (g) MSRA,
and (h) UMIST datasets.

TABLE II
COMPARISON IN TERMS OF ACC (%) AND THEIR VARIATIONS. THE NUMBER IN BRACKETS IS THE STANDARD DEVIATION (%)

TABLE III
COMPARISON IN TERMS OF NMI (%) AND THEIR VARIATIONS. THE NUMBER IN BRACKETS IS THE STANDARD DEVIATION (%)

TABLE IV
COMPARISON IN TERMS OF PURITY (%) AND THEIR VARIATIONS. THE NUMBER IN BRACKETS IS THE STANDARD DEVIATION (%)

the AR, Control, Dermatology, Movements, and Yale datasets.
The results are shown in Fig. 5 where Fig. 5(a)–(c) adopts
ACC, NMI, and Purity for comparison. One can find that
the proposed JSESR is superior to UFDSC no matter which
evaluation metrics are employed.

VI. CONCLUSION

In this paper, we have presented a novel spectral clus-
tering method called JSESR. The method simultaneously
performs spectral embedding (i.e., computing a real-valued
cluster indicator matrix) and spectral rotation (transforming the
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TABLE V
COMPARISON IN TERMS OF HOMOGENEITY (%) AND THEIR VARIATIONS. THE NUMBER IN BRACKETS IS THE STANDARD DEVIATION (%)

TABLE VI
COMPARISON IN TERMS OF JACCARD INDEX (%) AND THEIR VARIATIONS. THE NUMBER IN BRACKETS IS THE STANDARD DEVIATION (%)

(a) (b) (c)

Fig. 5. Comparison of the proposed JSESR and the UFDSC on the AR, Control, Dermatology, Movements, and Yale datasets. (a) ACC. (b) NMI. (c) Purity.

real-valued cluster indicator matrix into binary cluster indica-
tor matrix). The objective function is a tradeoff between the
spectral embedding (k-way Ncut) and a variant of spectral rota-
tion. The proposed method employs a scaled cluster indicator
matrix to approximate the rotated embedding matrix. Because
both the scaled cluster indicator matrix and the embedding
matrix are orthonormal matrices, the approximation is precise.
We have developed an effective and efficient algorithm to solve
the corresponding optimization problem.

APPENDIX A

PROOF OF THEOREM 4

With the technique of Lagrangian multiplier, the constrained
maximum optimization problem expressed in (36) can be con-
verted to an unconstrained problem with its objective function
being L(F, B, C,�)

L(F, B, C,�) = tr
(
FTBF

) + 2α
(
tr
(
FTC

))

− tr
(
�

(
FTF − I

))
. (38)

In (38), the symmetric matrix � is the Lagrangian
multipliers. Computing the derivative of L(F, B, C,�) and

then setting the derivative to zero yields

∂L

∂F
= 2BF + 2αC − 2F� = 0. (39)

First derive how to compute the matrix � of the Lagrangian
multipliers and then we describe how to compute the optimal
matrix F.

Compute �: Defining E = BF+αC, (39) can be written as

F� = BF + αC = E. (40)

The matrix E can be constructed by compact SVD

E = ŨS̃ṼT (41)

where Ũ ∈ R
N×K , S̃ ∈ R

K×K , and Ṽ ∈ R
K×K .

Multiplying (F�)T on the left-hand side of (40) and simul-
taneously multiplying ET on the right-hand side of (40)
result in

(F�)T(F�) = ETE

�TFTF� =
(

ŨS̃ṼT
)T(

ŨS̃ṼT
)

�T� = ṼS̃2ṼT . (42)
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Because � is symmetric, � = �T and �T� = �2 hold.
Therefore, � can be obtained according to the last line of (42)

� = ṼS̃ṼT . (43)

Compute F: Substitute (43) and (41) into (40), we have

F
(

ṼS̃ṼT
)

= ŨS̃ṼT (44)

and

F∗ = ŨṼT . (45)

Equation (45) gives the optimal solution of F.

APPENDIX B

PROOF OF THEOREM 5

The solution to the problem (36) can be solved by following
the problem maxFT F=I tr(FTE), where E = BF + αC.

Suppose F̃ is the optimized solution of the problem (36),
then

tr
(

F̃TE
)

≥ tr
(
FTE

)
. (46)

We substitute E = BF + αC into (46), then

tr
(

F̃TBF̃
)

− 2tr
(

F̃TBF
)

+ tr
(
FTBF

) ≥ 0. (47)

B is positive definite, so we could find B = LTL vis
Cholesky factorization. Because ‖ • ‖2

F ≥ 0, we have
∥
∥
∥LF̃ − LF

∥
∥
∥

2

F
≥ 0

⇒ tr

((
LF̃ − LF

)T(
LF̃ − LF

))

≥ 0

⇒ tr
(

F̃TBF̃
)

− 2tr
(

F̃TBF
)

+ tr
(
FTBF

) ≥ 0. (48)

Based on (47) and (48), we could infer that

tr
(

F̃TBF̃
)

+ 2αtr
(

F̃TC
)

≥ tr
(
FTBF

) + 2αtr
(
FTC

)
. (49)

Therefore, Algorithm 1 increases the value of the objec-
tive function in (36) monotonically in each iteration until it
converges.

APPENDIX C

PROOF OF THEOREM 6

Suppose F̃, R̃, and Ỹ are the optimized solution of the
problem (21).

Based on Theorem 5, we substitute B = λI − L̄ and
C =D1/2Y(YTDY)−1/2RT into (49). Equation (49) can be
rewritten as

tr
(

F̃T(
λI − L̄

)
F̃
)

+ 2αtr
(

F̃TD1/2Y
(
YTDY

)−1/2
RT

)

≥ tr
(
FT(

λI − L̄
)
F
) + 2αtr

(
FTD1/2Y

(
YTDY

)−1/2
RT

)

⇒ −tr
(

F̃T L̄F̃
)

− α

∥
∥
∥F̃TR − D1/2Y

(
YTDY

)−1/2
∥
∥
∥

2

F

≥ −tr
(
FT L̄F

) − α

∥
∥
∥FTR − D1/2Y

(
YTDY

)−1/2
∥
∥
∥

2

F

⇒ tr
(

F̃T L̄F̃
)

+ α

∥
∥
∥F̃TR − D1/2Y

(
YTDY

)−1/2
∥
∥
∥

2

F

≤ tr
(
FT L̄F

) + α

∥
∥
∥FTR − D1/2Y

(
YTDY

)−1/2
∥
∥
∥

2

F
. (50)

According to (33), the problem (50) becomes

tr
(

F̃T L̄F̃
)

+ α

∥
∥
∥
∥F̃TR − D1/2Ỹ

(
ỸTDỸ

)−1/2
∥
∥
∥
∥

2

F

≤ tr
(
FT L̄F

) + α

∥
∥
∥FTR − D1/2Y

(
YTDY

)−1/2
∥
∥
∥

2

F
. (51)

As proved in Theorem 3, R̃ is the optimal solution to the
problem (27). The problem (51) becomes

tr
(

F̃T L̄F̃
)

+ α

∥
∥
∥
∥F̃T R̃ − D1/2Ỹ

(
ỸTDỸ

)−1/2
∥
∥
∥
∥

2

F

≤ tr
(
FT L̄F

) + α

∥
∥
∥FTR − D1/2Y

(
YTDY

)−1/2
∥
∥
∥

2

F
. (52)

Therefore, Algorithm 2 decreases the value of the objec-
tive function in (21) monotonically in each iteration until it
converges.
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