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Temporally Identity-Aware SSD with
Attentional LSTM
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Abstract—Temporal object detection has attracted significant
attention, but most popular detection methods cannot leverage
rich temporal information in videos. Very recently, many algo-
rithms have been developed for video detection task, yet very
few approaches can achieve real-time online object detection
in videos. In this paper, based on attention mechanism and
convolutional long short-term memory (ConvLSTM), we propose
a temporal single-shot detector (TSSD) for real-world detection.
Distinct from previous methods, we take aim at temporally
integrating pyramidal feature hierarchy using ConvLSTM, and
design a novel structure including a low-level temporal unit as
well as a high-level one (LH-TU) for multi-scale feature maps.
Moreover, we develop a creative temporal analysis unit, namely,
attentional ConvLSTM (AC-LSTM), in which a temporal atten-
tion mechanism is specially tailored for background suppression
and scale suppression while a ConvLSTM integrates attention-
aware features across time. An association loss and a multi-
step training are designed for temporal coherence. Besides, an
online tubelet analysis (OTA) is exploited for identification. Our
framework is evaluated on ImageNet VID dataset and 2DMOT15
dataset. Extensive comparisons on the detection and tracking
capability validate the superiority of the proposed approach.
Consequently, the developed TSSD-OTA achieves a fast speed
and an overall competitive performance in terms of detection
and tracking. Finally, a real-world maneuver is conducted for
underwater object grasping. The source code is publicly available
at https://github.com/SeanChenxy/TSSD-OTA.

Index Terms—Object detection, tracking-by-detection, video
processing, sequential learning.

I. INTRODUCTION

AKING the advantage of convolutional neural network

(CNN), existing detection methods commonly fall into
two categories, i.e., one-stage and two-stage detectors. The
former is represented by RCNN family [1]-[4] and RFCN
[S[I, all of which detect objects based on region proposal.
On the other hand, YOLO [6]], SSD [7]], RetinaNet [&]],
and etc., detect objects in a one-step fashion with a single-
shot network. In particular, making use of CNN’s features
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more effectively, SSD is one of the first methods that adopt
the pyramidal feature hierarchy for detection. However, most
works have largely focused on detecting in static images,
ignoring temporal consistency in videos. Thus, it is imperative
to develop an approach to integrate spatial features with
temporal information. In addition, because of its relatively
fast detection speed, the one-stage detector is more suitable
for real-world applications.

Recurrent neural network (RNN) has seen great success
in some sequence processing tasks [9]], [10]. Typically, long
short-term memory (LSTM) is proposed for longer sequence
learning [[11]. For spatiotemporal visual features, Shi et al.
developed a convolutional LSTM (ConvLSTM) to associate
LSTM with spatial structure [12]. However, as for detec-
tion, selecting discriminative features for ConvLSTM is a
pivotal step, because only a small part of visual features
can devote themselves to detecting. Fortunately, attention is
an exciting idea which imitates human’s cognitive patterns,
promoting CNN to concern on essential information. For
example, Mnih et al. proposed a recurrent attention model
to find the most suitable local feature for image classification
[14]. Yet, very few literature has reported an attention-based
temporal module for image-sequence detection.

As a closely relevant field, object tracking requires the initial
position to be known as a prior knowledge [35]]. Moreover,
detection and tracking are moving towards unity in recent
years, where a detector and a tracker tend to be cascaded in
most up-to-date approaches [21]], [44]]. This solution generally
raises model complexity and computational cost. Hence, it is
worthwhile to exploit a tracker-like detector for their in-depth
combination and time efficiency. Tracking-by-detection is a
popular idea, advocating that a detector should output tracker-
like results, where the tracking component is actually designed
for data association [22], [23]], [43], [45]. Nevertheless, the
detector and tracking component are usually independent in
existing tracking-by-detection framework, so it is essential to
jointly investigate their performance.

As shown in Fig. [I] our approach is able to detect objects
across time and link them frame by frame using individual
identities, and we call this kind of detection approach identity-
aware detector. Aiming at detecting objects in videos, we
propose a temporal detection model based on SSD, namely,
temporal single-shot detector (TSSD). To integrate features
across time, ConvLSTMs are employed for temporal infor-
mation. Due to the pyramidal feature hierarchy for multi-
scale detection, SSD always generates a large body of visual
features with multi-scale semantic information, thus we design
a new structure including a low-level temporal unit as well
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Fig. 1. The main idea of TSSD-OTA. We aim to temporally detect objects in
videos, and generate tracking-like results with low computational costs. The
TSSD is a temporal detector, and the OTA is designed for identification.

as a high-level one (LH-TU) for their temporal propagation.
Furthermore, as for multi-scale feature maps, only a small
part of visual features are related to objects. Thereby, attention
mechanism is adopted for background suppression and scale
suppression, then we propose an attentional ConvLSTM (AC-
LSTM) module. Subsequently, an association objective and
a multi-step method are developed for sequence training.
Ultimately, an online tubelet analysis (OTA) is carried out
for identification. As a consequence, the TSSD-OTA achieves
considerably improved detection and tracking performance for
consecutive vision in terms of both accuracy and speed. To the
best of our knowledge, only few temporal one-stage detectors
have been reported. Moreover, a real-time, online, and identity-
aware detector is absent in existing detection frameworks. The
contributions made in this paper are summarized as follows:

e We design an LH-TU structure to effectively propagate
pyramidal feature hierarchy across time. Moreover, we
propose an AC-LSTM module as a temporal analysis
unit, in which a temporal attention mechanism is designed
for background suppression and scale suppression. Then,
the corresponding training methods are developed for the
TSSD.

« For identification, an OTA algorithm is exploited with the
low-level AC-LSTM, which links detected objects frame
by frame in a fairly fast speed.

« We achieve a considerably improved results on ImageNet
VID dataset and 2DMOT 15 dataset in terms of detection
and tracking.

The remainder of this paper is organized as follows. Sec-
tion [[I] presents the related works. Thereafter, our approach
including TSSD and OTA is elaborated in Section [T} Next,
Section provides the experimental results and discussion.
Finally, conclusion and future work are summarized in Sec-

tion [V]

II. RELATED WORK

A. Advancement of Detection Framework for Videos

At the beginning, static detection and post-proposing meth-
ods are combined to counteract video detection task [15]-
[17]. They statically detect in each video frame, then com-
prehensively deal with multi-frame results. Kang et al. de-
veloped detection methods based on tubelet, which is defined
as temporally propagative bounding boxes in video snippet
[15]1, [16]. Their method TCNN contains still-image object
detection, multi-context suppression, motion guided propaga-
tion, and temporal tubelet re-scoring. Taking inspiration from
the non-maximum suppression (NMS), Han et al. proposed
an SeqNMS to suppress temporally discontinuous bounding
boxes . However, these solutions come with two major
drawbacks. The complex post-processing could affect time
efficiency, and they do not improve the performance of the
detector itself.

Faster RCNN uses region proposal network for object
localization [3]], so some approaches for video detection try to
enhance the effectiveness of RPN with temporal information
[18]-[20], [26]], [37]. Galteri ez al. designed a closed-loop RPN
to merge new proposals with previous detection results. This
method effectively reduces the number of invalid regions, but it
may also make the proposed regions excessively concentrated.
Kang et al. developed tubelet proposal networks (TPN) to gen-
erate tubelets rather than bounding boxes. Then, an encoder-
decoder LSTM is used for classification. The TPN integrates
temporal information, but it requires the future messages. Such
methods are extended from two-stage detectors, resulting in
relatively low computational efficiency.

B. Detection and Tracking

Feichtenhofer et al. associated an RFCN detector with a
correlation-filter-based tracker to detect objects in videos,
called D&T . Thanks to the tracking method, it achieves
a high recall rate, but this cascaded system could seriously
increase the model complexity, and impair the inference speed.

In terms of tracking-by-detection, Xiang et al. converted
the tracking task to decision making, and their policy relies
on tracking states [43]. H. Kim and C. Kim combined a
detector, a forward tracker, and a backward tracker for tracing
multiple objects in video sequences, and the detector was
also used to refine tracking results [44]. Ning et al. proposed
an ROLO based on YOLO and LSTM for tracking [22].
The YOLO is responsible for static detection, and the visual
features as well as positions of high-score objects will be
fed to LSTM for temporally modeling. Lu et al. proposed
association LSTM (ALSTM) to temporally analyze relations
of high-score objects, and an association loss was designed for
identification [23]]. Pragmatically, Bewley et al. developed an
SORT with Kalman filter and Hungarian method [48]] for
real-time tracking [45]], and the tracking component achieves a
speed of 260 frames per second (FPS). Nevertheless, in most
of these methods, the visual features in detector have not been
efficiently used yet.
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Fig. 2. The schematic illustration of TSSD-OTA. The low-level features share an AC-LSTM and high-level features do so, namely, LH-TU. Next, the hidden
states of ConvLSTM will be used for multi-box regression and classification. Eventually, based on multi-scale attention maps, online tubelet analysis is
conducted for identification. Although we show a two-frame detection process here, the TSSD-OTA learns from all previous frames, and generates current
hidden states using current pyramidal features as well as all previous memories. Moreover, the valid memory length is under the control of AC-LSTM’s forget

gate.

C. RNN-Based Detector

Very recently, up-to-date approaches have associated the
detector with RNN. Liu and Zhu reported a mobile video
detection method based on SSD and LSTM, called LSTM-
SSD [27]. Moreover, they also designed a Bottleneck-LSTM
structure to reduce computational costs. As a result, LSTM-
SSD reached a real-time inference speed of up to 15 FPS on
a mobile CPU. Xiao and Lee developed a spatial-temporal
memory module (STMM) with ConvGRU for temporal
information propagation [26]. In particular, “MatchTrans” was
proposed to suppress the redundant memory.

III. APPROACH

In this section, we firstly present the proposed architecture,
including the LH-TU and the AC-LSTM. Then, we describe
how to train the network in detail. Finally, the methodologies
of OTA algorithm will be briefed.

A. Architecture

Extending form SSD with VGG-16 I]ZE[] as the backbone,
we build a temporal architecture, where fc6, fc7 in original
VGG-16 are converted to convolutional layers, namely, Conv6,
Conv7. Referring to Fig. 2] the proposed TSSD is based on
forward CNN and RNN that generate pyramidal features for
detection. Convolutional detection head is designed for multi-
class classification and regression (shown in green). In this
process, convolution operations are leveraged to predict objects
information with multi-scale visual features, then a fixed num-
ber of bounding boxes and the category-discriminative scores
indicating the presence different classes of objects on those
boxes, followed the NMS to generate the final results. The
spatial resolution of the input image is 300 x 300. Conv4_3,
Conv7, Conv8_2, Comv9_2, Convl0_2, Convll_2 are em-
ployed as pyramidal features, whose size are 38 x 38 x 512,

19 x 19 x 512, 10 x 10 x 512, 5 x 5 x 256, 3 x 3 x 256, and
1 x 1 x 256, respectively. As for sequence learning, the TSSD
is equipped with multi-scale feature-integration structures, i.e.
the LH-TU and the AC-LSTM. The LH-TU takes aim at
propagation of pyramidal feature hierarchy, whereas the AC-
LSTM aims to effectively produce temporal memory without
useless information.

1) LH-TU: We use the same two structures to integrate
the pyramidal feature hierarchy temporally, called LH-TU.
There are pyramidal features for six-scale semantic infor-
mation in adopted SSD model, and their feature sizes are
diverse from each other. In original SSD framework, there are
512,1024, 512, 256,256, 256 channels in feature maps from
low-level to high-level. Creatively, we divide the multi-scale
feature maps into two categories according to their hierarchical
relation and channel sizes, i.e., low-level features and high-
level features. That is, on one hand, we group the multi-scale
feature maps according to the order of different convolutional
layers. It is known that convolution operation extracts visual
features gradually, and shadow features contain more image
details while the high-level features cover more semantic in-
formation. Thus, the LH-TU is in favor of the learning process.
On the other hand, the low-level and high-level features should
share their respective temporal unit, but a ConvLSTM unit
cannot process channel-size-variable features, so in the manner
of LH-TU, we only change Conv7’s channel size to 512 to
remain original SSD structure as much as possible. Therefore,
as illustrated in Fig. 2} we treat the first three feature maps
as low-level features (shown in red), whereas the last three
maps are considered as high-level features (shown in gold).
The channel sizes of low-level features are unified as 512
to share a temporal unit while that of high-level features
remain as 256. Additionally, the low-level features cover more
details, whereas the high-level features contain more semantic
information. Correspondingly, the LH-TU including a low-
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Fig. 3. Implementation detail of AC-LSTM. “c” denotes concatenation;
“Chw-x", “Elw-x" represent channel-wise and element-wise multiplication;
“+” is element-wise summation. The generated hidden state is used for
detection while the attention map is employed by both AC-LSTM and OTA.

level temporal unit and a high-level one is designed for them.

2) AC-LSTM: In object detection task, most features are
related to background. Moreover, feature maps in different
scales contribute differently to the detection. Therefore, it
is inefficient when a ConvLSTM handles background or
aforementioned small-contributed multi-scale feature maps.
For example, if an object’s size is too small, its detection
will be contributed by Conv4_3, in which features associated
with the small object are far less than that for background.
Moreover, all the higher-level feature maps can be considered
useless, which should be suppressed to avoid the false positive.
To that end, we propose an AC-LSTM for background sup-
pression and scale suppression, in which a temporal attention
mechanism selects object-aware features for a ConvLSTM,
and in turn, the ConvLSTM provides the attention mechanism
with temporal information to improve attention accuracy. As
a temporal analysis unit, the AC-LSTM can be formulated as:

ay = sigmoid(W, * [z, ht—1])

1y = sigmoid(W; * [a o x, hy—1] + b;)

fr = sigmoid(Wy * [a; o x, hy—1] + by)

or = sigmoid(W, * [ay o @, hy_1] + by) (1
¢t = sigmoid(W, * [ay o @, hy—1] + bc)

st = (ft ©se—1) + (1t © )

ht =0t ©® tanh(st),

where x denotes convolution; [-,:] is concatenation; © is
element-wise multiplication; and o represents that a one-
channel map multiplies with each channel in a multi-channel
feature map. At time step t, as, he, is, ft, 0, ¢t, S¢ are attention
map, hidden state, input gate, forget gate, output gate, LSTM’s
incoming information and memory, respectively.

As shown in Fig. 3] the AC-LSTM is designed with CNN
and RNN. Current feature map (z) and previous hidden state
(ht—1) serve as the input of the attention module. After a
three-layer convolution, a one-channel attention map (a) is
generated containing pixel-wise positions for object-aware
features, which will be used to select useful features in the AC-
LSTM and identify objects in the OTA. It should be mentioned
that, instead of binary selection (1 for attention area and 0
otherwise), each element in the attention map is continuous in
[0, 1], so as to describe object’s saliency mass more effectively.
For feature selection, each channel of current feature map
multiplies this attention map pixel-by-pixel, and the attention-
aware feature (a o x) can be obtained. The attention-aware
feature and previous hidden state are concatenated as the input
of the ConvLSTM. Different from traditional LSTM, gates (¢,
f> o) and incoming information (¢) will be computed with
convolution operation [12]]. Subsequently, controlled by gates,
the temporal memory (s) will be updated, and current hidden
state is generated for multi-box regression and classification.
During this operation, aox,, f, 0, c, s, h are in the same size.
In addition, we also use dropout regularization [39] for the
attention-aware feature during training. Apparently, temporal
information transmission is conducted twice in temporal at-
tention and ConvLSTM.

Note that the attention mechanism and input gate play
different roles, although both of them can be aware of useful
features. For background suppression and scale suppression,
the attention mechanism works for spatial location in each 2D
map, whereas the input gate can deal with the 3D feature along
the channel to preserve discriminative data.

B. Training

We design a multi-task objective to train the TSSD, in-
cluding a localization loss L;,., a confidence loss Lcony, an
attention loss L., and an association 10ss L£,ss0,

1
L= M(a['loc + ﬁ['conf) + '}/Eatt + Eﬁassm 2)

where M is the number of matched boxes, and «, 3,7, £ are
trade-off parameters. £;,. and Lo, are defined in accordance
with SSD [7]]. Then, we train the TSSD in three steps.

1) Attention Loss: The generation of attention maps is
supervised using cross entropy. At first, we construct the
ground truth attention map A,, in which elements in ground
truth boxes equal to 1 and others are 0. There are six feature
maps for multi-box prediction, which generate multi-scale
attention maps A,__. Therefore, each A,  is firstly unified
to the same resolution as the input image through bilinear
upsampling operation, followed by the generation of AjP .
Each upsampled attention map can generate a scale-related
attention loss with cross entropy, and we add up 6-scale losses
as the final attention loss. Then, L£,;; can be given as

6
Loy = Z M(_A;f,: log(A4,) —(1— A;;fc) log(1—-A4y)), (3)
sc=1

where p averages all elements in a matrix.



2) Association Loss: Pixel-level changes could significantly
impact the detection results, so an object in video always
encounters large confidence fluctuations with a static detection
method (studied in [16]). Thus, towards temporal consistency
of videos, an association loss should be developed for se-
quence training. To that end, we encourage the TSSD to
generate similar global classification results for consecutive
frames. We firstly compute top k£ high confidence scores per
class after NMS, then sum them up to generate a class-
discriminative score list (sl). The score list should remain
small fluctuation in consecutive frames. Thereby, the L5,
can be obtained,

seq_len
‘casso = ( Z SZt - Slave)/seq_len7 “4)
t=1

where sl; is the score list at time step t; sl4, denotes the mean
score list among sl1.;_1; and seq_len represents the sequence
length. It should be remarked that our proposed association
loss works in a self-supervision manner. That is, there is no
incoming ground truth label when computing Lsso-

3) Multi-Step Training: We first train an SSD model fol-
lowing [7]. In the next step, the TSSD is trained based on well-
trained SSD. We freeze the weights in the network except for
AC-LSTM and detection head. In particular, the ConvLSTM is
trained with RMSProp [36] while the rest of TSSD is trained
using SGD optimizer with an initial learning rate of 10~* and
a decay rate of 0.1 for 40 epochs. The learning rate drops at
the 30th epoch. On the other hand, the TSSD should be trained
with a sequence of frames, but the frame rates of videos are
inconstant. Moreover, the motion speed of objects in videos
varies considerably. For better generalization, it should not
be trained frame by frame. Instead, we only choose seq_len
frames in a video for backpropagation in an iteration. The
seq_len frames are chosen uniformly based on the start frame
sf and skip sp, namely, random skip sampling (RSS), i.e.,

sp = R[1,v/seq_len]
)

sf=R[l,v— seq_len x sp+ 1],
where v is the total number of frames in a video, and
R[min, max] represents the operation of selecting an inte-
ger randomly between min and max. Finally, the uniform
seq_len frames are chosen with sf as the start frame and
sp as the skip. In this paper, seq_len = 8. At this step, the
association loss L4, is not involved.

Thirdly, the full objective including L,ss, is used to fine
tune parameters for 10 epoches. At this step, the learning rate
is 107°, and sp = 1. The hyper parameters « = 1,3 =1,y =
0.5, = 2,0 = 3 are selected based on model performance.

C. Inference

At inference phase, the LH-TU and the AC-LSTM integrate
features across time, generating temporally-aware hidden state
for regression and classification. Finally, we apply the NMS
with jaccard overlap (IoU) of 0.45 (for ImageNet VID) or 0.3
(for 2DMOT15) per class and retain the top 200 (for ImageNet
VID) or 400 (for 2DMOT15) high confident detections per
image to produce the final detections.

D. Online Tubelet Analysis

For online tracking-by-detection task, it is expected that
the TSSD is endowed with the ability to identify objects.
Tubelet in videos has been studied by [[16]], [20], [37], each
of which has a unique identity (ID). In the scope of detection,
[16] generates tubelets by tracking, whereas [20] and [37]
use tubelet proposal for batch-mode detection. However, these
methods are either computationally expensive or not online.
Thereby, we attempt to exploit a real-time online object
association method based on tubelet for tracking-by-detection.

Features in a detector are not suitable for identification,
because they always contain within-class-similar information.
Fortunately, there are category-independent features in our
framework, i.e., attention maps. Instead of being discriminative
for each class, the attention maps describe the object’s saliency
mass at different visual scales. Thereby, the attention space is
employed for fast data association. This idea is straightforward
and computationally tractability, where the key intuition is that
the saliency mass of objects are diverse from each other, and
the attention mechanism is able to capture this subtle distinc-
tiveness. The low-level AC-LSTM is employed for this task,
because low-level features cover more detailed information. In
short, attention maps have three merits for identification:

o We no longer need extra instance-related training.
o They are instance-aware features that describe objects’
saliency mass.

Algorithm 1 Online Tubelet Analysis
1: for cls € classes do

2:  if tubs|els] is not empty then
3: for obj € detection result do
4 Sepg" =0

5: for tub € tubs|cls] do

6: Sobj,tub "

7: if Sobj,tub > S(%;u then
8 Sg[i?x = Sobj,tub

9: candidate = tub

10: end if

11: end for

12: if S;p7" > T then

13: Obj _ Objcandidate[id]
14: end if

15: end for

16: for tub € tubs|cls] do

17: if len(obj“*l)> 1 then
18: preserve only one with maximal &
19: end if
20: end for

21:  end if
22:  for obj € {obj~'} do
23: if obj[conf] > G then
24: obj = objnew-d
25: end if

26:  end for
27:  update tubs[cls]
28: end for




o Low computational costs are produced. That is, when
the spatial size is sampled as 7 x 7 for each object, the
length of an attention vector is 147, whereas it increases
to 75267 if low-level features or corresponding hidden
states are employed without any other operation.

Hence, the attention similarity as;; between two objects 4
and j and the can be formulated as a cosine distance,
av; - av;

(6)

7 TlawilTlavs 1
where av denotes the 147-dimension attention vector flattened
by bilinear-sampled multi-scale attention maps.

Moreover, identification in a video can leverage more tem-
poral coherence, so we also employ IoU o in the OTA. Due
to multiple objects in a tubelet, the similarity Sqp;,+up between
an object obj and a tubelet tub can be given as

asobjtub = (D perup BSobj k) /tub_len

Oobjtub = IoU(o0bj, tub[0]) @)

Sobj,tub = eXP(Oobj,tub) X ASobj tubs

where tub_len is current length of the tubelet, and tub[0]
denotes the most recent object.

Define G, 7 to denote the tubelet generation score, match
threshold, respectively. Suppose that each detected object is
described as obj[con f,loc, av], and each class-distinct tubelets
set is denoted as tubs[cls], each tubelet in which is given as
tublid, objs], the OTA algorithm is presented in Algorithm
where 0bj*? denotes an object with an identify id, and id = —1
represents an object without an identify. len(-) computes the
number of elements. Note that the maximal existence time
after disappearance and maximal tubelet length are restricted
when updating tubelets.

IV. EXPERIMENTS AND DISCUSSION
A. Dataset

1) ImageNet VID: We evaluate the TSSD on ImageNet VID
dataset [25]], which is the biggest dataset for temporal object
detection now. The task requires algorithms to detect 30-class
targets in consecutive frames. There are 4000 videos in the
training set, containing 1181113 frames. On the other hand,
the validation set compasses 555 videos, including 176126
frames. We measure performance as mean average precision
(mAP) over the 30 classes on the validation set following [3|],
[7]. In addition, ImageNet DET dataset is employed as training
assistance. The 30 categories in VID dataset are a subset of
the 200 categories in the DET dataset. Therefore, following
[L5]I, [16], [20], [21]], we train the SSD with VID and DET
(only using the data from the 30 VID classes). In reality, there
are millions of frames in VID training set, so it is hard to
train a network directly using them. Additionally, the data for
each category are imbalanced, because there are long videos
(contain more than 1000 frames) and short videos (contain
only a dozen frames). Thus, following [21]], we sample at most
2000 images per class from DET, and select 10 frames in each
VID video for SSD training at the first step. In the second and
third training steps, all the VID training videos are adopted.

2) 2DMOTI15: The TSSD-OTA is an identity-aware detec-
tor, so 2DMOT15 dataset [41] is employed to evaluate tracking
performance. This is a multi-object tracking consisting of 11
training sequences. Since the annotations are available for
the training set only, we split 5 videos as the validation set
following [23]], [43]]. In addition, another 3 video sequences
in MOT17Det [42] dataset are employed for training.

B. Runtime Performance

Our methods are implemented under the PyTorch frame-
work. The experiments are carried out on a workstation with
an Intel 2.20 GHz Xeon(R) E5-2630 CPU, NVIDIA TITAN-
X GPUs, 64 GB of RAM, CUDA 8.0, and cuDNN v6. The
inference time is described in Table[l} and we achieve a beyond
real-time speed for temporal detection or tracking.

TABLE I
FPS LIST ON EMPLOYED DATASETS BY THE PROPOSED METHODS.
Method VID (FPS)  2DMOT15 (FPS)
SSD ~ 45 ~ 77
TSSD ~ 27 ~ 30
TSSD-OTA ~ 21 ~ 27

C. Ablation Study on ImageNet VID

1) LH-TU: Our proposed LH-TU is effective in the fol-
lowing aspects. Firstly, redundant parameters are avoided. For
example, the original SSD contains 2.6 M parameters, and
SSD with LH-TU has 4.9 M parameters. However, if six
ConvLSTMs are employed for each feature map, the parameter
size will dramatically increase to 15.5 M, which leads to
unstable training. Secondly, as reported in [23]], Conv4_3 and
Convl1_2 make relatively less contribution to detection. That
is, there are a small amount of data for oversized or tiny-size
objects. Thus, the highest-level and lowest-level ConvLSTMs
can hardly be well trained, if six-scale ConvLSTMs are
employed. We find that the mAP increases by 0.92% when
LH-TU is adopted using two ConvLSTMs as temporal units
due to the feature integration brought by ConvLSTMs.

2) AC-LSTM: At first, we qualitatively analyze the interac-
tion of the attention mechanism and ConvLSTM. As shown
in Fig. {4} the comparison of temporal and traditional attention
mechanism are presented. Note that the traditional attention
only uses current feature map as the input. As for presented
heat maps in Fig. @] crimson means a higher probability of
being a target, whereas the mazarine indicates background
features. Moreover, multi-scale attention maps are generated
in the TSSD, and the righter maps are generated with higher-
level features. For the ease of observation, all maps in Figs. [
and [5] have been unified to the same spatial resolution as the
input image through a bilinear upsampling operation.

We choose two challenging scenes for this test. The airplane
frames include small objects, and the bird frames contain rich
stripes, both of which are difficult for attention operation.
As delineated in Fig. a), (b), (e), (f), the original attention
method is not able to handle these two scenes. That is,
although the targets are focused roughly, the background and
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Fig. 4. Effect of the ConvLSTM for attention mechanism. There are two video
snippets containing small objects (airplane) or wild environment (bird). The
traditional attention and temporal attention mechanism are used to generate
multi-scale attention maps, in which crimson denotes higher level of concern
while mazarine represents something neglected. (a)—(b) attention maps for
airplanes generated by traditional module; (c)—(d) attention maps for airplanes
generated by temporal module; (e)—(f) attention maps for bird generated by
traditional module; (g)—(h) attention maps for bird generated by temporal
attention method; In above 4-pair maps, the former is for the first frame while
the latter is with respect to the 20th frames. Each line in (a)—(h) is multi-scale
attention maps. From left to right, they are generated with Conv4_3, Conv7,
Conv8_2, Conv9_2, Convl0_2, Convll_2, respectively.

small-contributed multi-scale feature maps are not suppressed
effectively. Moreover, there is no improvement across time
series. On the contrary, as illustrated in Fig. EKC), (d), (g), (h),
the proposed attention mechanism performs better. In short,
our method not only localizes the targets more accurately,
but also suppresses the background more efficiently. Further,
our method is effective for scale suppression. For instance,
small objects in airplane frames are described by Conv4_3. As
delineated in Fig. Ekd), the attention maps for Conv4_3,Conv7
localize airplanes, and all the last four maps are “cold”. That
is, when it comes to larger scale, our attention mechanism
cannot find any target, so the whole of feature map has
been suppressed. In addition, the performance of proposed
approach improves along with the accumulation of temporal
information. For example, in Fig. @{g), (h), the attention map
for Conv4_3 can hardly find the bird in the first frame, but
the bird’s profile is focused without overmuch background
in the 20th frame. Moreover, if attention maps for the first
frame are compared, a conclusion can be drawn that the
temporal attention method is better even though the temporal
information has not generated. The reason is that the temporal
attention can be trained more effectively.

On the other hand, there are benefits of the AC-LSTM over
traditional ConvLSTM. Referring to Fig. [5] the ConvLSTM’s
memories for Conv4_3, Conv_7 are visualized. Small-scale

(a)

(b)

(c)

(d)

Fig. 5. Effect of the temporal attention for ConvLSTM. The ConvLSTM’s
memory (s) is visualized (by computing the L2 norm across feature channels
at each spatial location to get a saliency map). (a) original ConvLSTM’s
memory for Conv4_3; (b) ConvLSTM’s memory for Conv4_3 in AC-LSTM;
(c) original ConvLSTM’s memory for Conv7; (d) ConvLSTM’s memory for
Conv7 in AC-LSTM;.

TABLE I
EFFECTIVENESS OF VARIOUS DESIGNS. ALL MODEL ARE TRAINED AND
VALIDATED ON IMAGENET VID DATASET.

Component TSSD

Association loss?
The 3rd training stage?
RSS in the 2nd stage?

AC-LSTM?
LH-TU?
mAP(%)

SNENENENEN
ESRNENEN

v
v v
v v v
65.43 65.13 64.76 64.63 63.95 63.03

memory deals with image details, but the ConvLSTM cannot
generate valid memory because it is confused by mussy fea-
tures, whereas the AC-LSTM is able to memorize the essential
information of the car without background (see Fig. Eka—b)).
In consideration of the scale of the car, Conv7 is more crucial
to detecting it. As delineated in Fig. [fc), the ConvLSTM
for Conv7 has a tendency to learn trivial representations that
just memorizes the inputs. Moreover, this memorization also
involves the background. Thus, not all these information is
useful for future detection, and they may incur inaccuracies.
On the contrary, the AC-LSTM produces more clear memory
with pivotal features (see Fig. Ekd)). Nevertheless, we cannot
draw a conclusion about the best temporal learning length.
Thus, the AC-LSTM learns from all previous frames, and
under the control of its forget gate, the length of the valid
memory depends on sequential learning in a specific scenario.
Owing to the above reasons, the improvement brought by AC-
LSTM is evident, i.e., the mAP rises by 1.60% based on SSD.

3) Multi-step Training: The aforementioned analysis does
not involve the third training step and RSS. As shown in
Table [[I, although it only brings 0.14% mAP improvement
in the second training stage, the RSS makes it possible to
conduct the third training step. Without the association loss,



TABLE III
COMPARISON OF THE TSSD AND SEVERAL PRIOR AND CONTEMPORARY APPROACHES.

Method Components Performances

Backbone one-stage? Optical flow? Tracking? Attention? RNN? | Real time? ID? mAP

offline methods
STMN [26] VGG-16 v 55.6
TPN [20] GoogLeNet [32] v 68.4
FGFA [28] ResNet-101 [33] v 76.3
HPVD [40] ResNet-101 v 78.6
STSN [338] ResNet-101 78.7
Object-link [37] ResNet-101 80.6

online methods
Closed-loop 18] VGG-M [29] 50.0
Seq-NMS [17] VGG-16 522
LSTM-SSD [27] MobileNet [[34] v v v 54.4
TCNN [16] DeepID+Craft [30], [31] v v 61.5
D&T [21] ResNet-101 v 78.7
TSSD(-OTA) VGG-16 v v v v v 654

65.40
65.35

65.30

%.

= 6525
£ 65.20
65.15

65.10

65.05

0.0 0.2 0.4 0.6 0.8 1.0

Fig. 6. Detection performance vs. 6. This figure shows model performance
as a function of the confidence threshold 6 in the association loss.

we obtain 65.13% as an mAP after the final step, but L5
can make further improvement.

The association loss is adopted in the third training step,
where sp = 1 assuring the training data is highly associated. In
consideration of the employed NMS, there are three parameter
settings for computing the association loss, i.e., confidence
threshold 6, IoU threshold, and top & retained boxes. Because
of the NMS, the number of retained boxes is relatively
insensitive, and the IoU threshold could be consistent with
that in the inference phase. Thus, the major implication of
Lasso 18 0, which indicates what kind of objects should be
involved. As depicted in Fig. [6] the mAP generally decreases
as 6 increasing. That is, overmuch invalid boxes are considered
when 6§ = 0.01, whereas the L, gradually loses efficacy as
the decrease of involved objects. Hence, taking into account
almost all positive samples, L,sso 1S the most effective when
6 = 0.1. Consequently, the multi-step training brings 0.8%
mAP improvement, and the TSSD achieves 65.43% in mAP.

4) Comparison with Other Architectures: We also compare
the TSSD against several prior and contemporary approaches.
As shown in Table their components and performances
have been summarized. Most methods are based on a two-
stage detector with RPN for region proposal, and few ap-
proaches successfully adopt attention or LSTM for temporal
coherence. Additionally, tracking employed in TCNN [16] and
D&T [21] is a good idea for enhancing recall rate, but it affects

time efficiency to some extent. In terms of the backbone, some
methods based on the ResNet-101 can achieve higher mAP,
but this deeper backbone is not suited to our task. Referring
to [49], when it deals with small-size images in SSD, the
ResNet-101 has an ignorable advantage in accuracy. The main
reason is that two-stage approaches usually leverage large
input size (e.g., 1000 x 600), so deeper backbone can learn
these richer visual features more effectively. However, our
one-stage detector uses 300 x 300 input image and relatively
insufficient visual features for high inference speed, so the
advantage of ResNet-101 is negligible. On the other hand,
some approaches process video sequences in a batch mode
(i.e., offline method), where future frames are also utilized
for current frame detection. Hence, such non-causal methods
are prohibitive for real-world applications. Because of its real-
time and online characteristic, the TSSD is able to detect
objects temporally for real-world applications. According to
the authors’ knowledge, our method has the following merits:

o The TSSD is the first temporal one-stage detector achiev-
ing above 65% mAP with such small input image and
VGG-16 as a backbone.

e The TSSD-OTA is a unified framework, where a real-time
online detector is capable of detecting and identifying
objects. This framework is absent in the existing video
detection approaches.

5) Qualitative Results: We show some qualitative results on
the ImageNet VID validation set in Fig. [/} We only display
the detected bounding boxes with > 0.5 confidence score.
Different colors of the bounding boxes indicate different object
identity. The proposed TSSD works better with precision and
temporal stability.

D. Tracking Performance on 2DMOTI15 Dataset

We employ the 2DMOT15 dataset to jointly investigate the
TSSD-OTA, whose metrics are designed for tracking. The
MOTA considers the comprehensive tracking performance,
and the MOTP measures the tightness of the tracking results
and ground truth. the FP, PN denote the total number of false
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Fig. 7. Demonstration results on the ImageNet VID validation dataset. The proposed TSSD(-OTA) can handle a variety of scenes with multiple objects more
accurately. In addition, different from traditional detectors, our approach has the capability of identifying. The detection results are shown as “ID:class:conf”.

ID=-1 means the identity is not generated.

positives and false negatives, respectively. For each trajectory,
if more than 80% of positions are successfully tracked, the
MT increases by 1. On the other hand, if more than 80% of
positions are lost, the ML increases by 1. Finally, the IDS
counts ID switch times.

1) Parameter Analysis: There are three parameters in the
OTA, i.e., match threshold 7T, tubelet generation score G, and
tubelet length tub_len. To track each detected object, G should
equal to detector’s confidence threshold conf, and T, tub_len
will impact the tracking performance. We let conf = G =
0.3, tub_len = 10 to investigate the effect of 7. The change
of MOTA and IDS is employed to represent the variation of
tracking performance here. Referring to Fig. the MOTA
and IDS are strongly influenced by 7, and 7 = 1.0 is optimal
as for our validation set. That is, if 7 is too high, the number
of the failed match will increase. On the other hand, lower 7

causes the false match. Both failed and false match can weaken
tracking performance. However, as shown in Fig. failed
match has a greater impact, because S7;7* prevents the OTA
from overmuch false match. as illustrated in Fig. [B(b)} the
IDS also first decreases and then increases as tub_len rising
(T = 1.0). If tub_len = 1, the match process only relies on
the most recent object, so it is unreliable for some emergencies
(e.g., occlusion). However, an oversized tub_len would retain
remote information, which may result in inaccurate.

We also unveil the effectiveness of attention maps for IDS
with the parameters of conf = G = 0.3, tub_len = 10,T =
1.0. Note that the attention map for ConviI_2, whose size
is 1 x 1, is not qualified for identification, so it is not been
involved in this test. Referring to Table the IDS is equal
to 550 when S is computed with IoU alone (7 = 0.5,S =
0). The validity of attention maps is evident, and IDS drops
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Fig. 8. Tracking performance vs. match threshold 7 and tubelet length
tub_len.

TABLE IV
EFFECTIVENESS OF ATTENTION MAPS FOR IDS. THE CHECKMARK
INDICATES THAT CORRESPONDING ATTENTION MAP IS EMPLOYED FOR S.

Comv4_3  Comv7  Conv8_2 Conv9_2 Convi0_2 | IDS
550

v 236
v 240

v 238

v 244

v 251

v v 236
v v v 235
v v v v 236
v v v v v 237

about 60% as a result. In addition, the effectiveness gradually
declines as visual scale increasing, since high-level features
usually contain more within-class-similar information. Further,
we also combine multi-scale attention maps to compute S, and
the best result is obtained when attention maps in low-level
AC-LSTM are employed.

2) Tracking Results: Under the conditions of tub_len =
10,7 = 1.0,conf = G = 0.3, we use the TSSD-OTA to
track pedestrians in 2DMOT15 dataset. Referring to Table
the FPS is described in the form of overall speed / tracking
component speed. A conclusion can be drawn based on the
comparison with prior and contemporary approaches that the
proposed TSSD-OTA can run at frame-rates beyond real time
while maintaining comparable tracking performance. Concern-
ing the MT and ML, the FasterRCNN-SORT performs better
because the two-stage detector works well on recall rate. In
case of MOTA, the SSD-ALSTM is better owing to their
LSTM-based tracking component. However, their solutions
come with a major drawback, i.e., high time cost. There are
two main reasons causing the proposed TSSD-OTA cannot be
equal to the compared methods on some criteria. i) There are
vast small objects in the 2DMOT15 dataset, but our detector
with such small input image is not adept at dealing them;
ii) Unlike most methods, our model is optimized without

any objective related to identity or association. The proposed
association loss is also not adopted in this experiment, and we
will explain the reason in Section [[V-E]

Then, employing the TSSD as the detector, we compare the
OTA and SORT [45]] comprehensively. As shown in Table [V]
we achieve better indexes on MOTA, MT, ML, EN, and IDS.
That is, the OTA generates better tracking performance while
keeping quite high processing speed.

3) Qualitative Results: As schematically illustrated in
Fig. O] the proposed TSSD-OTA is able to track pedestrians
in a variety of scenarios, and we demonstrate some typical
results. In the first line of Fig. Ol #56 is in a small size
at the beginning, then it becomes larger with the change of
visual perspective. As a result, the TSSD-OTA can adapt to
this continuous scale change. #149 in the second line shuttles
in the crowd, and it undergoes illumination changes. Still, this
challenging target is tracked well by the TSSD-OTA. There
are chaotic small objects in the third line of Fig.[9] and they
occlude each other. Nevertheless, our method works well in
terms of #0, #3, #4, #23, #30, and etc. Unfortunately, there
are some failed cases appear in this scenario, e.g., ID switches
(#15—#39, #26—#23, #34—#30), false negatives (#4,#49).

E. Discussion

We employ ImageNet VID and 2DMOTI15 datasets for
experiments, which are significantly different as for video
amount (4000 v.s. 8), class number (30 v.s. 1), and metrics
(mAP v.s. MOTA and etc.). In addition, 2DMOT15 contains
vast small objects while VID covers multifarious scenarios.
Hence, we discuss the following topics in detail.

1) RSS: As shown in Table [[I there are only 0.14% mAP
increase after RSS is adopted. However, the reduced data
amount highlights the need for it. For example, the TSSD
cannot be well trained without RSS on the 2DMOT15 dataset,
resulting in that the MOTA drops 1.4 after the third training
step. Obviously, the phenomenon is caused by the diversity
of training data. That is, due to a variety of scenarios in VID
dataset, the data diversity can be preserved without the RSS.
Unfortunately, this trick cannot be neglected when training
2DMOT1S5 dataset, since there are only 8 employed videos.
Since our association loss requires continuous sampling, it is
not adopted during 2DMOT15 training.

2) Association Loss: 1t is not the first time that an associa-
tion loss is designed. For instance, Lu et al. also exploited one
to train an LSTM [23]]. As opposed to previous design, our
association loss focuses on global classification rather than
each associated object pair, forgoing the need to introduce
identity ground truth labels to the training process. It is
necessary because detection datasets usually do not involve
the identity label, or collecting ID-labelled data is a costly
work. Although the OTA can generate objects’ identities, it
is not suitable for computing association loss. That is, the
OTA also cannot be supervised for lack of ID labels, so its
errors are directly uncorrectable during training. Furthermore,
the OTA is closely dependent on TSSD’s results, and it cannot
perform well if the TSSD is not well trained. If association
loss is computed with the OTA, some match errors could occur,
making the training process unstable.
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TABLE V
TRACKING PERFORMANCE ON THE 2DMOT 15 VALIDATION SET.

Method MOTA  MOTP{ MT{ ML, FP| FNJ IDS}  FPS{
ACF-MDP [43], [46] 26.7 736 120% 51.7% 3290 13491 133  ~<1/1
SSD-ALSTM (23] 38.6 74.2 149% 46.8% 788 13253 154 ~9/12
FasterRCNN-SORT [45] 34.0 733 205% 32.1% 3311 11660 274  ~ 5/220
TSSD-SORT 256 724 64%  489% 798 16121 260  ~ 28/420
TSSD-OTA (propsed) 292 71.9 124% 34.6% 1482 14624 235  ~ 27/270
332 376

frame:318

frame:45

Fig. 9. Demonstration results on the 2DMOT15 validation dataset. The TSSD-OTA can track pedestrians in a variety of multi-target scenes. The identities
for each object are denoted on boxes, and some representative results are demonstrated in red, green, blue, or orange.

3) Trade-off Between Accuracy and Speed: In our experi-
ments, the average inference time of SSD, SSD+ConvLSTM,
SSD+AC-LSTM are 0.022 s, 0.026 s, and 0.037 s, respec-
tively. Thus, the attention module has a bigger impact on
the detection speed because it conducts a 3-layer convolution
(ConvLSTM only needs a 1-layer convolution). Thus, sim-
plifying the attention module could be in favor of inference
speed, but obviously, the attention performance could also
decline. Besides, special designs for ConvLSTM can increase
the speed as well, e.g., Bottleneck-LSTM . The method for
integrating temporal information is an essential step towards
high detection accuracy. On one hand, single-object tracking
[21]] is more effective than LSTM. (Note that multi-object
tracking or tracking-by-detection methods, like OTA, cannot
be leveraged for this purpose because it needs detection results
at every time steps.) However, single-object tracking methods
usually have adverse effects on inference speed. On the other
hand, it is well known that SSD’s performance comes with
a series of data augmentation, e.g., SSD randomly expands
and crops the original training images with additional random
photometric distortion [7]. However, most existing data aug-
mentation methods do not suitable for sequential learning (i.e.,
they would change the spatiotemporal relation), so the second

and third training steps do not include any data augmentation.
Thus, exploiting a sequential data augmentation during train-
ing could further improve the detection accuracy. By and large,
the TSSD achieves a reasonable trade-off between accuracy
and speed.

4) OTA: As for the OTA, there have been some similar
methods, e.g., [50], analyzed spatiotemporal action based
on tubelets. These approaches and the OTA have a similar
purpose, i.e., linking detected boxes to existing tubelets for
data association. However, we have two key advantages: 1)
They first select “candidates” using IoU threshold. On the
contrary, we treat the IoU threshold as a weight that impacts
the similarity score (see (IZ[)), so the OTA could be more
computationally efficient; 2) Match score in existing methods
is usually based on the mean of the confidence scores of the
tube’s member detection boxes. These confidence scores could
suffer from unstable fluctuations because pixel-level changes
could significantly impact the confidence score. Besides, the
method in [50], [51] only deals with a small number of
objects, but dozens of objects with similar confidence scores
should be considered for multi-object tracking task. Thus, the
method proposed by [50], is not discriminative enough
for tracking numerous objects. Conversely, we use attention



Fig. 10. Undersea object grasping and amount statistics. Sea-urchins, scallops,
and sea-cucumbers are demonstrated in red, blue and orange. Objects’
identities are denoted on the top of boxes. Besides counting the number of
objects, the TSSD-OTA can locate each target individual for grasping.

vector from a temporal detector to describe objects’ saliency
mass, and the match between boxes and tubelets is based on
the similarity of the attention vector. Thus, the OTA is in favor
of feature-level match.

FE. A Real-World Application

As shown in Fig.[I0] we conducted practical experiments on
the seabed using a remotely operated vehicle (ROV). Equipped
with a camera as visual guidance, the ROV is 0.68 m in length,
0.57 m in width, 0.39 m in height, and 50 kg in weight. The
test venue is located in Zhangzidao, Dalian, China, where the
water depth is approximately 10 m. For humans, managing
seafloor products (e.g., sea-urchins, scallops, sea-cucumbers,
and etc.) is very difficult. Moreover, their collection has been a
big problem. To that end, we utilize the ROV for this laborious
and dangerous job instead of humans. Further, the TSSD-OTA
is of crucial importance in this maneuver. On one hand, our
proposed method can accurately count the amount for each
category of sea-products when the ROV travels straightly.
On the other hand, distinguished from traditional detection
approaches, the TSSD-OTA is capable of locating each tar-
get individual for grasping. The full video demonstration is
available at https://youtu.be/v3LG-O-abWL

V. CONCLUSION AND FUTURE WORK

This paper has aimed at temporally detecting and identifying
objects in real time for real-world applications. A creative
TSSD is proposed. Differing from existing video detection
methods, the TSSD is a temporal one-stage detector, and it
can perform well in terms of both detection precision and
inference speed. To efficiently integrate pyramidal feature
hierarchy, an LH-TU is proposed, in which the high-level
features and low-level features share their respective temporal
units. Furthermore, we design an AC-LSTM as a temporal
analysis unit, where the temporal attention mechanism is
responsible for background suppression and scale suppression.
A novel association loss function and multi-step training are
also designed for sequence learning. In addition, the OTA
algorithm equips the TSSD with the ability of identification
with low computational costs. As a result, the TSSD-OTA sees
considerably enhanced detection precision, tracking perfor-
mance, and inference speed. Finally, our proposed approaches
have been employed for real-world applications.

In the future, we plan to further improve the inference speed
of the TSSD-OTA. Besides, the TSSD-OTA will be used for
robotic visual navigation under dynamic environments.
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