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Abstract—This article investigates the stability problem for
discrete-time neural networks with a time-varying delay by focus-
ing on developing new Lyapunov–Krasovskii (L–K) functionals.
A novel L–K functional is deliberately tailored from two aspects:
1) the quadratic term and 2) the single-summation term. When
the variation of the discrete-time delay is further considered, the
constant matrix involved in the quadratic term is extended to be
a delay-dependent one. All these innovations make a contribu-
tion to a quadratic function with respect to the delay from the
forward differences of L–K functionals. Consequently, tractable
stability criteria are derived that are shown to be more relaxed
than existing results via numerical examples.

Index Terms—Discrete-time neural network, Lyapunov–
Krasovskii (L−K) functional, negative-definiteness lemma, sta-
bility analysis, time delay.

I. INTRODUCTION

BY MIMICKING the way interconnected neurons work,
neural networks can manipulate information more effi-

ciently than many other systems. Therefore, during the past
several decades, neural networks have been widely used in var-
ious fields, such as speech recognition, image processing, and
fault diagnosis [1], [2]. Compared to continuous-time coun-
terparts, discrete-time neural networks seem to have greater
practical application potentials because of extensive computer-
based analysis and computation [3]. Besides, time delays are
often present in various artificial systems, which may decrease
the stability and reliability [4], [5]. So much effort has been
spent on the stability study of discrete-time neural networks
with time-varying delay [6]–[13].
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There is no doubt that stability is the prerequisite for appli-
cations. Regardless of what kind of stability problem is of
concern, such as passivity [14], [15]; dissipativity [16], [17];
or robust stability [18], [19], the method used to analyze
system stability is always the key concern [20]. These days,
the powerful tool to address the stability problem for discrete-
time delayed neural networks is the Lyapunov functional
method [21]–[24]. Nevertheless, this method usually leads to
a sufficient condition with more or less conservatism. This
kind of conservatism comes from two resources: 1) the cho-
sen L–K functional candidate and 2) related techniques to
bound the forward difference of this candidate. Therefore, con-
structing a proper L–K functional and developing advanced
techniques are two main ways to obtain a relaxed criterion [2].

As L–K functionals reported commonly include double-
summation terms, how to handle summation terms that appear
in their forward differences is essential for the reduction of
conservatism. By taking the place of the free-weighting-matrix
technique [4], summation inequalities become popular due to
simplicity and straightforwardness [25]–[29], which are often
applied together with the reciprocally convex combination
lemma (RCCL) [30]–[32]. For instance, the Jensen summation
inequality is often used in combination with the α-independent
RCCL in early years [33]. Later, more relaxed combinations
are popular [20]. However, as the gaps of these inequalities
become smaller, the improvement of the inequality method
may have little effect on improving the relaxation of stability
criteria.

There is a common understanding that a chosen L–K
functional candidate with more system information involved
may result in a more relaxed condition. Therefore, besides
double-summation terms, multiple-summation terms are now
added into L–K functionals [33], [34]. In addition, many
augmented L–K functionals are constructed, in which aug-
mented vectors contain a number of state-related vectors.
For instance, the augmented state vector involved in the
quadratic term often contains the three vectors: 1) x(k);
2)

∑k−1
i=k−h1

x(i); and 3)
∑k−h1−1

i=k−h2
x(i) (see (1) and (4) for

more details) [20]. The augmented state vector involved in the
single-summation term often contains x(i) and the activation
function f (x(i)) [20], [33]. On the other hand, by partitioning
the entire delay interval into more parts, delay-partitioning-
based functionals are proposed in which more information
of the discrete-time delay is considered [35], [36]. However,
it is necessarily noted that the forward differences of the
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above-mentioned L–K functionals are all estimated to be affine
with the delay. This kind of L–K functionals may lead to con-
servative stability conditions to some extent, which motivates
this research.

This article focuses on developing new L–K functionals to
study the stability problem for discrete-time neural networks
with a time-varying delay. It aims to construct such an appro-
priate L–K functional that its forward difference can be
estimated to be quadratic with the delay. To this end, two
novel single-summation terms are involved in the L–K func-
tional candidate. Meanwhile, a new augmented state vector
is constructed in the quadratic term by adding two double-
summation state vectors. Furthermore, when the variation of
the discrete-time delay is considered, the quadratic term is fur-
ther modified by changing the constant quadratic matrix to a
delay-affine one. All these innovations are helpful to produce
a quadratic function with respect to the delay. As a result,
the quadratic function negative-definiteness lemma, recently
reported, is employed to derive tractable LMI-based stability
criteria. The proposed L–K functionals are shown to be very
effective in reducing the conservatism of obtained criteria via
two numerical examples.

Notations: Throughout this article, the notations are ordi-
nary. For example, Sym{X} represents X + XT . Y ∈ S

n+ means
that Y is a symmetric and positive-definite matrix of R

n×n.
Z ∈ D

n+ denotes that Z is a diagonal matrix of S
n+. d ∈ N

implies that d is a non-negative integer.

II. PRELIMINARY AND USEFUL LEMMAS

Let us consider the discrete-time neural network with a
time-varying delay

x(k + 1) = Cx(k) + Af(x(k)) + Adf (x(k − h(k))) (1)

where x(k) ∈ R
n is the state vector associated with n neu-

rons; C := diag{c1, c2, . . . , cn} is the state feedback coefficient
matrix; A and Ad are the connection weighting matrices; and
f (x(k)) := col{f1(x1(k)), f2(x2(k)), . . . , fn(xn(k))} represents
the neural activation function satisfying

fi(0) = 0 (2)

σ−
i ≤ fi(t1) − fi(t2)

t1 − t2
≤ σ+

i , t1 �= t2 (3)

where σ+
i and σ−

i are known scalars, i ∈ {1, . . . , n}. The delay
h(k), abbreviated as hk, satisfies the following constraint:

1 ≤ h1 ≤ hk ≤ h2 (4)

where h1 and h2 are known integers.
This article aims to derive relaxed stability criteria for neural

network (1) with hk satisfying (4). Meanwhile, the computa-
tion burden should not significantly increase. To do so, we
focus on developing a new L–K functional that is fundamental
to a good stability condition.

Before presenting useful lemmas, we define two functions
s1(τ ) := τ + 1 and s2(τ ) := (τ + 1)(τ + 2) for τ ∈ N and the
following notations:

K1 := diag
{
σ+

1 , . . . , σ+
n

}
, K2 := diag

{
σ−

1 , . . . , σ−
n

}

h2k := h2 − hk, hk1 := hk − h1, h21 := h2 − h1.

Lemma 1 [37]: For constant integers α and β satisfying
α ≤ β and a function f (k, i) with k ∈ N, the equation

�F(k) = f (k, k + β + 1) − f (k, k + α) +
k+β+1∑

i=k+α+1

�f (k, i)

holds, where F(k) := ∑k+β

i=k+α f (k, i), �F(k) := F(k + 1) −
F(k), and �f (k, i) := f (k + 1, i) − f (k, i).

Lemma 2 [37]: For a matrix function M(hk) = �2h2
k +

�1hk +�0, where �2, �1, and �0 are coefficient matrices, if
the following inequalities:

M(h1) < 0, −�2h2
21 + 4M(h1) < 0 (5)

M(h2) < 0, −�2h2
21 + M(h1) + M(h2) < 0 (6)

hold, one has M(hk) < 0 for ∀hk ∈ [h1, h2].
Lemma 3 [25], [28]: For a matrix R ∈ S

n+ and a function
{ω(i) ∈ R

n|i ∈ [α, β]}, the inequality

(β − α)

β−1∑

i=α

�ωT(i)R�ω(i) ≥
2∑

l=0

(2l + 1)ϑT
l Rϑl (7)

holds, where �ω(i) := ω(i + 1) − ω(i), ϑ0 := ω(β) − ω(α),

ϑ1 := ω(β) + ω(α) − 2
β∑

i=α

ω(i)

s1(β − α)

ϑ2 := ω(β) − ω(α) + 6
β∑

i=α

ω(i)

s1(β − α)

− 12
β∑

i=α

β∑

j=i

ω(j)

s2(β − α)
.

Lemma 4 [30]: For R1, R2 ∈ S
n+ and T ∈ R

n×n such that[
R1 T
∗ R2

]

≥ 0, the matrix inequality

[ 1
α

R1 0
∗ 1

1−α
R2

]

≥
[

R1 T
∗ R2

]

holds for any α ∈ (0, 1).
Lemma 5: For integers h1 and h2 satisfying h1 < h2 and a

vector function {x(i)|i ∈ [k − h2, k − h1]}, the following two
equations hold:

k−h1∑

i=k−h2

x(i) =
k−h1∑

i=k−hk

x(i) +
k−hk∑

i=k−h2

x(i) − x(k − hk) (8)

k−h1∑

i=k−h2

k−h1∑

j=i

x(j) =
k−h1∑

i=k−hk

k−h1∑

j=i

x(j) +
k−hk∑

i=k−h2

k−hk∑

j=i

x(j)

+ h2k

k−h1∑

j=k−hk

x(j) − (h2k + 1)x(k − hk).

(9)
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Proof: From

k−h1∑

i=k−h2

x(i) =
⎛

⎝
k−h1∑

i=k−hk

+
k−hk∑

i=k−h2

−(i = k − hk)

⎞

⎠x(i)

=
k−h1∑

i=k−hk

x(i) +
k−hk∑

i=k−h2

x(i) − x(k − hk)

we obtain (8).
It follows from (8) that:

k−h1∑

i=k−h2

k−h1∑

j=i

x(j) =
k−h1∑

i=k−hk

k−h1∑

j=i

x(j)

+
k−hk∑

i=k−h2

k−h1∑

j=i

x(j) −
k−h1∑

j=k−hk

x(j).

Hence, (9) holds due to the following fact:

k−hk∑

i=k−h2

k−h1∑

j=i

x(j)

=
k−hk∑

i=k−h2

⎛

⎝
k−hk∑

j=i

+
k−h1∑

j=k−hk

−(j = k − hk)

⎞

⎠x(j)

=
k−hk∑

i=k−h2

k−hk∑

j=i

x(j) + s1(h2k)

⎛

⎝
k−h1∑

j=k−hk

x(j) − x(k − hk)

⎞

⎠.

Remark 1: For convenient application, the matrix version of
the quadratic function negative-definiteness lemma is directly
presented in Lemma 2. In order to highlight the effective-
ness of proposed L–K functionals on reducing conservatism,
the α-independent RCCL shown in Lemma 4 is employed.
Compared to others, the original RCCL is easier to deal with,
with only one free matrix introduced. Two summation equa-
tions are collected in Lemma 5 that are useful in summation
calculations.

III. MAIN RESULTS

A. New L–K Functional

Let us define the notations for the sake of clarity

ξ1(k) := col{x(k), x(k − h1), x(k − hk), x(k − h2)}
ξ2(k) := col{f (x(k)), f (x(k − h1)), f (x(k − hk))

×f (x(k − h2))}

ξ3(k) := col

⎧
⎨

⎩

k∑

i=k−h1

x(i)

s1(h1)
,

k−h1∑

i=k−hk

x(i)

s1(hk1)

×
k−hk∑

i=k−h2

x(i)

s1(h2k)
,

k∑

i=k−h1

k∑

j=i

x(j)

s2(h1)

×
k−h1∑

i=k−hk

k−h1∑

j=i

x(j)

s2(hk1)
,

k−hk∑

i=k−h2

k−hk∑

j=i

x(j)

s2(h2k)

⎫
⎬

⎭

ξ(k) := col

⎧
⎨

⎩
ξ1(k), ξ2(k), ξ3(k),

k−h1∑

i=k−hk

x(i),
k−hk∑

i=k−h2

x(i)

⎫
⎬

⎭
.

Now, a new L–K functional is constructed as follows:

V(k) :=
3∑

i=0

Vi(k) (10)

where

V0(k) := χT
0 (k)Pχ0(k)

V1(k) :=
k−1∑

i=k−h1

χT
1 (i)Q1χ1(i) +

k−h1−1∑

i=k−h2

χT
1 (i)Q2χ1(i)

V2(k) :=
k−1∑

i=k−h1

ηT
1 (k, i)Q3η1(k, i)

+
k−h1−1∑

i=k−h2

ηT
2 (k, i)Q4η2(k, i)

V3(k) := h1

k−1∑

i=k−h1

k−1∑

j=i

yT(j)R1y(j)

+ h21

k−h1−1∑

i=k−h2

k−1∑

j=i

yT(j)R2y(j)

with the augmented vectors

χ0(k) := col

⎧
⎨

⎩
η0(k),

k−1∑

i=k−h1

k−1∑

j=i

x(j)

×
k−h1−1∑

i=k−h2

k−h1−1∑

j=i

x(j)

⎫
⎬

⎭

χ1(i) := col{x(i), f (x(i))}
y(k) := x(k + 1) − x(k)

η0(k) := col

⎧
⎨

⎩
x(k),

k−1∑

i=k−h1

x(i),
k−h1−1∑

i=k−h2

x(i)

⎫
⎬

⎭

η1(k, i) := col

⎧
⎨

⎩
x(i), x(k),

k−1∑

j=i

x(j),
i∑

j=k−h1

x(j)

⎫
⎬

⎭

η2(k, i) := col

⎧
⎨

⎩
x(i), x(k),

k−h1−1∑

j=i

x(j),
i∑

j=k−h2

x(j)

⎫
⎬

⎭
.

Remark 2: In existing L–K functionals, the augmented
vector η0(k) defined in the quadratic term ηT

0 (k)Pη0(k) is
usually composed of the following three vectors: 1) x(k);
2)

∑k−1
i=k−h1

x(i); and
∑k−h1−1

i=k−h2
x(i) [20], [33], [34]. However,

in the new L–K functional (10), two double-summation vec-
tors

∑k−1
i=k−h1

∑k−1
j=i x(j) and

∑k−h1−1
i=k−h2

∑k−h1−1
j=i x(j) are added

into the augmented state vector χ0(k), which can lead to
more information among various state vectors considered. In
addition, inspired by our previous work [37], the two com-
plementary summation couples {∑k−1

j=i x(j),
∑i

j=k−h1
x(j)} and

{∑k−h1−1
j=i x(j),

∑i
j=k−h2

x(j)} are, respectively, encompassed
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in the two augmented state vectors η1(k, i) and η2(k, i), which
make all state vectors among ξ(k) appear in the forward
difference of V2(k). To the best of our knowledge, it is
the first time for such single-summation terms to be used
to analyze the stability of the delayed neural network. All
these innovations lead to a quadratic function with respect
to the delay from the forward difference of V(k). This has
the potential to achieve a more relaxed stability condition
via the negative-definiteness lemma recently reported [37],
compared to existing results via the convex optimization
method.

B. Improved Stability Criteria

Theorem 1: For given h1 and h2, neural network (1) with
the delay hk satisfying (4) is asymptotically stable, if there
exist matrices P ∈ S

5n+ , Q1, Q2 ∈ S
2n+ , Q3, Q4 ∈ S

4n+ , R1, R2 ∈
S

n+, Hi ∈ D
n+, i ∈ {1, . . . , 7}, S ∈ R

3n×3n, and L1, L2 ∈ R
n×16n

such that the following inequalities:
[

R̃2 S
(∗) R̃2

]

≥ 0, (11)

(h1) < 0, −�2h2
21/4 + (h1) < 0 (12)

(h2) < 0, −�2h2
21 + (h1) + (h2) < 0 (13)

hold, where

(hk) = 0(hk) + 1 + 2(hk) + 3 + �1 + �2 (14)

0(hk) = �T
2 P�2 − �T

1 P�1

+ Sym
{
(�2 − �1)

TP�0(hk)
}

(15)

1 =
[

e1
e5

]T

Q1

[
e1
e5

]

−
[

e2
e6

]T

(Q1 − Q2)

[
e2
e6

]

−
[

e4
e8

]T

Q2

[
e4
e8

]

(16)

2(hk) = cT
10Q3c10 − cT

20Q3c20 + h1cT
30Q3c30

+ Sym
{
cT

40Q3c30
} + cT

5 (hk)Q4c5(hk)

− cT
6 (hk)Q4c6(hk) + h21cT

70Q4c70

+ Sym
{
cT

8 (hk)Q4c70
}

(17)

3 = eT
s1

(
h2

1R1 + h2
21R2

)
es1 − �T

0 R̃1�0 − 31 (18)

�1 =
4∑

i=1

Sym
{
πT

1iHiπ2i
}

+
3∑

i=1

Sym
{(

π1i − π1(i+1)

)T
Hi+4

× (
π2i − π2(i+1)

)}
(19)

�2 = Sym
{
LT

1 (s1(hk1)e10 − e15)
}

+ Sym
{
LT

2 (s1(h2k)e11 − e16)
}

(20)

�21 = (c511 − c512)
TQ4(c511 − c512)

− (c611 − c612)
TQ4(c611 − c612)

+ Sym
{
(−c821 + c822 + c823)

TQ4c70
}

�2 = �21 + Sym
{
(�2 − �1)

TP�̃0

}
(21)

�̃0 = col{0, 0, 0, 0, e13 + e14 − e10}

�0(hk) = col{0, s1(h1)e9, s1(hk1)e10 + s1(h2k)e11

× s2(h1)e12, β1(hk)}
�1 = col{e1,−e1,−e2 − e3,−s1(h1)e1,−s1(h21)e2}
�2 = col{es,−e2,−e3 − e4,−s1(h1)e9,−β0},

β1(hk) = s2(hk1)e13 + s2(h2k)e14 + h2ks1(hk1)e10

− s1(h2k)e3

β0 = e15 + e16 − e3

π1i = K1ei − ei+4, π2i = ei+4 − K2ei

ei = [
0n×(i−1)n In×n 0n×(16−i)n

]
, i ∈ {1, . . . , 16}

es = Ce1 + Ae5 + Ade7, es1 = es − e1

c10 = col{e1, e1, 0, s1(h1)e9}
c20 = col{e2, e1,−e1 + s1(h1)e9, e2}
c30 = col{0, es1, e1,−e2}
c40 = col{−e2 + s1(h1)e9, h1e1, c403, c404}

c403 = −h1e1 − s1(h1)e9 + s2(h1)e12

c404 = −e2 + s2(h1)(e9 − e12)

c5(hk) = c50 + s1(hk1)c511 + s1(h2k)c512

c6(hk) = c60 + s1(hk1)c611 + s1(h2k)c612

c50 = col{e2, e1, 0,−e3}, c511 = col{0, 0, 0, e10}
c512 = col{0, 0, 0, e11}, c60 = col{e4, e1,−e2 − e3, e4}
c611 = col{0, 0, e10, 0}, c612 = col{0, 0, e11, 0}
c70 = col{0, es1, e2,−e4}

c8(hk) = c80 + s1(hk1)c811 + s1(h2k)c812

+ (h2k − 1)s1(hk1)c821 + s2(hk1)c822 + s2(h2k)c823

c80 = col{−e3 − e4, h21e1,−h21e2 + e3,−e4}
c811 = col{e10, 0, 0,−e3}
c812 = col{e11, 0,−e3 − e11, (h21 + 2)e11}
c821 = col{0, 0, e10, 0}
c822 = col{0, 0, e13, e10 − e13}
c823 = col{0, 0, e14,−e14}

R̃i = diag{Ri, 3Ri, 5Ri}, i = 1, 2

31 =
[
�1
�2

]T
[

R̃2 S

(∗) R̃2

][
�1

�2

]

(22)

�0 = col{e1 − e2, e1 + e2 − 2e9, e1 − e2 + 6e9 − 12e12}
�1 = col{e2 − e3, e2 + e3 − 2e10, e2

− e3 + 6e10 − 12e13}
�2 = col{e3 − e4, e3 + e4 − 2e11, e3

− e4 + 6e11 − 12e14}.
Proof: Define �Vi(k) := Vi(k + 1) − Vi(k). Along the tra-

jectory of (1), the forward differences of V0(k) and V1(k) are,
respectively, calculated

�V0(k) = χT
0 (k + 1)Pχ0(k + 1) − χT

0 (k)Pχ0(k)

= ξT(k)0(hk)ξ(k)
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�V1(k) = χT
1 (k)Q1χ1(k) − χT

1 (k − h1)Q1χ1(k − h1)

+ χT
1 (k − h1)Q2χ1(k − h1)

− χT
1 (k − h2)Q2χ1(k − h2)

= ξT(k)1ξ(k)

where χ0(k + 1) = (�0(hk) + �2)ξ(k), χ0(k) = (�0(hk) +
�1)ξ(k), and 0(hk) and 1 are, respectively, defined in (15)
and (16). Note that during calculation, Lemma 5 and the
following two equations have been considered:

k−h1−1∑

i=k−h2

k−h1−1∑

j=i

x(j) = (β1(hk) − s1(h21)e2)ξ(k)

k−h1∑

i=k−h2+1

k−h1∑

j=i

x(j) = (β1(hk) − β0)ξ(k).

In the same way, �V2(k) is obtained via Lemma 1 as
follows:

�V2(k) = ηT
1 (k, k)Q3η1(k, k)

− ηT
1 (k, k − h1)Q3η1(k, k − h1)

+
k∑

i=k−h1+1

�
(
ηT

1 (k, i)Q3η1(k, i)
)

+ ηT
2 (k, k − h1)Q4η2(k, k − h1)

− ηT
2 (k, k − h2)Q4η2(k, k − h2)

+
k−h1∑

i=k−h2+1

�
(
ηT

2 (k, i)Q4η2(k, i)
)

= ξT(k)2(hk)ξ(k)

where 2(hk) is defined in (17).
Now, along the trajectory of (1), we calculate the forward

difference of V3(k)

�V3(k) = yT(k)(h2
1R1 + h2

21R2)y(k) −
2∑

i=1

δi(k) (23)

where δ1(k) := h1
∑k−1

i=k−h1
yT(i)R1y(i) and δ2(k) :=

h21
∑k−h1−1

i=k−h2
yT(i)R2y(i). Applying Lemmas 3 and 4 to δ1(k)

and δ2(k) leads to

δ1(k) ≥ ξT(k)�T
0 R̃1�0ξ(k) (24)

δ2(k) ≥ ξT(k)

[
�1
�2

]T[ 1
α

R̃2 0
0 1

1−α
R̃2

][
�1
�2

]

ξ(k)

≥ ξT(k)31ξ(k) (25)

where α = hk1/h21 and 31 is defined in (22). Note that the

inequality

[
R̃2 S
(∗) R̃2

]

≥ 0 is the prerequisite for the second

estimation of (25). By combining (23) with (24) and (25), we
obtain

�V3(k) ≤ ξT(k)3ξ(k) (26)

where 3 is defined in (18).
According to (3), the following inequalities:

ρ1(k, H) ≥ 0, ρ2(k1, k2, H) ≥ 0 (27)

hold for any k, k1, k2 ∈ N and H ∈ D
n+, where

ρ1(k, H) := 2πT
1 (k)Hπ2(k)

π1(k) := K1x(k) − f (x(k)), π2(k) := f (x(k)) − K2x(k)

ρ2(k1, k2, H) := 2(π1(k1) − π1(k2))
TH(π2(k1) − π2(k2)).

As a result, it follows from (27) that:

0 ≤ ρ1(k, H1) + ρ1(k − h1, H2) + ρ1(k − hk, H3)

+ ρ1(k − h2, H4) + ρ2(k, k − h1, H5)

+ ρ2(k − h1, k − hk, H6) + ρ2(k − hk, k − h2, H7)

= ξT(k)�1ξ(k)

where �1 is defined in (19).
In addition, by considering relations among elements of

ξ(k), the following equations:

2ξT(k)LT
1 (s1(hk1)e10 − e15)ξ(k) = 0

2ξT(k)LT
2 (s1(h2k)e11 − e16)ξ(k) = 0

always hold, which leads to

ξT(k)�2ξ(k) = 0 (28)

where �2 is defined in (20).
As discussed above, the forward difference of V(k) is

estimated as follows:

�V(k) ≤ ξT(k)(hk)ξ(k)

where (hk) is defined in (14). It is noted that (hk) is
quadratic with the delay hk, which can be rewritten as

(hk) = �2h2
k + �1hk + �0

where �2 [defined in (21)], �1, and �0 are matrix coefficients,
irrespectively of hk. Based on Lemma 2, (hk) < 0 for any
hk ∈ [h1, h2] is ensured by inequalities (12) and (13), which
implies the asymptotic stability of neural network (1). This
completes this proof.

Remark 3: A tractable LMI-based stability criterion is
derived in Theorem 1 via Lemma 2. It is expected to be
less conservative than those based on the convex optimization
method [20] as well as those based on the original negative-
definiteness lemma [38].

Remark 4: To avoid a cubic function with respect to the
delay arising, the state vector ξ(k) is augmented by adding two
summation terms

∑k−h1
i=k−hk

x(i) and
∑k−hk

i=k−h2
x(i). As a result,

the relations among elements of ξ(k) should be considered by
constructing the zero (28). Although the order of the function
is reduced from three to two, two free matrices L1 and L2 are
introduced that contain lots of decision variables. If the com-
putation burden is of great concern, we can simplify the L–K
functional V(k) and obtain the following stability condition.

Corollary 1: For given h1 and h2, neural network (1) with
hk satisfying (4) is asymptotically stable, if there exist matrices
P ∈ S

3n+ , Q1, Q2 ∈ S
2n+ , Q3, Q4 ∈ S

4n+ , R1, R2 ∈ S
n+, Hi ∈ D

n+,
i ∈ {1, . . . , 7}, and S ∈ R

3n×3n such that (11)–(13) hold, where
(hk) is defined in Theorem 1 with �2 = 0, and

�0(hk) = col{0, s1(h1)e9, s1(hk1)e10 + s1(h2k)e11}
�1 = col{e1,−e1,−e2 − e3}
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�2 = col{es,−e2,−e3 − e4}, �2 = �21

ei = [
0n×(i−1)n In×n 0n×(14−i)n

]
, i ∈ {1, . . . , 14}.

Proof: Let us consider the simplified L–K functional

Vs(k) := Vs0(k) +
3∑

i=1

Vi(k) (29)

where V1(k), V2(k), and V3(k) are all defined in (10), and

Vs0(k) := ηT
0 (k)Pη0(k)

where η0(k) is defined in (10). The remainder of the proof
refers to Theorem 1 and is omitted here for brevity.

C. Delay-Variation-Dependent Stability Criterion

It is well recognized that the more information considered,
the less conservatism achieved. Inspired by [20], we further
study the effect of the variation of the discrete-time delay on
the stability of neural network (1). To do so, the quadratic term
Vs0(k) defined in (29) is replaced by an updated quadratic term
Ṽs0(k) in which the quadratic matrix P(hk) is not constant
but affine with the delay hk. Thus, the information on the
variation of the discrete-time delay is involved in the new
stability criterion.

Define �hk := h(k+1)−h(k) and assume that hk satisfies (4)
and that �hk satisfies

d1 ≤ �hk ≤ d2 (30)

where d1, d2 ∈ N are known constants. Now, we construct the
following new L–K functional:

Ṽs(k) := Ṽs0(k) +
3∑

j=1

Vj(k) (31)

where V1(k), V2(k), and V3(k) are all defined in (10) and

Ṽs0(k) := ηT
0 (k)P(hk)η0(k) (32)

where η0(k) is defined in (10) and P(hk) := P0 + hkP1 with
P0, P1 ∈ S

3n.
Remark 5: To avoid the quadratic function with respect to

hk appearing in the forward difference of L–K functional [20],
the augmented state vector in the added quadratic term is
chosen as col{x(k),∑k−1

i=k−h1
x(i)}, just the part of η0(k). This

inevitably leads to some conservatism. However, in Ṽs(k), the
entire η0(k) remains unchanged, which can further contribute
to a final quadratic function with the delay hk.

Theorem 2: For given h1 and h2, neural network (1) with hk

satisfying (4) and with �hk satisfying (30) is asymptotically
stable, if there exist matrices P0, P1 ∈ S

3n, Q1, Q2 ∈ S
2n+ ,

Q3, Q4 ∈ S
4n+ , R1, R2 ∈ S

n+, Hi ∈ D
n+, i ∈ {1, . . . , 7}, and

S ∈ R
3n×3n such that (11) and the following inequalities:

P0 + h1P1 > 0, P0 + h2P1 > 0 (33)

(h1,�hk) < 0, (h2,�hk) < 0 (34)

− �̃2h2
21/4 + (h1,�hk) < 0 (35)

− �̃2h2
21 + (h1,�hk) + (h2,�hk) < 0 (36)

hold for �hk ∈ {d1, d2}, where

(hk,�hk) = ̃0(hk) + ̃01(hk,�hk)

+ 1 + 2(hk) + 3 + �1 (37)

̃0(hk) = �T
2 P(hk)�2 − �T

1 P(hk)�1

+ Sym
{
(�2 − �1)

TP(hk)�0(hk)
}

̃01(hk,�hk) = �hk(�0(hk) + �2)
TP1(�0(hk) + �2)

�̃2 = �21 + Sym
{
(�2 − �1)

TP1�̃0

}

+ �hk�̃
T
0 P1�̃0

�̃0 = col{0, 0, e10 − e11}
where all other notations, such as 1, 2(hk), 3, �1, and
�21 are defined in Corollary 1.

Proof: Since P(hk) is affine with the delay hk, P(hk) > 0 for
hk ∈ [h1, h2] is guaranteed by P0+h1P1 > 0 and P0+h2P1>0.

On the other hand, along the trajectory of (1), the forward
difference of Ṽs0(k) is computed

�Ṽs0(k) = ηT
0 (k + 1)(P(hk) + �hkP1)η0(k + 1)

− ηT
0 (k)P(hk)η0(k)

= ξT(k)̃0(hk)ξ(k) + �hkη
T
0 (k + 1)P1η0(k + 1)

= ξT(k)
(
̃0(hk) + ̃01(hk,�hk)

)
ξ(k)

where ̃0(hk) and ̃01(hk,�hk) are both defined in
Theorem 2. Hence, the forward difference of Ṽs(k) defined
in (31) is estimated as follows:

�Ṽs(k) ≤ ξT(k)(hk,�hk)ξ(k)

where (hk,�hk) is defined in (37). It is seen that (hk,�hk)

is quadratic with hk and affine with �hk. Therefore,
(hk,�hk) < 0 for hk × �hk ∈ [h1, h2] × [d1, d2] is
guaranteed by inequalities (34)–(36). This completes the
proof.

IV. NUMERICAL EXAMPLES

Two numerical examples are given in this section to com-
pare the proposed stability criteria with some of existing
results from two aspects: 1) conservatism and 2) computa-
tion burden. They are, respectively, indicated by two indexes:
1) maximum allowable upper bound (MAUB) and 2) the
number of decision variables (NDVs).

Example 1: Consider the delayed neural network (1) with
the parameters

C =
[

0.1 0
0 0.3

]

, A =
[

0.02 0
0 0.004

]

Ad =
[−0.01 0.01
−0.02 −0.01

]

K1 = diag{1, 1}, K2 = diag{0, 0}.
In this example, MAUBs h2 for different h1 are computed by
Corollary 1 and Theorem 1 in this article and other condi-
tions reported recently. From Table I, we find that MAUBs
obtained by Corollary 1 are all larger than those obtained by
conditions proposed in [6]–[9], and [20] as h1 takes any value
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TABLE I
MAUBS h2 FOR DIFFERENT h1 IN EXAMPLE 1

TABLE II
MAUBS h2 FOR DIFFERENT h1 IN EXAMPLE 2

TABLE III
MAUBS h2 FOR DIFFERENT h1 WITH THE VARIATION OF DELAY

CONSIDERED

from the set {2, 4, 6, 8, 10, 20}. This clearly validates the effec-
tiveness of the new L–K functional Vs(k) defined in (29). As
expected, Theorem 1 produces the largest MAUBs among all
conditions, including Corollary 1, which implies that the two
double-summation state vectors added into V0(k) are helpful
to reduce the conservatism further.

In addition, NDVs involved in different conditions are also
listed. It is not difficult to find that the NDV involved in
Corollary 1 is very competitive, which is even smaller than
those involved in some other conditions.

Example 2: Consider the delayed neural network (1) with
the following parameters:

C =
[

0.8 0
0 0.9

]

, A =
[

0.001 0
0 0.005

]

Ad =
[−0.1 0.01
−0.2 −0.1

]

K1 = diag{1, 1}, K2 = diag{0, 0}.
As done in Example 1, both MAUBs and NDVs are computed
for different conditions in Table II. The listed MAUBs shows
that both Corollary 1 and Theorem 1 produce relaxed results
than other conditions proposed in [6], [10], [20], and [33].
Especially, it is observed that the MAUB (i.e., the largest h2)
is improved from 20 to 21 by Corollary 1 and Theorem 1
when h1 = 6.

In Table III, MAUBs are carefully compared between
Theorem 2 in this article and [20, Th. 1], which are both
derived by considering the information of the variation of hk.
It is seen that, no matter d = 0, 1 or d ≥ 2 (let d = d2 = −d1),
Theorem 2 always achieves less conservative results than
Theorem 1 [20]. This clearly shows the effectiveness of the

new L–K functional Ṽs(k) defined in (31). In addition, it is
noted that if we let P1 = 0 and P0 = P, Theorem 2 is reduced
to Corollary 1.

V. CONCLUSION

This article has studied the stability problem for discrete-
time delayed neural networks. New L–K functionals have
been tailored by taking into account more information of
state vectors, which could lead to quadratic functions with
respect to the delay from their forward differences, as well as
when the variation of the delay is considered. Relaxed stabil-
ity criteria have been consequently obtained by applying the
newly-developed negative-definiteness lemma. Two numerical
examples have demonstrated that they are more relaxed than
existing results recently reported.

REFERENCES

[1] L. Zhang, H. Gao, and O. Kaynak, “Network-induced constraints in net-
worked control systems—A survey,” IEEE Trans. Ind. Informat., vol. 9,
no. 1, pp. 403–416, Feb. 2013.

[2] X.-M. Zhang, Q.-L. Han, X. Ge, and D. Ding, “An overview of
recent developments in Lyapunov–Krasovskii functionals and stabil-
ity criteria for recurrent neural networks with time-varying delays,”
Neurocomputing, vol. 313, pp. 392–401, Nov. 2018.

[3] S. Mohamad and K. Gopalsamy, “Exponential stability of continuous-
time and discrete-time cellular neural networks with delays,” Appl. Math.
Comput., vol. 135, no. 1, pp. 17–38, Feb. 2003.

[4] S. Xu and J. Lam, “A survey of linear matrix inequality techniques in
stability analysis of delay systems,” Int. J. Syst. Sci., vol. 39, no. 12,
pp. 1095–1113, Nov. 2008.

[5] J. H. Park, T. H. Lee, Y. Liu, and J. Chen, Dynamic Systems With Time
Delays: Stability and Control. Singapore: Springer, 2019.

[6] Z. Wu, H. Su, J. Chu, and W. Zhou, “Improved delay-dependent
stability condition of discrete recurrent neural networks with time-
varying delays,” IEEE Trans. Neural Netw., vol. 21, no. 4, pp. 692–697,
Apr. 2010.

[7] K. Mathiyalagan, R. Sakthivel, and S.M. Anthoni, “Exponential stabil-
ity result for discrete-time stochastic fuzzy uncertain neural networks,”
Phys. Lett. A, vol. 376, nos. 8–9, pp. 901–912, Feb. 2012.

[8] T. Wang, M. Xue, S. Fei, and T. Li, “Triple Lyapunov functional
technique on delay-dependent stability for discrete-time dynamical
networks,” Neurocomputing, vol. 122, pp. 221–228, Dec. 2013.

[9] L. J. Banu and P. Balasubramaniam, “Robust stability analysis for
discrete-time neural networks with time-varying leakage delays and ran-
dom parameter uncertainties,” Neurocomputing, vol. 179, pp. 126–134,
Feb. 2016.

[10] O. M. Kwon, M. J. Park, J. H. Park, S. M. Lee, and E. J. Cha, “New
criteria on delay-dependent stability for discrete-time neural networks
with time-varying delays,” Neurocomputing, vol. 121, pp. 185–194,
Dec. 2013.

[11] J.-A. Wang, L. Fan, and X.-Y. Wen, “Improved results on stability anal-
ysis for delayed neural network,” Int. J. Control Autom. Syst., vol. 18,
no. 7, pp. 1853–1862, Jul. 2020.

[12] J. Wang, X. Liu, J. Bai, and Y. Chen, “A new stability condition for
uncertain fuzzy Hopfield neural networks with time-varying delays,” Int.
J. Control Autom. Syst., vol. 17, no. 5, pp. 1322–1329, May 2019.

[13] P. Liu, W. X. Zheng, and Z. Zeng, “On complete stability of recur-
rent neural networks with time-varying delays and general piece-
wise linear activation functions,” IEEE Trans. Cybern., vol. 50, no. 5,
pp. 2249–2263, May 2020.

[14] Y. Shu, X. Liu, and Y. Liu, “Stability and passivity analysis for
uncertain discrete-time neural networks with time-varying delay,”
Neurocomputing, vol. 173, pp. 1706–1714, Jan. 2016.

[15] H. Li, C. Wang, P. Shi, and H. Gao, “New passivity results for uncer-
tain discrete-time stochastic neural networks with mixed time delays,”
Neurocomputing, vol. 73, nos. 16–18, pp. 3291–3299, Oct. 2010.

[16] J. Tao, Z.-G. Wu, H. Su, Y. Wu, and D. Zhang, “Asynchronous
and resilient filtering for markovian jump neural networks sub-
ject to extended dissipativity,” IEEE Trans. Cybern., vol. 49, no. 7,
pp. 2504–2513, Jul. 2019.



11892 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 52, NO. 11, NOVEMBER 2022

[17] Q. Xiao, T. Huang, and Z. Zeng, “Global exponential stability and syn-
chronization for discrete-time inertial neural networks with time delays:
A timescale approach,” IEEE Trans. Neural Netw. Learn. Syst., vol. 30,
no. 6, pp. 1854–1866, Jun. 2019.

[18] X. Zhang, D. Wang, K. Ota, M. Dong, and H. Li, “Exponential
stability of mixed time-delay neural networks based on switch-
ing approaches,” IEEE Trans. Cybern., early access, May 7, 2020,
doi: 10.1109/TCYB.2020.2985777.

[19] A. Arunkumar, R. Sakthivel, K. Mathiyalagan, and J. H. Park, “Robust
stochastic stability of discrete-time fuzzy Markovian jump neural
networks,” ISA Trans., vol. 53, no. 4, pp. 1006–1014, Jul. 2014.

[20] C. K. Zhang, Y. He, L. Jiang, Q.-G. Wang, and M. Wu, “Stability anal-
ysis of discrete-time neural networks with time-varying delay via an
extended reciprocally convex matrix inequality,” IEEE Trans. Cybern.,
vol. 47, no. 10, pp. 3040–3049, Oct. 2017.

[21] X. M. Zhang, Q. L. Han, and Z. Zeng, “Hierarchical type stability criteria
for delayed neural networks via canonical Bessel–Legendre inequalities,”
IEEE Trans. Cybern., vol. 48, no. 5, pp. 1660–1671, May 2018.

[22] J. Chen, J. H. Park, and S. Xu, “Stability analysis for neural networks
with time-varying delay via improved techniques,” IEEE Trans. Cybern.,
vol. 49, no. 12, pp. 4495–4500, Dec. 2019.

[23] C. K. Zhang, F. Long, Y. He, W. Yao, L. Jiang, and M. Wu, “A relaxed
quadratic function negative-determination lemma and its application to
time-delay systems,” Automatica, vol. 113, Mar. 2020, Art. no. 108764.

[24] X.-M. Zhang, Q.-L. Han, Z. D. Wang, and B.-L. Zhang, “Neuronal state
estimation for neural networks with two additive time-varying delay
components,” IEEE Trans. Cybern., vol. 47, no. 10, pp. 3184–3194,
Oct. 2017.

[25] P. T. Nam, H. Trinh, and P. N. Pathirana, “Discrete inequalities based on
multiple auxiliary functions and their applications to stability analysis of
time-delay systems,” J. Franklin Inst., vol. 352, no. 12, pp. 5810–5831,
Dec. 2015.

[26] X. M. Zhang and Q. L. Han, “Abel lemma-based finite-sum inequality
and its application to stability analysis for linear discrete time-delay
systems,” Automatica, vol. 57, pp. 199–202, Jul. 2015.

[27] A. Seuret, F. Gouaisbaut, and E. Fridman, “Stability of discrete-time
systems with time-varying delays via a novel summation inequality,”
IEEE Trans. Autom. Control, vol. 60, no. 10, pp. 2740–2745, Oct. 2015.

[28] J. Chen, S. Xu, Q. Ma, Y. Li, Y. Chu, and Z. Zhang, “Two novel gen-
eral summation inequalities to discrete-time systems with time-varying
delay,” J. Franklin Inst., vol. 354, no. 13, pp. 5537–5558, Sep. 2017.

[29] J. Chen, S. Xu, X. Jia, and B. Zhang, “Novel summation inequalities
and their applications to stability analysis for systems with time-varying
delay,” IEEE Trans. Autom. Control, vol. 62, no. 5, pp. 2470–2475,
May 2017.

[30] P. G. Park, J. W. Ko, and C. Jeong, “Reciprocally convex approach
to stability of systems with time-varying delays,” Automatica, vol. 47,
no. 1, pp. 235–238, Jan. 2011.

[31] A. Seuret and F. Gouaisbaut, “Delay-dependent reciprocally convex
combination lemma,” LAAS, Toulouse, France, Rep. Rapport LAAS
n16006, 2016.

[32] X. M. Zhang, Q. L. Han, A. Seuret, and F. Gouaisbaut, “An improved
reciprocally convex inequality and an augmented Lyapunov–Krasovskii
functional for stability of linear systems with time-varying delay,”
Automatica, vol. 84, pp. 221–226, Oct. 2017.

[33] Z. Feng and W. X. Zheng, “On extended dissipativity of discrete-time
neural networks with time delay,” IEEE Trans. Neural Netw. Learn. Syst.,
vol. 26, no. 12, pp. 3293–3300, Dec. 2015.

[34] O.-M. Kwon, M.-J. Park, S.-M. Lee, J. H. Park, and E.-J. Cha, “Stability
for neural networks with time-varying delays via some new approaches,”
IEEE Trans. Neural Netw. Learn. Syst., vol. 24, no. 2, pp. 181–193,
Feb. 2013.

[35] C. Song, H. Gao, and W. X. Zheng, “A new approach to stability analy-
sis of discrete-time recurrent neural networks with time-varying delay,”
Neurocomputing, vol. 72, nos. 10–12, pp. 2563–2568, 2009.

[36] L. Wu, Z. Feng, and J. Lam, “Stability and synchronization of
discrete-time neural networks with switching parameters and time-
varying delays,” IEEE Trans. Neural Netw. Learn. Syst., vol. 24, no. 12,
pp. 1957–1972, Dec. 2013.

[37] J. Chen, J. H. Park, S. Xu, and X. M. Zhang, “Stability of
discrete-time systems with time-varying delay via a novel Lyapunov–
Krasovskii functional,” Int. J. Robust Nonlinear Control, vol. 30, no. 12,
pp. 4779–4788, Aug. 2020.

[38] J.-H. Kim, “Further improvement of Jensen inequality and application
to stability of time-delayed systems,” Automatica, vol. 64, pp. 121–125,
Feb. 2016.

[39] C. Hua, S. Wu, and X. Guan, “New robust stability condition
for discrete-time recurrent neural networks with time-varying delays
and nonlinear perturbations,” Neurocomputing, vol. 219, pp. 203–209,
Jan. 2017.

Jun Chen received the Ph.D. degree in control
theory and control engineering from the Nanjing
University of Science and Technology, Nanjing,
China, in 2017.

From 2017 to 2018, he was a Postdoctoral
Researcher with the Department of Electrical
Engineering, Yeungnam University, Gyeongsan,
Republic of Korea. Since 2004, he has been with the
School of Electrical Engineering and Automation,
Jiangsu Normal University, Xuzhou, China. His
current research interests include Takagi–Sugeno

systems, time-delay systems, and neural networks.

Ju H. Park (Senior Member, IEEE) received the
Ph.D. degree in electronics and electrical engi-
neering from the Pohang University of Science
and Technology (POSTECH), Pohang, Republic of
Korea, in 1997.

From 1997 to 2000, he was a Research
Associate with Engineering Research Center-
Automation Research Center, POSTECH. He joined
Yeungnam University, Kyongsan, Republic of Korea,
in 2000, where he is currently the Chuma Chair
Professor. He has coauthored the monographs Recent

Advances in Control and Filtering of Dynamic Systems with Constrained
Signals (Springer-Nature, 2018) and Dynamic Systems With Time Delays:
Stability and Control (Springer-Nature, 2019), and an Editor of an edited
volume Recent Advances in Control Problems of Dynamical Systems and
Networks (New York: Springer-Nature, 2020). He has published a number
of articles in these areas. His research interests include robust control and
filtering, neural/complex networks, fuzzy systems, multiagent systems, and
chaotic systems.

Dr. Park has been a recipient of the Highly Cited Researchers Award by
Clarivate Analytics (formerly, Thomson Reuters) since 2015, and listed in
three fields, Engineering, Computer Sciences, and Mathematics, in 2019 and
2020, respectively. He serves as an Editor for International Journal of Control,
Automation and Systems. He is a Subject Editor/Advisory Editor/Associate
Editor/Editorial Board Member of several international journals, including
IET Control Theory and Applications, Applied Mathematics and Computation,
Journal of the Franklin Institute, Nonlinear Dynamics, Engineering Reports,
Cogent Engineering, the IEEE TRANSACTION ON FUZZY SYSTEMS, the
IEEE TRANSACTION ON NEURAL NETWORKS AND LEARNING SYSTEMS,
and the IEEE TRANSACTIONS ON CYBERNETICS. He is a Fellow of the
Korean Academy of Science and Technology.

Shengyuan Xu received the B.Sc. degree from
Hangzhou Normal University, Hangzhou, China,
in 1990, the M.Sc. degree from Qufu Normal
University, Jining, China, in 1996, and the Ph.D.
degree from the Nanjing University of Science and
Technology, Nanjing, China, in 1999.

From 1999 to 2000, he was a Research Associate
with the Department of Mechanical Engineering,
University of Hong Kong, Hong Kong. From 2000
to 2001, and 2001 to 2002, he was a Postdoctoral
Researcher with CESAME, Universite Catholique

de Louvain, Ottignies-Louvain-la-Neuve, Belgium, and the Department of
Electrical and Computer Engineering, University of Alberta, Edmonton, AB,
Canada. Since 2002, he has been with the School of Automation, Nanjing
University of Science and Technology, as a Professor. His current research
interests include robust filtering and control, singular systems, time-delay
systems, neural networks, multidimensional systems, and nonlinear systems.

Prof. Xu was a recipient of the National Excellent Doctoral Dissertation
Award in 2002 from the Ministry of Education of China. He obtained a grant
from the National Science Foundation for Distinguished Young Scholars of
China, in 2006. He was awarded a Cheung Kong Professorship in 2008 from
the Ministry of Education of China. He is a Member of the editorial boards for
the TRANSACTIONS OF THE INSTITUTE OF MEASUREMENT AND CONTROL

and the Journal of the Franklin Institute.

http://dx.doi.org/10.1109/TCYB.2020.2985777


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


